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I. Topological Preliminaries 

1.1 Topological spaces 

A topology T in a set X is a class of subsets of X (called open sets) 
satisfying the following axioms: 

(1) the union of any number of open sets is open; 

(2) the intersection of any two (or finite number of) open sets is open; 

(3) X and the empty set (0) are open. 

A topological space is a set X with a topology T in X. T is called the 
trivial topology if T = {X, 0}, the discrete topology if T = {A I A eX}. 

Let X be a topological space, and A eX. We define an induced 
topology in A as follows: the class of open sets in A is the class of sets 
of the form unA, where U runs through all open sets in X. 

In a topological space X. a closed set is any set whose complement 
is 8.D open set. 

The closure E of any set E is the intersection of all closed sets con
taining E. By axioms (1) and (3) above, the closure is a closed set. 

A neighbourhood of x E X is any open set containing x. Let Xl, X 2 

be two topological spaces, and f a mapping 

Xl Lx2 • 

[A mapping is an assignment to each x E Xl of an element f(x) E X2']' 
Then f is continuous if and only iffor every open set O2 in X 2 , the set 
,-1(02) is an open set in Xl. [Here 1-1(02) = {x I x E Xl, f(x) E 02}. 

Let x E Xl. We say that f is continuous at x, if to every neigh
bourhood U of f(:D) there exists a neighbourhood V of x, such that 
f(V) CU. We say that 1 is continuous, if f is continuous at every point 
of Xl' This definition is equivalent to the preceding one. 

The mapping 1 is said to be open, if for every open set 0 1 in Xl, the 
set 1(01 ) is an open set in X 2 • 
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Let f : X - Y and g : Y - Z be two continuous mappings. Then 
the composite mapping g 0 f : X - Z is continuous. 

Examples 

(i) If X is a discrete topological space, Y is a topological space, then 
every mapping f : X - Y is continuous. 

(ii) If X is any topological space, and Y a set with the trivial topology, 
f : X -- Y is continuous. 

(iii) Ix : X - X is the identity mapping. 

The topological product of two topological spaces Xl, X 2 is the topo
logical space X = Xl X X2, whose set is the cartesian product of Xl and 
X2, namely {(Xl, X2) I Xl EX!, X2 E X2}, with the open sets being all 
unions of sets of the form 0 1 x 02, where 0 1 is an open set in Xl, and 
O2 an open set in X 2 . [Sets of the form 0 1 x O2 form a basis of open 
sets in Xl x X 2 .] 

Note that if PI : Xl X X 2 - Xl, and P2 : Xl x X2 --- X 2 are the 
projections defined by PI (Xl, X2) = Xl, and P2(Xl, X2) = X2, respectively, 
then Pl and P2 are continuous mappings. (Xl E Xl, X2 E X 2 ). 

Covering. A family {Va} aEI of subsets of a set X is a covering of X, 
if UaEI Va = X. That is to say, each point of X belongs to at least one 
Va. If further, X is a topological space, and each Va is an open subset 
of X, we say tpat {Va} is an open covering of X. 

A covering {Va}aE/ is a finite covering if I is a finite set. 
Compact sets. A topological space X is compact, if every open cov

ering of X contains a finite covering. [That is to say, X = UaEI Ua , Ua 
open, implies that there exist a2, a2, ... , an E I such that UI<i<n Ua ; = 
X). A subset A C X is compact, if A is compact in the induced topology. 

Remarks 

(i) JR is not compact. (JR = real numbers) 

(ii) Let X be a topological space, A eX. If A consists of finitely many 
elements of X, then A is compact. 

(iii) Let a, b E JR, a ~ b. Then the set {x E 1R I a ~ X ~ b} is compact. 
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An equivalent definition of compactness is the following: if {Fa} is 
a family of closed sets such that every finite subfamily has a non-empty 
intersection, then na Fa ::f 0. [If {Fa} is a family of closed sets with 
the finite intersection property, then the intersection of the whole class 
is non-empty]. 

A closed subset of a compact set is compact. A continuous image of 
a compact set is compact. (If Xl is compact, X2 Hausdorff (see later), 
and I : Xl --+ X2 is continuous, then I(XI) is closed in X 2]. 

A product 01 compact spaces is compact (Tychonoff). 
A space X is locally compact, if for every x EX, there is a neigh

bourhood 0 1 of x, such that the closure of 0 1 is compact. 
Every compact space is locally compact, but not vice versa. 

Homeomorphisms Let X and Y be topological spaces, and I a map
ping, I : X --+ Y. We say that I is a homeomorphism if I is one-to-one 
(i.e. I(x) = I(y) ===> x = y), onto (i.e. U(X) = Y), and both I and 
1-1 are continuous. 

Two topological spaces X, Yare said to be homeomorphic, if there 
exists a homeomorphism I from X to Y. 

Examples 

(i) X = Y =R, I(x) = x 3 , -x for x E x. 

(ii) (a) X = R, Y = {x E R '-I < x < I}. X and Yare homeomor
phic under the mapping: I( x) = _x_

1
_,. 

1 + x 

(b) Rn and the open unit-ball B = {z E Rn , IIzll < I}. 

(iii) If X = lP., and Y = {z E R , -1 < z $ I}, then X and Yare not 
homeomorphic. Note that Y is compact, while R is not. 

(iv) If a mapping is one-to-one, onto, and continuous, it does not follow 
that it is a homeomorphism. Let X = a set with more than one 
element, T = the discrete topology in X, and T' = the trivial 
topology in X. Then the identity mapping Ix : (X, T) --+ (X, T') 
is continuous, but not a homeomorphism. 
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Separation axioms 

Two sets Ml and M2 can be separated by open sets, if there exist 
open sets 0 1 and O2, such that Ml COl , M2 C02, and 0 1 n O2 = 0. 

Ml and M2 can be separated by a real function, if there exists a 
continuous real function f on X such that 0 $ f(z) $ 1 for z E X, and 
f(z) = 0 f~r z E Ml , and f(z) = 1 for z E M 2 • 

T l : for any two disjoint points, there exists a neighbourhood of either 
point not containing the other. [This implies that the complement 
of each point is an open set, or that each point is a closed set.] 

N .B. In this course we assume that all topological spaces (are Tl-spaces) 
satisfy the axiom T l . 

T2 : Any two distinct points can be separated by open sets. (or, any two 
distinct points have disjoint neighbourhoods) A topological space 
is H ausdorfJ it it satisfies T2. 

Examples 

(i) A set X with the discrete topology. 

(ii) If X is a set with more than one element, then X with the trivial 
topology is not Hausdorff. 

(iii) If X is Hausdorff, and A eX, then A is Hausdorff with the induced 
topology. 

(iv) Let Xl be compact, X2 Hausdorff, and f : Xl - X2 be continu
ous. Then !(XI) is closed in X2. 

(v) Let X be Hausdorff, A C X, with A compact. Then A is closed. 

T3: A closed set F and a point z fI. F can be separated by open sets. 

A topological space is regular if it satisfies Tl and T3 . A completely 

regular topological space is one in which a closed set F and a point z fI. F 
can be separated by a real function. 

T4: Two disjoint closed sets can be separated by open sets. A topolog
ical space is normal if it satisfies Tl and T4. 

Urysohn's lemma (Lefschetz, Algebraic Topology, p. 27) In a normal 
space, every two disjoint closed sets can be separated by a real function. 
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1.2 Topological groups 

A topological group is a set G which is both a group and a T1-space, with 
the topology and group structure related by the assumption that the 
functions (z, y) t---+ Z • Y and z t---+ z-1 are continuous. Here z, y E G, 
and z-1 is the group inverse of z. 

Equivalently, the function (z, y) t---+ zy-1 (from G x G to G) is 
continuous. 

Examples 

(i) The additive group of real numbers is the underlying group of a 
topological group whose underlying topological space is the usual 
space ofreal numbers. More generally, the Euclidean n-space under 
addition with the usual topology. 

(ii) Any group with the discrete topology (every set is its own closure). 

(iii) The n-dimensional torus (product of n circles). Here a circle is the 
topological group {z E C Ilzl = I} under multiplication. 

(iv) GL(n, C): the general linear group, i.e. the group of all non
singular n x n matrices with complex coefficients. For the topology 
use that "induced" by considering the n x n matrices as a subset 
ofC"2. 

(v) Any product of topological groups. 

Trivial properties Let e be the identity in a topological group G. If 
E, Fe G, then EF = {zy I Z E E, y E F}. 

del 

(1) If z = zy, 0 a neighbourhood of z, there exist neighbourhoods P 
of z and Q of y such that PQ CO. 

Let f/J denote the mapping (z, y) t---+ zy, and 0 = f/J- 1(0). 
Since f/J is continuous, and 0 open, it follows that 0 is open. Now 
o contains (z,y), hence it contains a set of the form 0 1 x O2, 
where 0 1 is a neighbourhood of z, and 02 a neighbourhood of y, 

and f/J(01 x 02) = 0 1 , O2 C O. Take P = 0 1 and Q = O2. 



6 A course on Topological Groups 

(1') If a E G, then for every neighbourhood V of a- 1 there exists a 
neighbourhood U of a, such that U- 1 c V. This follows again 
from the fact that a 1--+ a- 1 is continuous. [If 9 is a continuous 
mapping of a topological space R into R', then for every point 
a E R and every neighbourhood U' of a' = g( a) E R' there exists 
a neighbourhood U of a such that g(U) C U'] 

(2) For each x E G, the mappings y 1--+ yx and y 1--+ xy are homeo
morphisms (or topological mappings) 

The mapping / : y 1--+ xy is one-to-one (xy = x'y implies 
that x = x') . The inverse mapping /-1 : y t--+ x- 1y is of the 
same form . Hence it suffices to prove that / is continuous. Let 0 
be any neighbourhood of xy. By (1) there exists a neighbourhood 
0 1 of x, and a neighbourhood O2 of y, such that 0 10 2 C O. 
Hence X02 C 0, that is to say /(02) C O. This shows that / is 
continuous (cr. (1')). 

(3) 'The mapping x 1--+ x- 1 is a homeomorphism. For x t--+ x- 1 is 
one-to-one, and is its own inverse. It is continuous by definition. 

(4) If 0 is open in G, then 0- 1 , xO, EO, Ox, OE are also open, where 
x E G, E C G. 

By (2) xO and Ox are open, so is 0- 1 by (3). Now EO = 
U~eE xO, hence open; similarly also OE. 

(5) If V is any neighbourhood of e, it contains a neighbourhood W of 
e, such that W· W- 1 C V. 

Since ee- 1 = e, there exist neighbourhoods V1 of e, and V2 

of e- 1 = e, such that V1 V2 C V by (1). 

Let Va = V1 n V2- 1 • Then Va is open, and e E Va, so that Va 
is a neighbourhood of e. 

Next VaVa- 1 C V . For x E Va implies x E V1 , X E V2- 1 , 

and y-1 E Va- 1 implies that y E Va, which in turn implies that 
y-1 E V2 . Hence xy-1 E Va Va- 1 implies that xy-1 E V1 V2 C V. 

Choose W = Va. 

(6) A neighbourhood V of e is defined to be symmetric if and only if 
V = V-1. 
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Every neighbourhood W of e contains a symmetric neigh
bourhood (for example, W n W- 1). By (4) W-l is open. Hence 
W n W-l is a symmetric neighbourhood of e. 

(7) Every neighbourhood of z EGis of the form z V as well as of the 
form Wz, where V, Ware neighbourhoods of the identity. 

Let U be any neighbourhood of z. Then V = z-lU 3 e, and 
z-lU is open, by (4). Hence V is a neighbourhood of e. Similarly 
W = Uz- 1 is a neighbourhood of e. Hence U = zV = Wz. 

(8) The continuity of (z, y) ~ zy-l is equivalent to the continuity of 
(z, y) ~ zy together with the continuity of z ~ z-l. 

(i) If(z,y) ~ zyandz ~ z-l are continuous, then (z,y-l) I-
zy-l and (z, y) ~ (z, y-l) are continuous, hence the com
posite (z,y) ~ zy-l is continuous. 

(ii) Conversely, if (z, y) ~ zy-l is continuous, then (e, y) 1--+ 

ey-l = y-l is continuous. Further y 1--+ (e, y) is contin
uous (obviously). Hence y ~ y-l is continuous. There
fore (z,y) ~ (z,y-l) is continuous. But, by hypothesis, 
(z, y) ~ zy-l is continuous. Hence (z, y) ~ zy is contin
uous. 

Separation properties 

Lemma 1 The topological space of a topological group G is Hausdorff. 

Proof Let z, y E G, z =I y. Then y-lz =I e. By the T1-property, 
we can find a neighbourhood V of e not containing y-1z. By (5) there 
exists a neighbourhood VI of e, such that VI v1- 1 c V. Then z VI, yVl 

are neighbourhoods of z and of y respectively. And zV1 n yVI = 0. For 
if z VI n yVI =I 0 then there exist v', v" E VI, such that zv' = yv", so 
that y-Iz = v"v'-I E VI VI- I C V, contradicting the choice of V. Hence 
zV1 nyVI = 0. 

Lemma 2 If E C G, then E = nEV = nv E, where V extends over all 
neighbourhoods of e. 

(i) E:> nEV. 
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If z E EV for all V, we shall see that every neighbourhood 
of z intersects E, hence z E E. 

Let z E nEV, and let 0 be any neighbourhood of z. Then 
by (7) above, 0 = zV, where V is a neighbourhood of e. By 
hypothesis, z E EV- 1 , which implies that z = ay-l, where a E E, 
y E V, or zy = a. Hence zV intersects E (i .e. has a non-empty 
intersection with E). Therefore 0 intersects E, hence z E E. 

(ii) E C nEV. 

If z E E, then every neighbourhood of z intersects E . By 
(7), zV-l is a neighbourhood of z (where V is a neighbourhood 
of e). Hence zV-l intersects E. This implies that z E EV (for 
3 y E V, such that zy-l E E, or z E Ey C EV). Hence z E nEV. 

Remark A topological group is homogeneous. Given any t.wo elements 
p, q E G, there exists a topological mapping 1 of G onto itself, which 
takes pinto q. 

Take a = p-lq, and take I(z) = za. This implies that I(TJ) = q. 

It is sufficient for many purposes therefore to verify locai properties 
for a single element only. For example, to show that G is locally compact, 
it is sufficient to show that its identity e has a neighbourhood U whose 
closure is compact - so also with regularity. 

Lemma 3 The topological space of a topological group G is regular 

(Kolmogorov). 

Proof We can separate e, and any closed set F ~ e. Let 0 = Fe. Then 
o is a neighbourhood of e. Now there exists a neighbourhood V of e, 
such that V2 C 0 (because of (5) and (6)). V and V' are disjoint open 
sets. We shall see that F C V. 

Since V is a neighbourhood of e, that will prove the lemma. Now 

V = nvw, where W is a neighbourhood of e (by Lemma 2), 

C V2, (since V is a W, a neighbourhood of e), 

C 0, (by choice of V and 0), 

= Fe, (by definition of 0). 
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Hence V C FC, or V :::> F. 

TheoreIn 1 A topological space which is the underlying space of a 
topological group G is completely regular. 

Proof It is sufficient to show that if F is a closed set not containing 
e, then F and e can be separated by a continuous real function (cf. the 
remark above). 

Let V = FC. Then V is a neighbourhood of e. Choose a sequence 
V1 , V2 , ••• , of neighbourhoods of e, such that V12 c V, V?+1 C Vb k ~ 1. 
[This is possible, see the proof of Lemma 3, in which (5) and (6) were 
used]. 

Let a be a finite dyadic real number, with 

Define 

Oa = vt l • V2a, ... vtk (group product), where Vio = e. 

We will show that 

a < /3 implies that Oa COp. 

If a < /3, their first j digits agree for some j ~ 0, so that 

a = O· a1a2·· ·aj 0 aj+2·· ·akO 0 0; 

/3 = O· /31/32·· ./3j 1 /3j+2·· ·/3mO 0 0, 

and at = /3t for e :5 j. 
Now define 

ak 

a' = O· a1 ... aj 0 1 1 ... 1 0 0 O· .. 

/3' = 0 . a1 ... aj 1 0 0 O· .. . 

Then 

a ~ a' < /3' :5 /3. 

Clearly Oa COal C Opl C O{3, 
We shall see that 

(since Vio = e). 

0 0 1 C Opl, (which will imply that Oa C 0(3). 



10 A course on Topological Groups 

Let 
O Va, Vaj = 1 .. . j . 

Then 

Oa l = 0\tj+2'" Vk, and 013' = O\tj+l. 

Hence, by Lemma 2, 

Hence 

Now define 

0\tj+2 '" Vk-l vl 
C 0\tj+2'" Vk-2Vk2_1 (since Vk2 C Vk-d 

C OVj2+2 C O\tj+l = 013' (by definition). 

Oa l C 013" and therefore Oa C Ofj . 

f( ) - { 1, if x rt. any Oa, 
X - inf{a I x E Oa}, if x E some Oa . 

Then we have 0 ~ f(x) ~ 1, for all x E C. Further 

f() {O, for x = e (since Vio = e), 
x = 1, for x E F, (V = Fe, see above). 

We shall see that f is continuous. The sets {x I f( x) > k} and {x I 
f(x) < k}, k E~, are open. For 

{x If(x) > k} = (n Oa) c ¢:=> {x I f(x) ~ k} 
a>k 

= (n Oa), (a closed set). 
a>k 

Note that a < f3 ==> 00 c 0/3, hence 

{x I f(x) ~ k} C {x I x E n Oa}; 
a>k 

for if x is such that f(x) ~ k, and f3 > k such that x ¢ Ofj, then x ¢ Oa 
for all a < f3 (since Oa C O{J), hence f(x) 2: f3 > k, a contradiction. 
The opposite inclusion is trivial. Thus 

{x I !(x) ~ k} = {x I x E n Oa} . 
a>k 
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But nO'>.\: 00' = nO'>.\: 00" since on the one hand, 00' C 00" and on 
the other, a < (3 ~ 00' cOp, so that x E nO'>.\: 00' implies that 
x E nO'>k 00" (a is dyadic rational), hence {x I f(x) > k} is open. 

Similarly {x I f(x) < k} is also open. For if the set contains the point 
x, it contains a whole neighbourhood of it; for if x is such that f(x) < k, 
then there exists 0'< k, such that x E 00" which is a neighbourhood of 
x all of which is contained in {x I f(x) < k}. [y E 00' ~ f(y) :5 a < k] . 

Lemma 4 IfCI ,C2 are compact subsets ofG, then CIC2 is compact. 

Consider the mapping G x G - G which takes (x, y) into xy. This 
is continuous. The product Cl x C2 is compact (Tychonoff). The proof 
follows from the fact that the continuous image of a compact set is 
compact. 

Remark If FI , F2 are closed, it does not follow that FI . F2 is closed . 
In Rllet FI = {n E /Z I n ~ I}, and F2 = {O}U{~ InEFt} . Then 
Fl· F2 = Q~o C RI. [Q~o = rational numbers ~ 0]. 

Theorem 2 A locally compact group is normal. 

If the group is compact, the proof is easy, since compactness together 
with regularity (or Hausdorff) implies normality. 

Otherwise take a symmetric neighbourhood U of e with compact 
closure, and consider G' = U~=l un. Then G' is an open and closed 
subgroup of G, and it is sufficient to prove normality for G'. To do that, 
use the fact that G' is O'-compact, i.e. G' = U~=l K n , where Kn is 

compact. (Kn = U;=l It) . 
[A locally compact (Tt) group is para-compact, hence normal] Ref. 

e.g. Hewitt & Ross: Abstract Harmonic Analysis, I, p. 76, Th. (8.13). 

1.3 Subgroups, Quotient groups 

Let G be a topological group, and H a subset of G. Then H is, by 
definition, a subgroup of the topological group G if and only if H is a 
subgroup of the abstract group G, and H is a closed set in the topological 
space G. 

Let G be a topological group, and H a subset of it which is a subgroup 
of G considered as an abstract group. Then H is also a topological group 
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with the induced topology. In particular, a subgroup of an abstract group 
which is a topological group is itself a topological group. 

A subgroup N of the topological group G is defined to be a normal 
subgroup if N is a normal subgroup of the abstract group G. 

Let G be a topological group, and let H be a subgroup of the abstract 
group G. Then H is a subgroup of the topological group G. If H is a 
normal subgroup of the abstract group G, then H is also normal, i.e. a 
normal subgroup of the topological group G. 

Let us recall that if G is any group, and H a subgroup of G, a left 
coset of H is a subset of G of the form xH, x E G. The left coset set 
is the set of all left cosets of H, denoted by G I H. We have a natural 
map or projection 11' : G --+ GI H (x 1----+ xH) defined by 1I'(x) = the left 
coset of H which contains x. 

If G is a topological group, we shall topologize G I H, assuming that 
H is closed. A set 0 C GI H is open, if and only if 11'-1(0) is open in G. 
This means that we require 11' to be a continuous map. 

Lemma 5 GIH is a Tl-space, and 11' is open. 

Proof Since H is closed, xH is also closed (homeomorphism), so that 
(xHY is open in G. Write z = xH, (coset containing x). Now 1I'-1(GI H
z) = (xH)C, which is open. Therefore GIH is Tl (the complement of 
each point is an open set). We know that 11' is continuous; we have to 
show that it is also open. Let 0 be open, 0 C G. Then 11'0 is in the coset 
space; it is open if and only if 11'-1(11'0) is open. But 11'-1(11'0) = OH, 

which is open since OH = UzEH Ox, where Ox is open. Thus, 0 open 
==> 11'0 is open. 

Lemma 6 G I H is a T2-space. 

Proof Let Xl and Yl be two distinct points of G I H = Q, and x, y E G 
such that 11'( x) = x}, 1I'(y) = Yl. Choose a neighbourhood v of e, such 
that V x n yH = 0. This is possible, because x ¢ yH = yH (H is closed, 
so yH is closed. V x is a neighbourhood of x, use the definition of yH). It 
follows that VxHnyH = 0. For ifVxHnyH '10, then vxh1 = yh2' say, 
where v E V, hI, h2 E H. Hence vx = yh2h11 = yha, which contradicts 
VxnyH :=0. 

Let VI be a neighbourhood of e such that V1- 1 VI C V. Then 
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V1- l VlxH n gH = 0, hence V1xH n V1yH = 0. Therefore 

1I"(V1X) n 1I"(V1y) = 0. 
Now Xl E 1I"(V1X), since e E Vlj and Y1 E 1I"(V1Y)j and 1I"(V1X), 1I"(V1Y) are 
open (by Lemma 1, V1x and Vly are open, and by Lemma 511" is open). 
Hence Xl, Yl are separated by disjoint open sets. 

Remark If G is any (topological) group, H a closed subgroup, we have 
topologized the coset set G / H in such a way that it is a T2-space. We 
may call G / H the quotient space, and the given topology the quotient 
space topology. On the other hand, if G is any group, and H a normal 
subgroup (i.e. V X E H, V a E G, a X a- l E H or a H a- l C H), 
then the coset set G / H is, in fact, a group, known as the quotient group. 
The next lemma shows that the quotient group, with the quotient space 
topology, is a topological group, if, to start with, G is a topological group. 

Lemma 7 If G is a topological group, and H a normal subgroup, then 
the quotient group G / H with the quotient space topology is a topological 
group. 

Proof We have only to show that the mapping tP1 : G / H x G / H -+ 

G/H given by tP1(X1,Y1) = x1Yl1, where X1,Y1 E G/H, is continuous. 

Let tP : G x G -+ G be given by (x, y) ..:L xy-1, x, Y E G. We then 
have 

GxG 
11" X 11" 
-+ 

11" 
-+ 

G/H x G/H 

1 tP1 

G/H. 

Trivially we have 1I"tP = tP1(1I" x 11"). Since 11" and tP are continuous, 1I"tP is 
continuous. Hence tP1(1I" x 11") is continuous. 

Let 0 1 be an open set in G / H . Then 

[tP1(1I" x 1I")r1(0t) 

is open in G x G. But 11" X 11" is open. Hence 

(11" x 11")(11" x 1I")-1 tP1 1(01) is open in G/ H x G/ Hj 

that is to say, tPl1(Ot) is open, hence tP1 is continuous. 

Lemma 8 Let G be a topological group, and H a subgroup. 
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(a) If G is compact, then Hand G/ H are both compact. 

(b) If G is locally compact, then both Hand G / H are locally compact. 

Proof 

(a) H is a closed subset of a compact set, hence compact. G/ H is the 
continuous image of a compact set, hence compact. 

(b) H is locally compact since it is a closed subset of a locally compact 
space. [Let S be a locally compact space, T C S, T = T. Then 
T is locally compact. For, pET ~ pES ~ 3 Up c S so that 
p E Up and Up is compact. Now TnU p is a compact neighbourhood 
of p]. 

To prove that G/H is locally compact, let q E G/H, and U1 a neigh
bourhood of q (i.e. an open set containing q). Let 

U = 7r- 1(Ud, 

and let x E U, so that 'IT( x) = q. Since G is locally compact, and U is 
open, there exists a neighbourhood 0 of x, such that 0 C U, with 0 
compact. [Let G be any topological group. To every neighbourhood U 
of e, there exists a neighbourhood V of e, such that V C U. For let V 
be a symmetric neighbourhood of e, such that V 2 C U. (See (5) and 
(6) above.) Now x E V ~ (xV) n V "I 0. Hence XV1 = V2, where 
V1, V2 E V. Therefore x = v2v11 E V . V-1 C V2 CU. Hence V C U J 
Then we have 

'IT(0) C 'IT(U) = U1 . 

Now 01 = 'IT(0) a neighbourhood of q (0 is a neighbourhood of x). And 
'IT(0) is compact (since 0 is compact). Since G/ H is a T2-space, 'IT(0) 
is closed. 

We have 0 1 C'lT(O), (see above: 0 1 = 'IT(0)) 
which implies that 

0 1 C 'IT(0) = 'IT(0), (compact) 

hence 0 1 is compact (closed subset of a compact set). Thus 0 1 is a 
neighbourhood of q with compact closure. It follows that G / H is locally 
compact. 
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1.4 Examples 

Let en denote the n-dimensional complex cartesian space. It is a vector 
space of dimension n over the field C of complex numbers. 

Letei = (0,0,0, ... ~ ,0,0,0). Thene1,e2, ... ,en form abase of en 
l 

over C. 
An endomorphism 0 of en is defined when the elements oei 

2:7=1 ajiej are given. To 0 corresponds the matrix (aij) of degree n, 
and conversely. 

We use the same letter 0 Jor the matrix as well as Jor the endomor
phism. 

We define a multiplication 00 f3 of two endos. 0, f3 with matrices 
(aij), (bij) respectively, by defining the corresponding matrix (Cij) as 
the product of the matrices, namely 

( 4.1) 
n 

Cij = L aikbkj. 
k=1 

Now let Mn(C) denote the set of all matrices of degree n with coef

ficients in C. If (aij) E Mn(C), put bi+(i-1)n = aij. [As j goes from 1 
to n, j - 1 goes from ° to n - 1, and (j - l)n from ° to n2 - n in steps 
of n; while i goes from 1 to n; so that i + (j - l)n goes from 1 to n 2]. 

To (aij) we associate the point with the coordinates b1, b2, ... , bn2 in 
en'. In this way we get a one-to-one correspondence between Mn(C) 
and en'. Since en' is a topological space, we can define a topology in 
Mn(C) by requiring the correspondence to be a homeomorphism. 

Let T be any topological space, and let ¢> map T into Mn(C); ¢> : 
T ----+ Mn(C). If t E T, ¢>(t) is a matrix with coefficients aij(t), say. 
Clearly ¢> is continuous if and only if each function aij(t) is continuous. 

[T -L Mn(C) ~ en ~ C, ¢>ij(t) = aij(t)]. , , ... 
"'ij 

[In general, the following situation holds: If T L TI"EA X" ~ X", 
then "J continuous <==> 71"" 0 J continuous for every a E A". On the one 
hand, it is trivial that "J continuous ==> 7I"a 0 J continuous". On the 
other, if7l"aoJ is continuous, and U open, with U C X"' then (7I"aoJ)-1U 
is open, i.e. J- 1(7I";;1(U)) is open. But 7I";;l(U) is open, since sets of the 
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form 1I';l(U), U open, form a sub-basis l of open sets of TIaEA Xa. So f 
is continuous]. 

It follows from this remark, and (4.1), that the product UT of two 
matrices U and T is a 'continuous function of the pair (u, T) considered 
as a point of the space Mn(C) x Mn(C). 

Notation We denote by ta the transpose of the matrix a = (aij); 
ta = (a:j)' a:j = aji. We denote by a the complex conjugate of a; 
a = «(iij). 

Clearly a ~ ta, and a ~ a are homeomorphisms, of order 2, of 
Mn(C) onto itself. 

If a, {3 are any two matrices, then t(a{3) =t {3.t a, and a{3 = a· 73. 
An n x n matrix U is regular (or non-singular), if it has an inverse, 

i.e. if there exists a matrix u- l , such that uu- l = u-lu = E:, where E: is 
the unit matrix of degree n. 

A necessary and sufficient condition for u to be regular is that its 
determinant det u # O. 

If an endomorphism u of C" maps C" onto itself, (and not onto some 
subspace oflower dimension) the corresponding matrix u is regular, and 
u has a reciprocal endomorphism u- l . 

If u is a regular matrix, we have 

If u and T are regular matrices, UT is also regular, and we have 

Hence the regular matrices of degree n form a group with respect to mul

tiplication, which is called the general linear group GL(n, C). 
Since the determinant of a matrix is obviously a continuous function 

of the matrix, GL(n,C) is an open subset of Mn(C). [GL(n,C) = {u I 
det u # O}; det is a continuous function.] The elements of GL(n, C) may 
be considered as points of a topological space which is a subspace of the 
topological space Mn(C). 

If u = (aij) is a regular matrix, the coefficients bij of u- l are given 
by bij = Aij (det u)-l, where the Aij are polynomials in the coefficients 

1 [subbasis: finite intersections thereof form a basis] 
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f u. Hence the mapping 
U f--+ u- I 

of GL(n, q onto itself is continuous. Since the mapping coincides with 
its reciprocal mapping, it is a homeomorphism of GL(n, C) with itself. 

The mappings u ~ U, and u f--+ t U are also homeomorphisms of 
GL(n, q with itself. The first is an automorphism of the group, not the 
second (preserves sums and inverts the order of the products). 

If u E GL(n, q, define u· = eu)-I. 

Then we have: (UT)· = U·T·, (u·)-I = (u- I)*. Hence U f--+ u· IS a 
homeomorphism, and an automorphism of order 2 of GL(n, q. 

The subgroups D(n), D(n, q, U(n) of GL(n, q 
Let U E GL(n, q. We say that U is orthogonal if U = U = U·. The 

set of all orthogonal matrices of degree n we denote by D(n) . If only 
U = u·, U is called complex orthogonal, and the set of all such U we 
denote by D(n, q. If u = u*, u is called unitary, and we denote by 
U(n) the set of all such u. 

Since u f--+ U and U f--+ u· are continuous, the sets D( n), D( n, q, 
U(n) are closed subsets of GL(n, q. [Note that {x I I(x) = c} is closed 
if I is real and continuous. <Pij (u) = (iij - aij is continuous for all i, j, and 
{u I <Pij(U) = O} is closed.] Because these mappings are automorphisms, 
D(n), D(n, q, U(n) are subgroups of GL(n, q. 

[Note, in parenthesis, that if X is any topological space, and Y a 
Hausdorff space, and I, g are continuous mappings of X into Y, then 
the set E = {x I x E X, I(x) = g(x)} is closed. One can see that 
Ii' - h I x E X, f(x) =/; g(x)} is open in X . Let Xo E F. Since 

F = {x I x E X, I(x) =/; g(x)J IS open 111'.1\.. u,,'.' -lI - Io.-~-l.n TT. TT~ 
I(xo) =/; g(xo), and Y is Hausdorff, there exist neighbourhoods UI , U2 

of I(xo), g(xo) respectively, so that UI n U2 = 0. Since I and 9 are 
continuous, there exist neighbourhoods VI, V2 of Xo in X, such that 
I(vd C UI , g(V2) C U2 . Let V = VI' n· V2 . Then V is a neighbourhood 
of xo, and I(x) =/; g(x) for x E V, hence V C F. It follows that F is 
open.] 

Clearly D(n) = O(n, q . n· U(n) (i) 

U is real, if its coefficients are real, i.e. if U = U, The set of all real 
matrices of degree n we denote by Mn(I~), and we define GL(n, JR) = 
Mn(I~) n GL(n, q. Hence D(n) = GL(n, JR) n D(n, q. 
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Since the determinant of the product of two matrices is the product 
of their determinants, the matrices of determinant 1 form a subgroup of 
GL(n, q. The group of all matrices with determinant 1 in GL(n, C) is 
called the special linear group SL(n, C). 

We set 

SL(n,~) = 
SU(n) 
SO(n) = 

SL(n,C)nGL(n,~) 

SL(n,qnU(n) 
SL(n, q n O(n). 

(ii) 
(iii) 

Clearly SL(n,q, SL(n,~), SU(n), SO(n) are subgroups, and closed 
subsets of GL(n, q. They may be considered as subspaces of GL(n, C). 

Theorem 3 U(n), O(n), SU(n), SO(n) are compact. 

Proof We have only to show that U(n) is compact, since O(n), SU(n), 
SO(n) are closed subsets of U(n). We shall see that U(n) is homeomor
phic to a bounded, closed subset of ICn~. 

A matrix (1 is unitary if and only if t(1U = c, where c is the unit 
matrix. (u = (1* = (1(1)-1). 

If (1 = (aij), then 

C(1)u = c: ¢:=? L aji . ajk = bik. 
j 

( . I' -1 ) (1 IS regu ar, I.e. (1(1 = c: . 
The left-hand sides of the last equations are continuous functions of 

(1, U(n) is not only a closed subset of GL(n, q but also of MnUC). [For 

{(1 I 'L,ajiajk = D,i:j: k}. n· {(11 'L,ajk' aji = I} is an intersection of 
closed sets]. 

Further 

Lajiaji= l==>laijlS; 1, for lS;i,jS;n. 
j 

Therefore the coefficients of the matrix (1 E U (n) are bounded. Since f : 
Mn(C) ............ cn~ is a homeomorphism, f(U(n» is closed, and bounded, 

~ 

and a subset of en , hence compact. 



II. The Haar measure on a locally 
compact group 

1I.1 Regular measures on locally compact spaces 

We have used the term 'measure' for any non-negative, additive, set 
function which vanishes on the empty set [cf. Course on Integration]. 

Given a topological space R which is locally compact, and Hausdorff, 
let S denote the u-ring generated by the compact sets in R. We call S 
the Borel ring in R. 

Remarks. 

(i) E E S ==> there exist compact sets Cn , n = 1,2, ... , such that 

E C U::l en. 
(ii) If U is open, en compact for n = 1,2, ... , and U C U::l en, then 

UES. 

For if we set f{ = U;;:l en, then f{ E S, since en E S, and 
S is a u-ring; and U C f{. Since en - U is a closed subset of 
a compact set, it is compact, hence D = U::l en - U E S, i.e. 
D = f{ - U E S. Thus U = I< - (I< - U) E S. 

(iii) The whole set R is a Borel set (i.e. an element of the Borel ring), 
if and only if there exists a sequence (Cn ) of compact sets, such 

that R = U::l en. 
(iv) Everyone-point set in R is compact. 

(v) If ~ is the real line, S = the u-ring generaterl by all open sets U 
in R 

A m.easure m is regularon the u-ring S, if (a) m is countably additive 
on S; (b) m is finite on compact sets; and (c) for E E S, there exist open 
sets U E S which contain E such that 

m(E) = inf m(U). 
U-:JE,U open, UES 
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Content A content k on R is a real-valued (:f. 00), no~-negative, mono
tone function on the class of all compact sets in R, such that 

k(C U D) ~ k(C) + k(D), for C, D compact; 

k(C U D) = k(C) + k(D), for C, D compact, C n D = 0. 

[0 ~ k(C) < 00; C CD==> k(C) ~ k(D), k(C U D) = k(C) + k(D) 
for C n D = 0. Note that 0 is compact, so that k(0) + k(0) = k(0) with 
k(0) < 00, hence k(0) = 0.] 

Given a content on a locally compact Hausdorff space, we can con
struct a regular measure on the Borel ring in the space, as shown in the 
following 

Theorem 1 Let k be a content on R, which is a locally compact Haus
dorff space. For any open set U in R, define 

mo(U) = sup k(C). 
CCU,C compact 

For any subset S C R, define 

m(S) = inf mo(U). 
U-:>S, U open 

Then m is an outer measure on R. Every open set in R is rn~measurable. 
The restriction of rn to the Borel ring in R is a regular measure. Further 
m agrees with rno on all open sets. 

For the proof we require a number of lemmas connecting the measure
theoretic structure of R with the topological. 

Lemma 1 For every open set W, we have m(W) = mo(W). 

Proof By definition, we have m(W) ~ rno(W), (since W C W). If U is 
open, and U :> W, then mo(U) ~ mo(W), since rno is monotone. Hence 
we have also 

mo(W) < inf mo(U) = rn(W). 
- U:>W de, 

U open 

Lemma 2 m is monotone, i.e., SeT ==> m(S) ~ m(T). 

Proof If W is open, and W :> T, then W :> S, and by definition, 

m(T) = inf rno(U) 
U:>T 

U opeD 

(i) 
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m(S) = inf mo(U) (ii) 
lJ':)S 

U opeD 

and T:J S. 

If mo(U) appears in (i), then it occurs also in (ii). But the infimum 
(with respect to U) decreases when the class of sets U is enlarged. Hence 
m(S) $ meT). 

Lemma 3 Let U and V be open sets in R, and E a compact subset of 
U . U . V. Then there exist compact sets C C U and D C V, such that 
E=CUD. 

Proof Let E CU· U . V, E compact. Let x E E. Define a neighbour
hood N(x) of x, as follows. If x E U, U open, then N(x) is arl open 
neighbourhood of x, with the property N(x) is compact and N(x) CU. 
If x ¢ U, then x E V, V open, in which case choose N(x) as an open 
neighbourhood of x, with N(x) compact, N(x) C V. 

[This choice of N(x) is possible: (a) A locally compact Hausdorff 
space is regular. (b). R regular <=> (p E R, Up an open neighbourhood 
of p => there exists a neighbourhood Vp of p, such that Vp C Up). To 
see this, let Up be an open neighbourhood of p in R (regular). Then 
p is closed, and R - Up = U~ = F, say, is closed. Since R is regular, 

there exist open neighbourhoods Vp, p E Vp, and VF, Fe VF such that 
Vp n VF = 0. Hence VF n Vp = 0. This implies that Vp . n· F = 0, 
since F C VF, hence Vp C Up(= Fe). On the other hand, let pER, 
and F be any closed set in R, with p ¢ F. There exists a neighbourhood 
Up of p, such that Up n F = 0. (Note that Fe is open, p E Fe, hence 
3 Up C Fe). Choose Vp such that Vp C Up (by hypothesis). Then Vp 
(a neighbourhood of p) and R - Vp = V; (a neighbourhood of F) are 
disjoint. Hence R is regular (i.e. Tl + T3). Finally (c). take p = x, 
Up = N(x), where N(x)is compact. If N(x) ct U, take some smaller 
neighbourhood (than N(x» N'(x) C U, such that N'(x) C U. It exists 
by regularity. Since N'(x) C N(x), where N(x) is compact, it follows 
that N'(x) itself is compact.] 

Obviously we have E C UrEE N(x). Since E is compact, there is 
a finite open covering U7=1 N(Xi). Set C1 = Ui3x,EU N(Xi), Dl = 
Ui3x,fU N(Xi). Then C1 and Dl are compact, E C C1 U D1 , C1 C U, 
Dl C V. Set C = En C 1, D = E n D 1 . Then E = CuD. 



22 A course on Topological Groups 

Lemma 4 If UI , U2 , ... ,Un are open sets in R, then 

Proof First of all, consider the case n = 2. We assume that 
m(UI . U . U2) < 00. Let c > 0, and E a compact set such that 
E C UI • U· U2 , and 

k(E) > m(UI . U· U2) - c. 

[Note that k is a content on R]. By Lemma 1, m and mo agree on open 
sets, so that m(UI . U· U2) = mo(UI . U· U2 ). By Lemma 3, E = C 1 U C2, 
where C I ,C2 are compact, with C 1 CUI, C2 C U2 • Now 

Hence 

> k(CI · U· C2) 

= k(E) 

> m(U I ·U·U2 )-c. 

since m(Ut} = mo(ud, 
m(U2) = mO(U2), 

and C1 C UI , C2 C U2 

m(ud + m(U2) ? m(UI . U· U2). 

If m(UI U U2) = 00 (which is possible), then for any given real a 
there exists a compact subset E of U1 U U2 (depending on a), such that 
k(E) > 0', and, as before, 

m(Ut) + m(U2) ? k(Ct} + k(C2) ? k(CI . U· C2) = k(E) > 0', 

hence m(Ut) + m(U2 ) = 00. 

If n > 2, we use induction, and 

Lemma 5 If (Un), n = 1,2, ... , is an infinite sequence of open sets, 
then we have 
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Proof Let m(U:l Ui) < 00, and let c > 0, and let E be a compact 
su bset of U: 1 Ui, such that 

k( E) > m (Q Ui) - g. (i) 

Because E is compact, there exists a finite indexing set I such that 
E C Uiel Ui . Hence k(E) ~ m(Uel Ui), since m = mo on open sets. 

By Lemma 4, it follows that k(E) ~ Eiel m(Ui) ~ E:l m(Ud· 
[Note that k(0) = 0, so m(0) = 0, and by mono tonicity m(Ui) ~ 0]. 
Therefore from (i) we get 

~m(Ud > m (Q Ui) -c. 

If m(U:l Ui) = 00, then for any real 0' there exists a compact set 
E C U:l Ui for which k(E) > 0'. As before we can conclude that 
Em(Ui) > 0', i.e. Em(Ud = 00, since 0' is arbitrary. 

Lemma 6 For any infinite sequence (Sn), n = 1,2, ... of subsets of R, 
we have 

Proof Let m(Si) < 00 for every ij otherwise the result is trivially true. 
Let g > 0, and Ui an open set with Ui ::> Si and 

g 
m(Ud < m(Si) + 2i (m = mo on open sets). 

Since Ui Si C Ui Ui, we have 

m ( Y Si) $ m ( Y Ui) ~ ~ m( Ui) < ~ ( m(Sd + ;i) 

(Lemma 2) (Lemma 5) < Lm(Sd+ g 

Lemma 7 m is an outer measure on R. 

Proof By Lemma 2, m is monotone. By Lemma 6, m is u-sub-additive. 
The empty set is compact, so that k(0) < 00, and k(0) + k(0) = k(0), so 
that k(0) = 0, which implies that m(0) = 0, (0 is open!). 
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Lemma 8 If U and V are open sets in R, and Un V = 0, then 

m(U . U . V) = m(U) + m(V). 

Proof This is trivial if m(U) = 00 or m(V) = 00. Let us therefore 
assume that m(U) < 00, m(V) < 00. 

Let c > O. Let C be compact, C C U, D compact, D C V, such 
that k(C) ~ m(U) - c, k(D) ~ m(V) - c. Then C n D = 0. Hence 
k(C U D) = k(C) + k(D). Further 

m(U) + m(V) $ (k(C) + c) + (k(D) + c) = k(C U D) + 2c 
$ m(UUV)+2c. 

Hence m(U) + m(V) $ m(U . U· V). But by Lemma 5, m(U . U· V) $ 
m(UJ + m(V) . 

Lemma 9 For any open sets U and V in R, we have 

m(U) = m(U· n· V) + m(U - V). 

Proof This is trivial if m(U . n . V) or m(U - V) is 00. Now U/= 
U . n . (V . U . VC) = (u . n . V) . U . (U n VC). 

Hence 

m(U) $ m(U n V) + m(U· n· V C ) (i) 

(Lemma 4). On the other hand, let c > 0, C compact, C CU· n . V, 
and 

k(C) > m(U . n· V) - c. (ii) 

Let W be an open set with the property 

Ccwcwcu·n·v. 

Such a set exists because if a space is locally compact and Hausdorff, 
then it is regular. Now 

U - V = U - (U n V) c U - w. 
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Hence 
m(U n V) + m(U - V) < m(U n V) + m(U - W) 

(m is monotone) 

~ k(C) + c + m(U - W), by (ii) 

< m(W)+c+m(U-W) 
(since C C W, and 
m = mo on open sets) 

= m(W·U·(U-W»+c, 
by Lemma 8 

~ m(U) +c. (iii) 

[Note that W n we = 0, We U · n· V c .U, U - W c U1. The lemma 
follows from (i) and (iii). 

Lemma 10 Every open set in R is m-measurable. 

Proof If S is any subset of R, and V an open set, we have to show that 

m(S) ~ m(S n V) + m(S - V), 

for every S C R . 
[We recall that S = S·n ·(V· U· VC) = (Sn V)·U· (Sn VC), so that 

m(S) ~ m(S n V) + m(S n VC)]. 
We assume that m(S) < 00; the result is otherwise trivial. Let 

c > O. There exists, by definition, an open set V' :J S, such that 
m(S) + c > m(V') . Now S n V c V' n V, and S - V C V' - V. Hence 

m(S n V) + m(S - V) ~ meV' n V) + mev' - V) 
[m is monotone by Lemma 2] 

= m(V'), by Lemma 9 

< m(S) + c (see above). 

Lemma 11 Let S = the IT-ring generated by the compact sets in a 
locally compact Hausdorff space R (i.e. the Borel ring in R). Then (1) 
every element of S is contained in an open set in S; and (2) every open 
subset of an open set in S belongs to S. 

Proof (1) Every element of S is contained in a countable union of 
compact sets. [For all such elements of S form a IT-ring S· say. S· 
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contains the compact sets, while S is the smallest such ring. Hence 
S· ~ S]. 

We will show that every compact set C is contained in an open set 
U E S. Let x E C. Since R is locally compact, there exists a neighbour
hood N(x) of x, such that N(x) is compact. Obviously C C UzEc N(x), 
and because of the compactness, there exist Xj, i = 1,2, ... , n, such 
that C C U7-1 N(xj), and if U = U7=1 N(xj), then U is open, and 
U = U7=1 N(xd = U7=1 N(xd, hence U is compact. Thus every com
pact C is contained in an open set U with U compact. 

[If we define FrX = X . n· Xc, then (i) FrX = FrXc; (ii) FrX C X, 
FrXc C X; (iii) FrX is closed. Fr stands for Frontier (Frechet), called 
"boundary" by some] 

Clearly U = U - FrU, where FrU is compact, since it is a closed 
subset of U which is compact, so that FrU E S, and U E S, hence 
U ES. 

(2) Let U E S, U open, V C U, V open; we have then to show that 
VES. 

Clearly U is contained in a countable union of compact sets Cn [see 
Remark (i), p. 19, or beginning of the proof of (1) above]. Now 

00 

V = U . n . V = U V n Cj 
j=1 

V n Cj = Cj - (Cj - V). 

00 

[V cUe U Ci, and 
;=1 

00 

so V = vn U C; 
;=1 

00 

= U(V nC;)] 
;=1 

Since Cj is compact, Cj E S; and C; - V is a closed subset of a compact 
set, hence compact, so Cj - V E S. Hence V n C; E S. Since S is a 

00 

u-ring, V = U(V n C;) E S. 
;=1 

Remark Let R be a locally compact, Hausdorff space, and S the u-ring 
generated by the compact sets in R, while So is the u-ring generated by 
the open sets in S. Then S = So. For obviously So C S, and on the 
other hand, 



The Haar measure on a locally compact group 27 

C compact ==> there exists an open set U E S, with compact closure, 
so that C cUe U (cf. proof of Lemma 11). 

Now C = C n U = U - (U - C), where U E So, U - C E So (since Cis 
closed, R Hausdorff, and Lemma 11(2)). Hence C compact ==> C E So, 
so that S C So. 

Proof of Theorem 1 By Lemma 7, m is an outer measure. The 
m-measurable sets form au-algebra M on which m is u-additive. By 
Lemma 10, every open set is m-measurable. By Lemma 11, S = So. 
[M is au-ring. M :::> open (Borel) sets by Lemma 10. Hence M :::> So = 
S]. Hence every set in S (i.e. every Borel set) is m-measurable, and m 
is u-additive on S. 

If C is compact, we have seen that C cUe U, where U is open, 
and U is compact. Hence 

m(C) ~ m(U) = mo(U) = sup k(D) ::5 k(U) < 00, 
DCU. D compact 

since U is compact. It follows that m is finite on compact sets. 
By Lemma 1, m and mo agree on open sets. Let S E S. By 

Lemma ll(i), there exists an open set U E S, with U :::> S. By defi
nition, 

m(S) = inf mo(U) < inf m(U). 
U'JS. U open - U'JS. U open, UeS 

Let VI, V2, ... , be a sequence of open sets, containing S, such that 
m(V;) --+ m(S), as i ---+ 00. (Such a sequence exists, since m(S) = 
inf( ». 

Let U E S, U open, and U :::> S. Then we have 

m(V;) ~ m(V; n U) ~ m(S), since m is monotone, 

and V; :::> S, U :::> S. By Lemma 11, V; n V E S, since V; n U is an open 
subset of U E S. Hence 

inf m(U) < i~f m(V; n U) 
ues, U open, U'JS • 

(t) < limm(V; n U) = m(S). 

From (*) and (t) we see that 

m(S) = inf m(U). 
U'JS, U open, ues 
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Therefore m is a regular measure. m is non-trivial if k is non-trivial. 

Remark Note that m is not necessarily an extension of k. A content k 
is called regular, if for every compact G, 

keG) = inf{k(D) I G C DO C D} 

where D is compact, DO = Int D. In this case, keG) = m(G) for all 
compact G. 

11.2 The Haar measure on a locally compact group 

Let G be a locally compact group. Let S be the Borel ring in G. Let m be 
a regular measure on S, which is not identically zero. For a E G, S E S, 
let m(aS) = m(S). Then m is called a (left-invariant) Haar measure on 
G. 

Theorem 2 On every locally compact group there exists a non-trivial 
Haar measure. 

Proof The idea is to construct a content on the group, and then to 
apply Theorem 1 to obtain a regular measure which has all the properties 
required of a Haar measure. Let K be a fixed, non-empty, open set in G 
such that K is compact. (Such a K exists, since G is a locally compact 
group.) Let G be an arbitrary compact set in G. Let N be an open 
neighbourhood of e, the identity element of G. Then the family {aN}, 
a E G, is a covering of G, hence also a covering of G. Since G is compact, 
there exists a finite covering of G. Let n = n(G, N(e» == n(G, N) be 
the smallest non-negative integer n, such that U;=l aIlN(e), all E G, is 
a covering of C. 

Define 

LN(G) -_ n( G, N) (" hi' . f G d - ) iii t e re atlve size 0 an K" 
n(K,N) 

We shall see that 

kN(G) -+ keG), as N(e) -+ e. 

Let C = the class of all compact sets in G. The function kN(G) has the 
following properties: 

(1) kN(G) $ kN(D), if G, D are compact, G C D. 
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(2) kN(C U D) ~ kN(C) + kN(D), C, D compact. 

(3) If C n D = 0, there exists a neighbourhood No of e, such that for 
e ENe No, (N is a neighbourhood of e) 

kN(C U D) = kN(C) + kN(D). 

(4) kN(aC) = kN(C), a E 0 (aC is compact, since C --+ aC is a 
homeomorphism). 

(5) There exist functionals I and 9 on C, which are strictly positive, 
such that 

kN(C) < I(C) < 00, 

kN(C) > g(C) > 0, if Int C # 0 
(where I, 9 are independent of N). 

Properties (1) and (2).are trivial to provej also (4), for ifLYv=1 avN(e) 
is a covering ofC, then l!v=1 a·avN(e) is a covering of aC, and n(C, N) = 
n(aC, N), 'Va E O. 

The proof of (3) runs as follows. The set C x D is compact (Ty
chonoff). The mapping (x, y) 1--+ y-Ix is continuous. Hence D-IC is 
compact, and closed (since D-IC is a compact subset of a Hausdorff 
space). Since C n D = 0, we have e ~ D-IC (e E D-IC ~ e = aC, 
a ED-I, C E C, which implies a-I = Cj a E D-I ==> a-t E Dj hence 
C E D, a contradiction). Since 0 is a regular topological space, there 
exists a neighbourhood Nt = Nt(e) of e which is disjoint with D-tC. 

For x, YEO, the mapping (x, y) -- x-ty is continuousj in particular 
at x = y = e «e,e) 1--+ e-te = e). Hence there exists a neighbourhood 
No of e, such that for (x,y) E No x No, we have x-Iy E Nt. It follows 
that if e ENe No (N open), and X,y EN, then x-1y f!. D-1C. 

This implies that no (left) "translation" of N (i.e. aN, a E 0) 
exists which intersects both C and D. For otherwise, let p E aN n C, 
and q E aN n D. Then p = ay, yEN, and q = ax, zEN, and 
q-Ip E D-1C (q ED==> q-l E D- 1, and p E C). On the other 
hand, q-lp = (az)-l(ay) = z-ly, so that z-ly ED-Ie, which is a 
contradiction. 

Let n = n(C U D, N). Then we have aIN, ... , anN, such that 
U:=I avN, av E 0, is a covering of CuD. (n is the smallest such 
integer). 
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Let A = the set of all those fs (among i = 1, ... , n) such 
that aiNnC=/; 0; 

and B = the set of all those fs for which aiN n D =/; 0. 

We have noted that An B = 0; every i (i = 1, ... , n) belongs to A or B. 
Otherwise there would exist an io such that aioN n C = aioN n D = 0, 
which implies that aioN n (C U D) = 0, i.e. then the translation aioN 
could be dropped from the covering U~=l all N. This contradicts the 
assumption that n is the smallest such integer. 
Hence CUD C U aiN . U . U aiN, 

iEA iEB 
so that 

(C U D) . n· C c U ai N . U· U aiN. 
iEA ieB 

Since A and B are disjoint, it follows that C C UieA aiN, for aiNnC = 0 
if i E B. Similarly DC U aiN. Hence 

therefore 

iEB 

n(C, N) :::; the number of i's in A, 
n(D, N) :::; the number of i's in B, 

n(C, N) + n(D, N) :::; n ~ n(C U D, N). 

Dividing by n(K, N), we get 

Property (2), on the other hand, implies the opposite inequality. Thus 
(3) is proved. 

The proof of property (5) runs as follows. Let E be any non-empty 
open set with E compact. Then we have 

n(C, N) :5 n(C, E)· n(E, N). 

[Here n(C, E) is to be interpreted as follows: If:r E E, then E = :rNo, 
where No = No(e) is a neighbourhood of the identity. See 'trivial prop
erty' (1) on p. 1. And n(C, E) = n(C, :rNo) = n(C, No).] We have 

CCUaiE, i=I, ... ,n(C,E), aiEG, 
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ECUbjN, i=1,2, ... ,n(E,N),bj EG, 
j 

so that C C U;,j ajbjN (since E C E), there being n(C, E) . neE, N) 
summands in the last sum, from which (*) follows. 

Put E = J{ in (*). Then we get 

n(C, N) $ n(C, I<). n(I<, N). 

[Note that I< is a fixed, non-empty, open set in G, with I< compact, with 
which we began the proof of the theorem]. On dividing by n(K, N) =1= 0, 
we get 

kN( C) ::; n( C, J<). 

Let f(C) = n(C, K), which is independent of N; f(C) is finite, and 

(v') 

which proves the first part of property (5). To prove the second part, put 
C = K in (*). Then we get 

n(I<, N) ::; n(K, E)· neE, N). 

Dividing by n(K, E) . n(K, N), we get 

1 -
(t) n(J<, E) ::; kN(E). 

If C is compact, with Int C =1= 0, then e ::> Int e [Note that Int X = xcc, 
the largest open set contained in X. Since R is Hausdorff, e is closed, 
hence e ::> Int C i.e. e ::> Int e]. Set E = Int C, a non-empty open set. 
Then we have 

kN(C) > kN(lnt C), by property (1), p. 28 

> 
1 

n(I<,lnt C) 

(Note that Int C is compact, since it is a closed subset of the compact set 
e). Let gee) = l/n(K,lnt e). Then g(C) > 0, and kNee) ~ gee) > 0, 
which is the second part of property (5). 

We shall construct a content k with the help of kN . Let C = {C I C 
compact} p. 28, to each C E C make correspond the interval [0, n( C, K)]. 
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The product :F of such intervals, :F = nCEC [0, n( C, K)] with the prod
uct topology, is a compact Hausdorff space. The points are real-valued 
functions ¢ defined on C, such that for each C E C we have 

° ~ ¢(C) ~ n(C, K). 

By Tychonoff's theorem, :F is compact. [¢(C) is the "Cth co-ordinate" 
of a point in .r]. 

Let N = the class of all neighbourhoods of e. For N EN let 1l(N) = 
the class of all elements in:F of the form kM, N :::> M E N,= {kM I 
N :::> MEN, kM E :F}. Then 1i(N) C :F. Since kN E 1l(N), (see (J) 
above), 1l(N) =f 0 for every N EN. 1l(N) is an increasing function of 
N. If N1 , N2 , ••.. , Nn are elements of N (neighbourhoods of e), then 
n7=1 Ni is also a neighbourhood of e, hence n7=1 Ni EN, and n7=1 Ni C 
Nj, j = 1,2, ... , n. Hence 

1l (n Ni) C 1i(Nj), i = 1,2, ... ,n, 
.=1 

therefore 

so that 
n n 1i(Ni) =f 0. 

i=1 

Hence the class {1l(N) I N E N} has the finite intersection property; 
t.herefore· also the family {1l(N) I N EN}. 

[Note that 1i(N) C :F, :F is closed, hence 1i(N) C :F, and 1l(N) :::> 
1l(N).] 

Since :F is compact, (Hausdorff) there exists at least one common 
element k for all1i(N), N EN. That is to say, there exists a k, such 
that kEn 1i(N). 

NO! 

We shall show that k is a content. 

By the definition of product topology (Ii = top space, there is a basis 
in n Ii of the form n Bi, where Bi is an open set in Ii for finitely many 
i's and Bi = Ii for the rest), given! > 0, and finitely many compact 



The Haar measure 01 a locally compact group 33 

sets Cl, C2 , ..• , Cn, in G, there exiss Nl EN, Nl eN, N E N fixed, 
such that 

IkNl (Ci) - k(Ci)1 <:, i = 1,2, ... , n. 

(since every neighbourhood of k intesects 'Jt(N)). Now choose C1 = C, 
C2 = aC, a E G. Then 

Ik(C) - k(aC)1 < Ik(C) - A¥l(C)1 + IkN1(C) - kN1(aC)1 
+lkN1 (aq - k(aC)1 

< 2g (themiddle term is 0) 
becose of property (3) on p. 29. 

It follows that 
k(C) =~(aC). 

The proof that 

0$ k(C) $ n(C, 1) < 00, Y C E C 

is similar. 
If C and D are compact, withe C D, then k(C) $ k(D). [For 

Ik(C)1 = Ik(C) - kN(C) + kN«() - kN(D) + kN(D) - k(D) + k(D)1 

:5 Ik(C) - kN(C)1 + IkND) - k(D)1 + k(D) 

< 2g + k(D), since kN(G - kN(D) $ 0.] 
If C and D are compact, with CI) = 0, then k( CUD) = k( C)+k(D). 

[Choose N = No in property (3), p29, so that kN(C U D) = kN(C) + 
kN(D)]. We get 

Ik(CUD)-k(C)-k(D)1 < ~(CUD)-kN(CUD)I+ 

~N(C) - k(C)1 + IkN(D) - k(D)1 

< g. 

If C and D are arbitrary compct sets (not necessarily disjoint) we 
use kN(C U D) $ kN(C) + kN(D) and obtain 0 $ k(C U D) $ 3g + 
k(C)+k(D), hence k(CUD) $ k«()+k(D). From property (5) we can 
deduce that k(C) ~ g(C) > 0 if II C =P 0, so that k is not identically 
zero. 

Then k is a content on G. By ppealing to Theorem 1, we obtain a 
regular measure m on the Borel rir, in G. Since k is left-invariant, m is 
also left-invariant, so that m is a har measure. 
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Remarks 

1. Let T be a homeomorphism of G with itself. Let k'(C) = k(TC), 
for C E C. By assumption k is a content. It then follows that k' 
is a content. Let m and m' be the corresponding measures which 
they generate. Then m'(E) = m(TE) for all Borel sets E E S. 

To see this we note first of all that 

{k'(C) ICE C, C C U, U open} 

= {k(TC)ICEC, CcUopen} 

{k(D) I D = T(C), C E C, C C U open} 

{k(D) I T-l DeC, T- 1 Dc U open} 

(*) {k(D) IDe TU, TU open, DEC} 
(T- 1 DEC => DEC). 

But for U open mo(U) = sup k(C). 
CCU, C compact 

Hence 

sup{k(D) IDe T(U), DEC} = mo(TU), TU open. 

On the other hand, 

sup{k'(C) ICc U, U open, C E C} = m~(U). 
Because of (*), we obtain 

mo(TU) = m~(U). 

The measures m and m' are regular measures on the Borel ring 
S. For E E S, there exist open sets U E S, which ccontain 
E, such that m(E) = inf mo(U) . Similarly m'CE) = 

U-::JE , U open 

inf m~(U) = inf mo(TU) = m(TE). 
U-::JE, U open TU-::JTE, TU open 

It follows that if k left-invariant, so also is m. 

2. The existence of a right-invariant Haar measure is similarly p:roved. 

If G is a given locally compact group, let G' be thee dual 

group, with the same elements as G and the same topology but 
the group operation 0 in G' being defined as: x 0 y = yx . Then 
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there exists a left-invariant measure in G' which is right-invariant 
on G. 

3. The Haar measure so obtained is not unique, for if m is one such, 
then for any constant c > 0, em is likewise such. 

11.3 The Riesz-Markoff theorem 

Let R be a locally compact Hausdorff space, and Co = Co(R) the space of 
continuous functions vanishing outside a compact set (i.e . each function 
has a compact support, which may depend on the function) . 

Let P be a positive, linear functional on Co (i .e. P is a real-valued 
function of functions in Co : P(o:f + (3g) = o:P(f) + (3P(g), for I, 9 E Co, 
0:, (3 real; P(f) ~ 0 for I ~ 0, f E Co). Then we have the following: 

Theorem 3 There exists a regular measure m on R, such that lor 

I E Co, we have 

P(f) = l I(x) dm(x). 

The integral refers to the measure space (R, S, m), where now S is the 
Borel ring in R, with RES. 

F. Riesz proved that if R is an interval [a, b] on the real line, then 

P(f) = 16 
I(t) dA(t), -00 < a < b < +00, 

for some essentially monotone function A(t). The general case is due to 
Markoff. As in the case of proving the existence of a Haar measure, this 
theorem can again be proved by an application of Theorem 1. 

Remarks 

(i) The integral in question exists. I is continuous, and if f ~ 0, and 
I has a compact support C, let 0: > O. Then the set Eo = {x I 
I(x) ~ o:} is closed, and contained in C, hence compact. If 0: ~ 0, 
this set is R, which is measurable. Hence I is m-measurable (Borel 
measurable). If X is the characteristic function of C, then I ~ o:x, 
where 0: = sup f. Since X is obviously integrable, so is f. 
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(b) XUE", (x) = min(l,I:XE"'(x)); 

(c) The Eo's are disjoint if and only if I:XE",(X):5 1; 

(d) If the Eo's are disjoint, then XUE", = I: XE",; 

(e) XEc (x) = 1 - XE(X); 

(f) E C F::::::? XE(X) $ XF(X). 

We need the following topological result. 

Lemma 12 Let R be a locally compact Hausdorff space, C C R, C 
compact, U open, U :::> C. Then there exists an element J E Co(R), such 
that 

J(X) = { 1, 
0, 

and 0 $ J(x) $ 1, for x E R. 

xEC, 
x E UC , 

Proof Every point x E C has a neighbourhood N(x), such that N(x) 
is compact and N(x) C U. Obviously C C U.:ec N(x). Since C is com
pact, there exist n points Xl, ... , xn E C such that C C U?:l N(x;) = V, 
say. Then C C V, V compact, and V C U. 

Since V is compact and Hausdorff (in the induced topology), V is 
normal. 

By Urysohn's Lemma, there exists a continuous function 4> on V, 
such that 4> = 1 on C (closed), 4> = 0 on V C (closed), and 0 $ 4> $ 1 
otherwise. 

Define 

J(x) = { 4>(x), 
0, 

x E V, 
x E R- V. 

Then we have 

J(x) 1, V x E C, 

= 0, V x E UC (U:::> V::::::? UC C ye C VC) 

and 0 $ J(x) $ 1, V x E R. 

Proof of Theorem 3 Define for C compact and J E Co(R), A(C) = 
{f I J E Co, J ~ 0; J ~ Xc}, and k(C) = JEi~[C) P(f). The proof is 

then divided into five parts; 
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(i) k is a content on R; 

(ii) there exists a regular measure m, such that m(C) = k(C), for all 
CEC; 

(iii) I E Co, I? 0 ~ P(f) ? f I dm; 

(iv) for every compact C, and every t > 0, there exists go E A(C), 
go ::; 1, such that 

P(go)::; J go dm+t; 

(v) I E Co ~ P(f) = f I dm. 

Part (i) Because of the Lemma Oust above), A(C) f. 0, thus there 
exists IE A(C), and k(C) ::; P(f) < 00. 

Let t > 0, and C, D compact sets. Let I E A( C) be such that 
P(f) < k(C) + t, (f exists by definition of k) and 9 E A(D) be such 
that P(g) < k(d) + t. 

Let h E A(C U D) be such that h ::; 1+ g. [If h' E A(C U D), take 
h = min(h/, I+g). Then h has the required property. The mine·) E Co, 
and XCUD = min(l, Xc + XD)] ' 

Since the functional P is positive, P(h) ::; P(f) + P(g). Since h E 
A(CUD), k(CUD)::; P(h). Hence k(CUD)::; P(f)+P(g)::; (k(C) + 
t) + (k(D) + t) = k(C) + Ic(D) + 2t. 

Hence k is sub-additive on compact sets. Secondly, (as we shall see) k 
is additive on disjoint compact sets, i.e. if C and D are disjoint compact 
sets, then k(C U D~ = k(C) + k(D). We have only to prove that k(C U 
D) ? k(C) + k(D), ilC n D = 0. 

Let hE A(C U D) be such that P(h) < k(C U D) + t. There exist 
disjoint, open sets U, V, with U, V compact, such that U :> C, V :> 
D. [The space is Hausdorff, C, D compact and disjoint. Hence C, D 
have disjoint neighbourhoods U, V. Either U itself is compact, or (as in 
Lemma 3) there exists a neighbourhood U' of C with U' compact and 
U' CU.] 

Let I = min(f/, h), where f' E A(C). f' is some element of A(C), 
so that f' ? XC, I' ? 0, I' E Co. For example, f' = 1 on C, 0 on UC; 
I' E Co since U is compact (see the Lemmajust above) . Then I E A(C), 
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[J,g E Co ::::::} :::~~(f,g) E Co} and I $; hXu' [x E U ::::::} Xu(x) = 1, so 
that I(x) $; hex). And x ¢ U ::::::} I'(x) = 0, so that min{l'(x), hex)} = 
0, hence I(x) = 0 for x E uc .] 

Similarly, there exists 9 E A(D), such that 9 $; hXv. Now 

I+g < hXu+hXv , 

< h, (since un V = 0, Xu + Xv $; 1). 

Hence P(f + g) $; P(h) < k(G U D) + c (see above) . However 
P(f) ~ keG), peg) ~ keD), since I E A(G), 9 E A(D). Hence 

keG) + keD) $; P(!) + peg) = P(f + g) $; k(G U D) + c. 

Thirdly, k is monotone. If G and D are compact, and G C D , 

then Xc < XD' Now keG) = inf P(f), keD) = inf P(f), and 
- JEA(C) JEA(D) 

IE A(D) ::::::} I E A(G) . Hence keG) $; keD). 
Fourthly, k( G) ~ 0 for every compact G, since P(f) ~ 0 for I E 

A(G). We have already noted at the beginning that keG) < 00. 

Thus k is a content on R . 

Part (ii) By an appeal to Theorem 1 we obtain from k a regular measure 
m. We shall see that meG) = keG) lor any compact G. 

Let U be open, U :::> G. Then, as in Theorem 1, m(U) = mo(U) = 
sup keG). Hence m(U) ~ keG). But for any set S, we have 

ccu, C compact 

m(S) = inf mo(U), which implies that meG) ~ keG). 
U~S, U open 

It remains for us therefore only to prove that 

meG) $; keG). 

Let {In}, n = 1,2, ... , In E A(G), be such that 

P(fn) --+ keG) . [We have keG) = inf P(f)] 
JEA(C) 

Set Gn = {x I In(x) ~ 1- ~}, n = 2,3, . . . ; then Gn is compact [Gn 

is closed, since In is continuous}. In has compact support, say Sn . Then 
Gn C Sn. 

Set 

Un = {x I/n(x) > 1 - ~}, n = 2, 3, . .. . 
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Then Gn :::> Un :::> G, [since x E G =} Xc(x) = 1 =} In(x) = 1, since 

In ~ Xc, [In E A(G)] =} x E Un) and 

( 1 )-1 
1 - -;; In E A(Gn). 

( 1)-1 ( 1)-1 
[Note that 1 - ;; In E A(Gn) <=> 1-;; In > XCn ' since 

( 1)-1 ( 1)-1 In E A(G). 1 - -;; In ~ 0, for n =~, 3, ... and 1 - -;; In E Co· 

1 
Further x E Gn =} XC n (x) = 1, and In(x) ~ 1 - -;;' hence x E Gn =} 

( 1 )-1 
1 - ;; In ~ XcJ. Hence, by definition of k, we have 

which implies that 

(**) lim inf k( Gn ) ~ k( G). (because of( *)) 
n-oo 

We next observe that k(Gn) ~ m(Un). For Gn :::> Un, and m(Un) = 
mo(Un) = sup keD), and every such D is contained in en, 

DcUn , D compact 

since Un C Gn. Because k is monotone, it follows that keD) ~ k(Gn), 
which leads to: m(Un) ~ k(Gn). Using this in (**), we get 

lim infm(Un) ~ keG). 
n-oo 

But Un :::> G, hence m(Un) ~ meG) (since an outer measure is mono
tone), and 

lim infm(Un) ~ meG), 

thus giving m( G) ~ k( G), which completes part (ii) of the proof. 

Part (iii) We shall prove that 

I E Co, I ~ 0 =} P(f) ~ J I dm. 

Since the integral, as well as P, are linear, it is sufficient to prove the 
last inequality for 0 ~ I(x) ~ 1, V x. 
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We shall, first of all, effect a decomposition of I as follows: I(z) = 
n 

.!. E I;(z), where n is a given positive integer. For i = 1,2, ... , n, set 
n ;=1 

I;(x) = 

i-I 
0, if I(z) < -; 

n 

i-I 
I(x) - - i-I i 

nl(x)-(i-l)= 1 n , if -n-$/(x)$;}; 

1, if ~ < I(z). 
n 

n 

Then we have 

I; = min{max{nl - (i -1),0}, I} = max{min{nl - (i - 1), 1},0}. 

Hence 
I; Eeo, /;~O, i=I,2, ... ,n . 

. - 1 . 
By hypothesis, 0 $ I(x) $ 1. If z is such that )-- $ I(x) < ), 

n n 
1 $ i $ n, then 

{
I, 

f;(x) = 
0, 

if 1 $ i $ i-I, ( . i i-I ) 
I.e. ;; $ -n- $ I(x) , 

if i + 1 ~ i ~ n, ( . i-I i ) 
I.e. -n- ~ ;; > I(x) . 

Hence 

1 n 

- EI;(x) 
n ;=1 

1 j-l 1 1 n 

= - E/;{x) + -/j(x) + - E I;(x) 
n ;=1 n n ;=j+l 

1 j-l 1 -E 1 + -(nl(z) - (j ..c 1» + 0 (cf. defn. /j) 
n ;=1 n 

i-I 1 
= -n- + ;}(nl(x) - (j - 1» = I(z), lor every x. 
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For ·i = Q, 1,2, ... , n set 

Since I is continuous, with compact support, Ui is open, and contained 
in a compact set. (Ui is measurable). Further we have 

XU; 5: Ii, i=1, ... ,n, 

for z E Ui ~ I(z) > !.. ~ f;(z) = 1. This implies that 
n 

m(Ui) 5: P(fi). 

For, ifC is compact, and C CUi, then Xc 5: Xu; 5: Ii, hence Ii E A(C), 
and m(C) = k(C) 5: P(fi), on using Part (ii) and the definition of k(C), 
so that 

m(Ui ) = mO(Ui) = sup k(C) = sup m(C) 5: P(fi). 
del CCU; CCU; 

Since Uo ::> U1 ::> U2 ::> ••. ::> Un = 0, we have 

P(f) = - LP(f;) ~ - Lm(Ui)=L ..!. - ~ m(Ui) 
1 n 1 n n ( •. 1) 
n i=1 n i=1 i=1 n n 

n-l . 

= L .!.(m(Ui) - m(Ui+1», 
i=1 n 

since m(Un) = m(0) = 0, 

n-l i + 1 1 
= L -m(Ui - Ui+t} - -m(Ut} 

i=1 n n 
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[since z E U; ~ I(z) > i, 
n 

i + 1 
z rf- U;+1 ~ I(z) ~ -n-' hence 

i i + 1 
z E U; - Ui+l ~ - < I(x) ~ --

n n 

~ I(z) dm(z) ~ -m(U; - Ui+d.] 1 i+l 

u.-u.+1 n 

[m(Uo) ~ m(Ut} 

1 
z E (Uo - Uil ~ 0 < I(x) ~ -

n 
m(Uo - Ud = m(Uo) - m(Ud 

f I dm ~ .!.[m(Uo) - m(Ud] 
lUo-u l n 

n-1 

~tt i.-u;+1 I dm - ~m(U1) 
= f. I dm- .!.m(Ut} 

lUI n 

= f f dm - .!.m(Uo), lR n 

since z E U8 ~ I(z) = o. 

1 1 1 --m(Ut} ~ I dm - -m(Uo).] 
n UO-U I n 

Since n is arbitrary, and m(Uo) < 00 (since Uo is contained in a 
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compact set), we get 

PU) ~ l I dm, I E Co'! ~ o. 

Part (iv) Let 10 E A(C), and PUo) S k(C) + e. Set go = min{fo, I}. 
Then go E A(C), and 

P(go) S PUo) S k(C) + e = m(C) + e Sin go dm + e, 

since [gO E A(C) ==> go ~ Xcl. Hence for every compact set C, and for 
every e > 0, there exists a function go E A(C), go S 1, such that 
P(go) S fRgO dm+e. 

Part (v) If I E Co, then PU) = fR I dm. In order to prove this, let C 
be a compact set, such that {x I I(x) =I o} C C, and e > o. 

After Part (iv), there exists 10 E A(C), 10 S 1, such that 

(*) PUo) Sin 10 dm + e. 

Since Xc S 10, and 10 S 1, we have 110 = I. Let 0' > 0, such that 
I/(x)1 S 0', V x. Then ffo + 0'/0 = U + 0')/0 E Co, and f + 0'10 ~ O. 
After part (iii) we obtain 

PU) + aPUo) = PU + 0'/0) 

~ JU + 0')/0 dm 

= J I dm+a J 10 dm (since 110 = I). 

Hence 

PU) ~ J I dm + 0' (J 10 dm - PUo») , 

> J I dm - ae, (because of (*» 
which gives PU) ~ f I dm. Replacing I by -I, we get -PU) > 
- f I dm, or PU) S f I dm, the reverse inequality, thus completing the 
proof of Theorem 3. 

Remark The measure m in the theorem is actually unique. To prove 
that, it is useful to show that the measure of any Borel set can be ap
proximated from below by compact sets. 
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Theorem 4 Let m be a regular measure on a locally compact Hausdorff 
space R. Let E be a Borel set in R (i.e. an element of the Borel ring). 
Then we have 

m(E) = sup m(C). 
ceE, C compact 

Proof If C C E, then m(C) :5 m(E). By definition of the Borel ring, 
there exists a sequence (Cn, q compact, with E C U~l q. Set Cn = 
Ui<n q. Then Cn is compact, and (Cn) is monotonically increasing. 
Further E c U:=l Cn, hence E = Un(E n Cn). Since m is O'-additive, 

m(E n Cn) ---+ m(E), as n ---+ 00. 

Let E > O. Then there exists n = n(E), such that 

m(E n Cn) > m(E) - E, if m(E) < 00, 

(t) and 

1 
m(E n Cn) > -, if m(E) = 00. 

e 
The set Cn - E is Borel, since Cn and E are. There exists (because of 
the regularity of the measure) an open set U = U(e), which is also a 
Borel set, such that U ~ Cn - E, and 

m(U) :5 m(Cn - E) + E. 

(see Lemma 11, p. 25) [Note that m(E) = inf m(U)]. 
U~E, U open, U Borel 

If we define K = Cn - U, then K is compact (as it is a closed subset 
of a compact set). Since U ~ Cn - E, we have 

Cn - U C Cn - (Cn - E) = Cn nE, 

hence K C Cn n E. Further 

(Cn n E) - K = (Cn n E) - (Cn - U) C U - (Cn - E). 

Hence 

m(Cn n E) - m(K) < m(U) - m(Cn - E), [m(I() < 00] 

:5 e. (see (*) above). 

//m(E) < 00, there exists a compact set K C E, such that 

m(E) - m(K) = (m(E) - m(Cn n E» + (m(Cn n E) - m(K» 

:5 2e (see (t) above). 
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If m(E) = 00, there exists a compact set K C E, such that m(K) ~ 

!-e, [since m(K) = m(CnnE)-(m(CnnE)-m(K», and (t)], which 
e 
completes the proof of the theorem. 

Theorem 5 The measure m in Theorem 3 is unique. 

Proof Let m and m' be two regular measures, such that 

k f(:r:) dm(:r:) = k f(:r:) dm'(:r:), V f E Co. 

Then we have to show that m = m' on the ring of Borel sets, S. For 
that, it suffices to show that m(C) = m'(C) for all compact sets C E C. 
If C is compact, and e > 0, there exist open, Borel sets U, U', such that 
U ::> C, U' ::> C, m(U - C) < e, m'(U' - C) < e. Set V = un U'. Then 
V is open, V ::> C, m(V - C) < e, m'(V - C) < e. We may assume 
that V is compact (R is locally compact, Hausdorff). Then there exists 
a continuous function f, such that 

1, :r: EC 
0, :r: ¢ V, (Lemma, p. 36) 

f(:r:) = { 

0$ f(:r:) $ 1, V:r:. 

Hence f e Co, and Xc ~ f ~ Xv, which implies that 

m(C) $ In f dm $ m(V), 

and similarly 

m'(C) $ In f dm' ~ m'(V). 

By hypothesis, JR f dm = JR f dm' = A, say. Since we have 

m(V) - m(C) < e, m'(V) - m(C) < e, 

it follows that A-m(C) $ m(V)-m(C) < e, and similarly A-m'(C) < 
e. Thus m(C)-m'(C) = m(C)-A+A-m'(C), and Im(C)-m'(C)1 $ 2e. 
Hence m = m' on C, therefore also on S. 

If R is a locally compact Hausdorff space, 'R. the Borel ring of R, 
with R E 'R. (so that 'R. is, in fact, a IT-algebra) and r is a regular 
measure on 'R., we call M = (R, 'R., r) a regular measure space. One 
can consider integrable functions on M, and Lp-spaces. The property of 
regular measures obtained in Theorem 4 enables us to prove the following 



46 A course on Topological Groups 

Theorem 6 Let Lp(M), 1 :::; p < 00, stand for the class of M
measurable functions I such that I/IP is integrable. Let Co be the set 
of all (real-valued) continuous functions, with compact support, on R . 
Then Co is "dense" in Lp(M). 

Proof 

(i) Any function I E Lp(M) can be approximated, arbitrarily closely, 
by a simple function (which is of the form E7=1 aiXe;, where 
r(Ei) < 00, ai real) . Since I = r -r, where r, r ~ 0, we may 
assume, without loss of generality, that I ~ O. Since IP is inte
grable by assumption, there exists a monotone increasing sequence 
(gn) of non-negative, simple functions, such that gn(z) -- IP(z), 
as n -- 00, for almost all z. Thus g~/p -- I pointwise. Now 

IIg~/p - III~ = 1M Ig~/p - liP, 

while Ig~/p - liP $ 21/1p. Hence IIg~/p - III ---+ 0 as n ---+ 00. 

(ii) Any simple function can be "approximated", arbitrarily closely, by 
a function in Co. It is obviously sufficient to consider any charac
teristic function of a 'chunk', i.e. Xe, where E E 'R, r(E) < 00. 

Since r is a regular measure, 

r( E) = sup r( C). (Theorem 4) 
ceE, c compact 

Given e > 0, there exists an open set U J E, and a compact set 
C C E (depending on e), such that r(U -C) < e and U;s compact. 
[If U itself is not compact, there exists an open V, V C U, V J C; 
with V compact. cf. Lemma 12, p. 36]. 

By Lemma 12, there exists a continuous function I on R, 
such that I(z) = 1, 'V z E C, I(z) = 0, z ¢ U, and 0 $ I(z) :::; 1, 
for all z. Obviously I E Co, and 

1 II - XelP = 1 II - Xel P $ r(U - C) (since 11- Xel :::; 1) 
u-c < e, 
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11.4 Baire functions 

A Baire function on any locally compact, Hausdorff space R, is an ele
ment of the smallest class 8 of real-valued functions on R, which contains 
Co(R), and is closed for pointwise convergence of sequences of elements. 

Note that. 8 exists, since the set of all functions on R has ~he two 
stated properties, and the intersection of any two such classes is again 
such a class. 

Lemma 13 Let {In}, n = 1,2, ... , be a sequence of functions in 8, 
such that Ifn(x)1 < <fo(x), a real-valued function (so that sup( {fn}) is 
real-valued). Then we have sup({fn}) E 8. 

Proof Since sup({fn}) = lim sup(h, ... .!n), (pointwise limit), it is 
n_oo 

sufficient to show that g E 8, hE 8 ==> sup(g, h) E 8. 
Given 9 E 8, let A(g) = the class of all functions h, such that 

sup(g, h) E 8. Then 

(i) A(g) is closed for pointwise convergence of sequences; 

(ii) A(g) ~ Co, if 9 E Co. (since sup(f. 1') E Co. if I. I' E Co). 

[Note that 

9 E 5, sup(g, hn) E 8, 'V n, hn -- h imply that sup(g, h) E 8. 

(i) g(x) < h(x) ==> sup(g(x), hn(x» = hn(x) for n ~ no. But 
hn(x) --+ h(x) = sup(g(x), h(x», hence sup(g(x), hn(x» --+ 

sup(g(x), h(x», as n -- 00. Since sup(g(x), hn(x» E 8, and 8 is 
closed for pointwise convergence of sequences, sup(g(x), h(x» E 8. 

(ii) g(x) > h(x) ==> sup(g(x), hn(x» = g(x) for n ~ no, and g(x) = 
sup(g(x), h(x». 

(iii) g(x) = h(x) ==> sup(g(x), hn(x» 
sup(h(x), h(x» = h.] 

It follows that 

sup(h(x),hn(x» --+ 

A(g) ~ 8, if 9 E Co. (since 8 is the smallest such class) 



48 A course on Topological Groups 

Hence 9 E Co , h E 8 ==> sup(g, h) E 8, that is to say, A(h) :::> Co. It 
follows, as before, that A(h) :::> 8 when hE 8. Thus 

g, hE 8 ==> sup(g , h) E 8. 

Theorem 7 Let M be a regular measure space (as defined on p. 45), 
and let 8 be the class of all Baire functions on M. Then (a) every Raire 
function is measurable ( = Borel measurable); and (b) if I is any (Borel) 
measurable function on M, there exists a Raire function which equals f 

almost everywhere. 

Proof ( a) The class of all measurable Baire functions has the two prop
erties: (i) it contains Co; (ii) it is closed for pointwise convergence of se
quences (tn measurable, In ---+ 9 imply that 9 is measurable). However, 
8 is the smallest such class. Hence every Baire function is measurable. 

(b) We may assume that f 2: o. There exists a monotone increasing 

sequence Un} of quasi-simple functions, such that fn(z) ---+ f(z), as 
n ---+ 00, almost everywhere. (We recall that a quasi-simple function is a 
finite linear combination, with real coefficients, of characteristic functions 
of sets from 'R., the Borel ring on R). 

If the result holds for any quasi-simple function I, then it holds in 
general. For in that case there exists a sequence {gn} of Baire functions, 
with gn = In almost everywhere, and since fn is 1, sup(gn) is a Baire 
function which equals f ... imost everywhere. It is enough therefore to 

prove (b) in the case of f = a quasi-simple function 0::::=1 aiXE;' E; E 
'R.). 

Now S E 'R. implies that S C U::'=1 Cn, Cn compact, and we may 
assume that Cj C CHI, i = 1,2, .. .. Then we have 

Xsnc .. -+ XS' as n ---+ 00. (pointwise) (s = 91 S n Cn) . 

It suffices therefore to prove (b) in the case f = XE , where E is measur

able, and E C a compact set, hence r( E) < 00. 

Since r is a regular measure, there exists a sequence {Cn } of compact 
sets, with Cn C E, such that r(E - Cn) -+ O. We may assume that 
Cn C Cn+1 . It follows that XE = XU"" almost everywhere, and 

c" ,,=1 Xuoo = lim Xc . It suffices therefore to prove (b) in the case I = 
en n-oo " 

n=l 
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Xc, where C is compact. 
If C is a given compact set, there exist open Borel sets Un, such 

that Un :::> C, and r(Un - C) --+ 0, as n --+ 00 (since r(E) = 
inf r(U), where E is a Borel set). 

U~E. U open U Borel 
Let 

In(x) = {I, x E C; 
0, x ¢ Un; 

and 0 ~ In(x) ~ 1, x E R, In E Co (by Lemma 12, p. 36). 
We may assume that Un is 1. Set 1= inf({/n}). By Lemma 13 (and 

symmetry) I is a Baire function which equals Ion C and 0 outside Un, 
n = 1,2, .... Hence I equals 0 outside ni Ui. Since r(Un - C) --+ 0, we 
have r(ni Ui - C) = O. Hence I = Xc almost everywhere, where I is a 
Baire function. 

We shall consider Baire functions on the product of two regular mea
sure spaces, which is not necessarily regular although it can be extended 
to a regular measure space. One has, however, to be cautious about 
applying, without qualification, Fubini's theorem to the extension. 

We recall (from the course on Integration Theory) the basic facts 
concerning product measures, and measure spaces. 

By a measure space we mean a triple (R, 'R, r), where R is any set, R 
a IT-algebra of subsets of R, and r a countably additive set function on 
'R. Let 'Ro denote the set of all elements of'R on which r is finite; they 
are called chunks. The measure space is called IT-finite if R is a countable 
union of chunks. If (S, S, s) is another measure space, we denote by So 
the chunks in S. By a rectangle we mean the cartesian product A x B, 
where A E 'Ro, B E So. It is known that both 'Ro and So are rings. 
The class of all finite disjoint unions of rectangles is a ring, which is, 
in fact, the ring Po generated by the rectangles. For any E E Po, say 
E =t:.h9Sn Pi, where Pi = Ai X B;, Ai E 'Ro, B; E So, we define 

mo(E) = L r(A;)· s(B;). 
l~;~n 

If m' is any measure on Po, such that m'CA x B) = rCA) . s(B) for every 
rectangle A x B, then (it can be shown that) m'CE) = mo(E), for all 
E E Po. The basic result on product spaces is as lollows: 

If (R, 'R, r) and (S, S, s) are two IT-finite measure spaces, then there 
exists a IT-finite measure space, called the product measure space, or 
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simply the product space, (P, P, m), such that P = R x S, P = the u

ring generated by Po, and rn a countably additive measure on P, which 
agrees with rno on Po. 

The connection between integrals on the product space and on the 
individual spaces is established in Fubini's theorem, one form of which 
is as follows: 

Let I ~ 0 be P-measurable on the product space (R x S, P, r x s) 
of two u-finite measure spaces (R, n, r) and (S, S, s). Then for every 
fixed yES, I(x, y) is measurable as a function of x, and if we set 
g(y) = IRI(x,y) dr(x), then 9 is measurable, and 

is g(y) ds(y) = J J I(x, y)d(r x s)(x, y). 
RxS 

Thus if the integral on the product space on the right-hand side is finite, 
then the 'repeated integral' on the left-hand side is also finite, and both 
are equal. Further the two repeated integrals, namely Is g(y) ds(y), and 
IR(fs I(x, y) ds(y)) dr(x), are equal. 

Against this general background, we now state the following result on 
Baire functions on the product of two locally compact Hausdorff spaces. 

Theorem 8 A Baire function on the product of two locally compact 
Hausdorff spaces, say R, J(, is measurable relative to the product of any 
two regular measure spaces M, M' whose underlying topological spaces 
are the given spaces Rand R'. 

For the proof we need, and will assume, the following lemma, which 
is a special case of the Stone- Weierstrass approximation theorem. 

Lemma 14 If Rand R' are locally compact, Hausdorff spaces, and I E 
Co(Rx R'), then there exists a sequence {In} of finite linear combinations 
of products of elements from Co(R) with elements from Co(R') which 
converges pointwise to I, and the convergence is locally uniform (i.e. 
uniform on compact sets). 

Proof of Theorem 8 Let h E Co(R). Then h is measurable in the 
product space M x M', as a function on R x R'. For we have 

((x, x') I h(x) > o} = {x I h(x) > o} X R'; 

Since ever)· element of Co( R) is measurable relative to M, it follows that 
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{x I h( x) > a} is a measurable set in R. R' is measurable relative 
to M'. Henc~ the product {x I h(x) > a} x R' is measurable in the 
product space M x M'. Hence every fn in Lemma 14 is measurable 
relative to M x M'; therefore f is measurable relative to M x M', 
where f E Co(R x R'). It follows that every Baire function is likewise 
measurable. 

Corollary Let m, n be two regular measures on a locally compact group 
G. Let f,g be Baire functions on G. Then f(y-1 x )g(y) is measurable, 
and vanishes outside a countable union of 'rectangles' in the product 
space: (G, m) x (G, n). 

Proof. [If fo E Co(G), go E Co(G) with supports A and B respectively, 
then fo(x) . go(y) is a Baire function (with A x B compact).] 

f(x)· g(y) is a Baire function on G x G (with the product topology). 
A homeomorphism (x,y) +---+ (y-1x,y), of G x G with itself, carries 
Baire functions into Baire functions. Hence f(y-l x )g(y) is again a Baire 
function on G x G, (x, y E G), hence measurable. 

Every Baire function on R = G x G vanishes outside a countable 
union of compact sets. For the class of all such Baire functions is closed 
for sequential convergence and contains Co, and therefore contains B, the 
class of all Baire functions (since it is the smallest such). 

Hence f(y-1 X )g(y) vanishes outside a countable union of compact 
sets in G x G. 

Now let C C G x G, C compact. Then C C U~l(O. x OD, where 
0;,0: are open chunks in G . (Sets of the form O. x 0: form a basis for 
the open sets in G x G). Such products are rectangles. Hence 

00 00 

UC. CUE;, where C. is compact, E. is a rectangle . 
• =1 .=1 

Thus f(y-1x)g(y) vanishes outside a countable union of rectangles in 
GxG. 

11.5 Essential uniqueness of the Haar measure 

To prove that any two Haar measures on a locally compact group are 
proportional we need some preparation. 
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If M = (R, 'R, r), /II = (S, 8, s) are two measure spaces, we call a 
mapping ~ of R into S a measurable transformati(ln of M into /II, iffor 
any F'E 8, we have rl(F) E 'R, and r(rl(F» = s(F). 

Lemma 15 Let T be a measurable transformation of M into /II, and 
let I be integrable (or non-negative, measurable) on /II. Then 

iNf ds = iM loT dr. 

Proof It is obviously enough to consider I ~ O. If I(z) = +00 for 
z E A, where s(A) > 0, then the result is trivial. We may therefore 
assume that I is finite almost everywhere. Since T- 1 (a null set in /II) 
= a null set in M, we may assume that I is finite everywhere. The 
result is true for = XE , where E is a measurable set (by assumption), 
and by linearity it holds for any quasi-simple function f. If In f I, In 
quasi-simple, then we have 

fNIn = fMIn oT, n = 1,2, ... , 

and by the monotone convergence theorem, 

Lemma 16 Let W = U:=l Cn, where the Cn are compact sets, and W 
is an open set, with W compact. Then Xw is a Baire function. 

Proof We may assume that Cn C Cn+1• Let In(z) = 1, z E Cn; 
In(z) = 0, z ¢ W; and 0 ~ In(z) ~ 1, (cf. Lemma 12) In continuous. 
Since W is compact, In E Co. And we have liIDn_oo In(z) = Xw(z), for 
all z. Hence Xw is a Baire function. 

Theorem 9 If G is a locally compact group, and m, n are (possibly) 
two Haar measures on G, then m(E) = O'n(E) for all Borel sets E in 
G, where 0' is a positive real constant. 

Proof Let I,g E Co(G), 0 ~ I ~ 1, 0 ~ g ~ 1. Let C = {z I 
I(z) = I}. U = {z I g(z) > ~}. Then C is compact (as a closed 

subset of a compact set). Xc is a Baire function, since it is the pointwise 
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limit of the sequence f, p, ... , r, . ... Further U is open, since 9 is 
continuous, and U is compact (since it is contained in the support of 
g), and U = U~l Di, where Di = {x I g(x) ~! + fl, i = 1,2'00" Di 
compact. By Lemma 16, Xu is a Baire function. 

Now m(C) = faXc(x) dm(x), and 

Hence 

n(U) = faXu(Y) dn(y) 

= faXu(x- 1y) dn(y) (left-invariance) 

[= fax~u(Y) dn(y) (x-1y E U <==> y E xU) 

= n(xU) = n(U)]. 

m(C) . n(U) = (/ Xc(x) dm(X») . (/ Xu(x-1y) dn(y») . 

By the Corollary to Theorem 8, and Fubini's theorem, we have 

m(C) . n(U) = / / Xc(x)Xu(x-1y) dp(x, y). 
GxG 

However 

Xc(x)Xu(x-1y) ::; Xcu(Y)' Xu(x-1y), 

[The left-hand side is 1, if x E C and x-1y E U or y E xU C CU so that 
Xcu(Y) = 1] 
and Xcu is a Baire function [CU = U:=l CDn, where CU is open, and 
CDn - as the group-product of compact sets - is compact. Further CU 
is compact. C is compact, U compact =:} C x U compact =:} C . U 
compact =:} C· U compact (since C = C) =:} C· U closed. But 
C· U C C· U, so that CU C C· U which is compact. So CU is compact. 
By Lemma 16, Xcu is a Baire function] 

By the Corollary to Theorem 8, Xcu(Y>Xu(x-1y) is measurable on 
G x G, and from the double integral above we obtain 
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m(C)n(U) < 1 1 Xcu(y)xu(x-1y) dp(x, y) 

GxG 

= J J Xcu(y)xU- 1 (y-I x ) dp(x, y) (Theorem 8) 

1 J Xcu(y)[XU-l (y-I x ) dm(x)] dn(y) 

= 1 Xcu(Y) [1 XU-l (x) dm(X)] dn(y) (Lemma 15 + 

n(CU)m(U- I ). 

Hence m(C)n(U) ~ n(CU)m(U- I ). 

Fubini + 
left-invariance) 

By symmetry we have, for any compact set D = {x / h(x) = I}, 
where h E Co(G), 0 ~ h ~ 1, with U- I in place of U, and n instead of 
m, [U-I is related to g(x- I ) in Co just as U is to g(x)] 

n(D)m(U- I ) ~ m(DU-I)n(U). 

[U-I = U:=I D;;I, U-I = U- I , XU- 1 is Baire]. It follows that 

m(C) · n(U)· n(D)· m(U-I) ~ n(CU)m(U-I)m(DU-I)n(U) . 

Now let V be a non-empty, open set. Then m(V) =/; O. [Otherwise 
m(C) = 0 for all compact C]. Choose 9 E Co(G), such that U =/; 0, 

[recall: U = {x /g(x» ~}] hence n(U) =/; 0, m(U- I ) =/; O. Then we 

obtain from the above inequality, 

m(C)· n(D) ~ n(CU)m(DU- I ). 

Since C, D are compact, and m, n are regular measures, given c > 0, 
there exist open, Borel sets V, W, such that C C V, DeW, and 

(t) 
n(V) < n(C) + c, 

m(W) < m(D) + c. 

Let UI, U2 be open sets containing e (the identity element), such that 
CUI C V, DU2 C W, with U I, U2 compact. 

[There exist such UI and U2 • (i) Let C be compact, C C S, and 
S open . Then x E C ~ 3 Nz; , Nz; open, x E Nz;, such that N x is 
compact. (ii) x E C ~ 3 Ox, an open neighbourhood of e, such that 
xOz; C S . There exists then an open neighbourhood Tz; of e, such that 
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T; C Oz (cf. trivial properties (5) and (6), p. 6) .(iii) xTz is now an 
open neighbourhood of x E C. Hence C C Uz xT:t. But C is compact, 
so there exist XI, ... , Xn such that C C U7=1 XiTz;. Set T = n;:1 Tzj . 
Then T is open, T contains e. And 

n n n 

CT C U x,T:t;T:t. = U x,T;; C U XiO:t. C S 
,=1 ,=1 ,=1 

(since x,Oz; C S for every i). Now take S = V, and T = UI . Similarly 
treat D, W, V2]. 

Let U3 C UI n U2 , U3 symmetric, e E U3; and let U4 be open, such 
that e E U4, and U 4 C U3 . [Note that U 4 is compact, since U 4 C U3 C 
U3 C UI nU2 C UI nU2 which is compact]. 

Let 

9 E Co(G), g( x) == { 1, x E U 4, 0 ~ g( x) ~ 1, 
0, x ¢ U3 , 

and define U (as above) by means of this function g, i.e. U = { x I g( x) > ~}. 
Then obviously U is open, non-empty (U 4 C U ~ e E U), and U is 
compact (since U C support of g) and CU C V, DU- I C W. 

[Note that U is a set on which 9 ~ ~, while U3 is a set on which 

o ~ 9 ~ 1. We ha,ve U 4 C U3 C UI , and U C U3, so that CU C CU3 C 
CUI C V; and U- I C Ui l = U3, so that DU- I C DU3 C DU2 C W]. 

The inequality (*) above then gives 

m(C)n(D) ~ n(V)m(W), 

which implies, by (t), 

m(C)n(D) ~ (n(C) + g)(m(D) + g), 

or 

m(C)n(D) :s n(C) . m(D). 

With D in place of C, we get 

m(D)n(C) ~ n(D) . m(C), 

hence 

m(C)n(D) = n(C)m(D) 
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Since the measures m and n are regular, and non-zero, there exists, 
by Theorem 4, a compact set GlJ with m(Gd ::fi O. Now define 

f E Co; f = 1 on G1 , m(Gd::fi 0; 0 $ I $ 1. 

Let G = {z I fez) = I}. Then meG) ::fi 0, and neD) = om(D), where 0 

is a constant for all D, where D = {z I h(z) = I}, 0 $ h $ 1, h being 
an arbitrary element of Co, 0 > O. 

If E is an arbitrary compact set, there exist sequences {Yi}, {Zi} 

of open, Borel sets, such that Yi :::> E, m(Yi - E) --+ 0 and Zi :::> E, 

n(Zi - E) --+ 0, as i --+ 00. 

Set Wi = Yi . () . Zi. Then (Wi) is a sequence of open, Borel sets, such 
that Wi :::> E, and m(Wi - E) --+ 0, n(Wi - E) --+ 0, as i --+ 00. 

{ Ion E, 
N ow define fi E Co, 0 $ fi $ 1, Ii = 0 W.c 

on I' 

and let Di = {z I li(z) = I}. Then, as above, we have m(Di) = 
o :m(Di). Since Wi :::> Di :::> E, we have m(Wi) ~ m(Di) ~ m(E), and 
neW;) ~ neD;} ~ neE). [Di :::> E, since fi = 1 on E; z E Wi =::} 0 $ 
fez) $ 1; z E Di =::} h(z) = 1). 

It follows that m(Di) --+ m(E), n(Di) --+ m(E), as i --+ 00, hence 
neE) = om(E), for any compact E. This holds for all Borel sets E, by 
Theorem 4. 

Examples of Haar integrals 

1. G = (JRn ,+), 1'(/) = IRa fez) dz (n-dimensional Lebesgue inte
gral). 

2. G = Sl = JRjZ, f : Sl --+ JR, equivalent to r : JR --+ JR, of 
period 1,1'(/*) = 101 r(z) dz. 

3. Sl = {ei8 , 0 $ 0 $ 211'}, 2~ fo27r l(ei8 ) dO. 

4. G = finite discrete group of order n, Ll(G) = all functions f : 
G -JR, and.!. L fez). 

n ",eG 

An automorphism of a topological group G is a homeomorphism of G 
with itself such that A(ab) = A(a) . A(b), where a, bEG, and· denotes 
the group operation. 
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Corollary 1 Let A be the class of all automorphisms of the locally 
compact group G. Then there exists a real-valued, non-zero, function u 
on A, such that 

m(A(E» = u(A) . m(E) 

where E is a Borel set, and m a Haar measure on G. Further u has 
the property: u(AA') = u(A) . u(A') for A, A' E A. [If A and A' are 
automorphisms of G, the product AA' of A and A' is the automorphism 
defined by the requirement: (AA')(x) = A(x)A'(x), x E G. It can be 
verified that AA' is an automorphism]. 

Proof m(A(E», as a/unction 0/ E, is again a Haar measure. Theorem 9 
implies that there exists a constant u(A), depending only on A, such that 

m(A(E» = u(A) . u(E). 

Since all Haar measures on G are proportional, u(A) is a constant for 
all measures m. 

Now 
m«AA')E) = u(AA')m(E). 

On the other hand, 

m«AA')E) = m(A(A'(E))) = u(A)· m(A'(E» = u(A) . u(A') . m(E). 

Since m(E) :j:. 0,00 for at least one E, we obtain u(AA') = u(A) . u(A'). 

Corollary 2 Let m be a left-invariant Haar measure on G. There 
exists a real-valued, continuous function p on G, such that m(Ex) = 
p(x) . m(E), where E is a Borel set and x E G; p has the property 
p(xy) = p(x). p(y), X,Y E G. 

Proof If E is Borel, x E G, then Ex is Borel, also E- l . [If K, = {E 
Borel I Ex Borel}, then K, is a u-ring, and K, contains all compact sets]. 

Consider the inner automorphism ~z : a ~ x-lax, a, x E G; and 
apply Corollary 1. Then we have m(x- l Ex) = p(x)m(E), where E is 
Borel, and p(x) = u(~",). Since ~y • ~'" = ~""Y' it follows that p(xy) = 
p(x) . p(y) for x, y E G. Further 0 < p(x) < 00. Because of the left
invariance, m(Ex) = p(x)m(E). 

To show that p is continuous, let / E Co(G). Then 

(*) J lea) dm",(a) = p(x) J lea) dm(a), 
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where m",(E) = m(Ex), hence m(E) = m",(Ex- I ). By Lemma 15 

[a ...!.. ax-I, IN f ds = IM f 0 T dr; s(F) = r(T-I(F», F E S, 
T-I(F) E n, T-I(b) = bx]. 

J f(a) dm",(a) = J f(ax- I ) dm(a). 

If C is a compact set, such that f vanishes outside C, then 

J f(a) dm(a) = l f(a) dm(a). (some number) 

We shall see that 

J f(ay) dm(a), 

as a function of y, is continuous at y = e. 

Let N be a compact, symmetric neighbourhood of e, then we have, 
for yEN, 

If f(ay) dm(a) - f f(a) dm(a) I < J If(ay) - f(a)1 dm(a) 

1 If(ay) - f(a)1 dm(a). 
eN 

[C C CN; aft. CN ==} a ft. C ==} f(a) = O. And ay ft. C ==} f(ay) = 
0]. 

It can be shown (see Lemma 17, Remarks, which come below) that 

If(ay) - f(a)1 -+ 0, uniformly as y -+ e. 

Hence I If(ay) - f(a)1 dm(a) -+ 0, as y -+ e.(CN is compact, so that 
m(CN) < 00). Hence I f(ax- I ) dm(a) is a continuous function of x at 
x = e. 

Let f E Co, such that I f(a) dm(a) :f. O. Such an f exists since 
m is not identically zero. It then follows from (*) above that p(x) is 
continuous at x = e. Since p(x) = p(xxol)p(xO)' P is continuous at 
x = Xo, for any Xo E G. 

Unimodular groups A locally compact group G is called unimodular 
if p = 1 in Corollary 2, i.e., "m is left-invariant" implies that "m is 
right-invariant" . 
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Corollary 3 Every compact or abelian group is unimodular. If m is a 
Haar measure on a unimodular group G, then 

m(E-l) = m(E), for any Borel set E. 

Proof IfG is compact, m(Gx) = p(x)m(G), where m is a Haar measure, 
and Gx = G. Hence p(x) = 1 (since m(G) < 00). 

Every abelian group is obviously unimodular. If G is unimodular, 
then define n( E) = m( E- 1 ), where E is a Borel set. n is a Haar measure, 
[Note that n(Ex) = m«Ex)-l» = m(x- 1 E- i ) = m(E-1) = n(E), 
because m is left-invariant. And n(xE) = m«xE)-l) = m(E-1x- 1) = 
m(E-l) by right-invariance] as can be verified. 

Since all Haar measures on G are proportional, we have 

m(E-1) = a· m(E), a> 0; 

that is, m(E) = m«E-1)-1) = am(E- 1) = a2m(E), so that a 2 = 1, or 
a = 1 (since a > 0). 

11.6 The Ll-algebra of a locally compact group 

Our aim is to show that the integrable functions on a locally compact 
group, relative to a Haar measure, form an associative algebra relative 
to the usual addition and scalar multiplication and the operation of 
'convolution' as multiplication. 

Lemma 17 Let 1 E Co(G). Then, given € > 0, there exists a neigh
bourhood U of e, such that 

I/(x) - l(y)1 < €, for x-1y E U. 

Proof Set y = xs, so that x-1y = s. We seek a neighbourhood U of e, 
such that s E U => I/(x) - I(xs)l < €, V x E G. 

Define V = {s E G 11/(x) - l(xs)1 < €, V x E G}. Then e E V. We 
shall see that V contains an open set U containing e. 

On G x G define h as follows: h(x, s) = I/(x) - l(xs)1. x, s E 
G. Then h is continuous at (x,e) with h(x,e) = 0, V x E G, and 
V = {s E G 1 h(x,s) < €, V x E G}. By hypothesis there exists a 
compact set C, such that 1 = 0 on G - C. 
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Let V be a symmetric neighbourhood of e such that V is compact 
and symmetric (for example, V = N n N- 1 , N being a compact neigh
bourhood of e). Define 

D = CV = {xy! x E C, y E V}. 

Then D is compact (C x V is compact, and (x, y) ~ xy is continuous). 
Obviously C C D (since e E V) . 

Given y E D, there exists a neighbourhood N" of (y, e) such that 
hex, s) < t, for (x, s) E N" (since h is continuous at (y, e), with hey, e) = 
0). We may assume that Ny is of the form A" x U", where A" is a 
neighbourhood of y, and U" the corresponding neighbourhood of e. 

Since D is compact, there exist Yl, . .. ,Yn such that D C U7=1 A", . 
Now define U = n7=1 U", . n· V, the U", "corresponds" to A",. Then U 
is open and contains e. 

Now x E G ==> xED or x ¢ D. 

(i) xED ==> x E A", for an i, 1 :5 i :5 n . And s E U ==> s E U", 
(the same i). 
Hence xED, s E U ==> (x,s) EN", (since N", = A", xU,,'). 

==> hex,s) < g . 

(ii) x ¢ D ==> x ¢ C (since C C D) ==> I(x) = 0, and x ¢ D, s E 
U ==> XS ¢ C ==> I(x,s) = 0 (since s E U ==> s E V ==> S-1 E 
V, and xs E C ==> x E CS-I C CV C D). Hence hex, s) = 0, 
'f/xEG,sEU. 

Remarks By Lemma 17, if I E Co(G), there exists a neighbourhood 
U of e such that I/(y) - I(x)! < g for x-1y E U. That is to say, 
!/(xt) - l(x)1 < g, for t E U and 'f/ x E G. 

By considering x -+ I(X-l), we obtain similarly !f(x) - f(y)! < g, 

for xy-l E U, hence I/(r1x) - l(x)1 < g, for t E U = U(e), 'f/ x E G. 

Theorem 10 Let G be a locally compact group, and m a Haar measure 
on G. Let I E V(G), 1 :5 p < 00 (relative to that measure). Let 
la(x) = l(a- 1 x), for x, a E G. Then the mapping a ~ la from G to 
V(G) is continuous, that is to say 

IIla-Iaollp--+O, as a-ao. (a,aoEG) 



The Haar measure on a locally compact group 61 

Proof Let e > 0, and let 9 E Co(G) be such that III - gllp < e, after 
Theorem 6. Because of the left-invariance of the measure m, we have 

lila - gallp = III - gllp, for a E G. 

Let C be a compact set such that g(x) = 0 for x f/. C. Since la - 1= 
(fa - ga) + (ga - g) + (g - f), we have 

lila - Illp $ lila - gallp + Ilga - gllp + IIg - Illp· 
Since ga(X) - g(x) = 0 for x f/. aC· u· C, and 

Iga(x) - g(x)1 < e, for x E aC· u· C, a -+ e, (by Lemma 17) 

we have 

( )
l/P 

Ilga - gllp < 1 eP dm(x) , 
aeue 

which implies that 

IlIa - Ilip < 2e+2e(m(C»1/P = e(2+2(m(C»1/p). [m(C) = m(aC)] 

Hence la -+ I in V-norm as a -+ e. However, 

As a -+ ao, aaii 1 -+ e, hence II/aa-l - Illp -+ o. It follows that 
o 

II/(aa;l)ao - lao lip -+ 0, i.e. lila - lao lip -+ 0 (cf. (*) above) . 

The convolution Let G be a locally compact group, and m denote 
a Haar measure on G. The convolution of two functions I and 9 on 
G, denoted I * g, is said to exist at a point z E G if I(y )g(y-l z) is 
y-integrable, and 

I*g(z) = jl(Y)9(y-1z) dy, 
del 

where "dy" stands for the measure m (in Theorem 1). The convolution 
I * 9 exists if it exists almost everywhere on G. 

Remark If I and 9 are measurable, and vanish outside Borel sets, then 
I(y)g(y-l z) is measurable (as a function of y) for fixed z. For there exist 
Baire functions f'(y), (g'(y) which are almost everywhere equal to I(y) 
and g(y) respectively, so that l(y)g(y-lZ) = f'(y)g'(y-1x) for almost 
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every y. Now g'(y-lz), as a function of y, is Baire, so that f'(y)g'(y-l z) 
is Baire, hence measurable. 

Theorem 11 If IE Ll(G), 9 E LP(G), 1 ~ p ~ 00, then 1* 9 exists, 
1* 9 E LP(G), and III * gllp ~ 11/111 . IIgllp. (G is a locally compact 
group). 

Proof This is trivial in case p = 00, for 11/1100 = inf sup I/(z)l, where 
N xiN 

N denotes any null set. We may therefore assume that p < 00. 

Let I be m-integrable on G, m being a Haar measure. Then I van
ishes outside a countable union of "chunks", i.e. sets En with m(En) < 
00. [Here measurable <===? Borel]. For every such En there exists a 
compact set E~, such that m(En - E~) < g, for any given g > 0. [Theo
rem 4] Hence I vanishes outside the union 01 a Borel set and a null set, 

[/(z) = 0, z ¢ UEn; En = En -E~ UE~: UEn = UE~ ·U·U(En -E~)] 
Hence [Theorem 7(b)] I is equal to a Baire function almost everywhere. 
The same is true of g. 

Set 

h(z) = J I/(y)g(y-lz)1 dm(y). 

By Fubini's theorem [l/(y)g(y-lZ)1 ~ 0, and measurable on the product 
space], h is m-measurable, and 

h(z) = J 1(f(y)1/Pg(y- lz)I·I/(y)1/91 dm(y), 

By Holder's inequality, 

1 1 
-+-=1. 
p q 

h(z) ~ (I I/(y)· gP(y-lz)1 dY) lip (I I/(y)1 dY) 1/9, 

and 

(h(z»P ~ 1 I/(y)I·lg(y-lz)IP dy ·1If1lf/9. 

By Fubini's theorem again, 

l(h(Z»P dz = II/l1f/9 . 1 (I I/(y)I·lg(y-lz)IP dX) dy 

= II/l1f/ q • J I/(y)1 ·lIgll~ dy (by left-invariance) 

1I/11~+p/9 ·lIgll~. 
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Hence h( x) is finite almost everywhere. It follows that 1* 9 exists. Since 
II * g(x)1 :$ h(x), we have 

III * gllp < Ilhllp 

< (11/11~+pI9 'lIgll~)l/p 

= II/lh· IIgllp· 

[Note that if I ~ 0, 9 ~ 0, then h = I*g ~ 0, and II/*glh = II/lh ·lIglid 

Theorem 12 Let G be a unimodular group, and let I E U(G), 9 E 

£9(G), 1 :$ p:$ 00, ! +! = 1. Then 1* 9 exists and is continuous, with 
p q 

Proof Consider g(y-l x) as a function of y. It belongs to L9(G), with the 
norm IIg1l9' since f Ig(y- 1x)19 dy = f Ig(yx)19 dy-l [by Lemma 15; dy-l 
denotes the measure m'(E) = m(E- 1 ), where m is a right Haar measure. 
By Corollary 3 to Theorem 9, m(E- 1) = m(E).]' and f Ig(yx)19 dy = 
f Ig(y}19 dy, because of the right-invariance. Since the product of an 
element in U(G) with an element in L9(G) is integrable, the convolution 
I*g exists everywhere. [I(I*g)(x)1 :$ (J I/(y)IP dy)l/P(J Ig(y- 1x)19 dy)1/9 = 
II/lIp' Ilgllq]· 

To prove the continuity, we note that 

hence 

1(1 * g)(x) - (I * g)(x')1 

:5 (J I/(y)IP dy rIP (J Ig(y-l x) - g(y-l x'W dy r
,q 

Writing h(x) = g(x- 1), and as before ha(x) = h(a-1x), we have 

J Ig(y-1x) - g(y-1x'W dy = J Ih(x-1y) - h(Q.x-1y)19 dy 

= IIh.,-l." - hll~, 
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where h E U(G), [since f Ih(z)19 dz = f Ig(z-l)19 dz = f Ig(y)19 dy-l = 
f Ig(y)19 dy by hypothesis], so that, by Theorem 10, IIh~-l~' - hll9 - 0 
as z' - z. It follows that 

(f * g)(z') - (f * g)(z), as z' - z. 

Theorem 13 If G is a locally compact group, with a Haar measure m, 
the m-integrable functions on G form an (associative) algebra relative to 

ordinary addition and scalar multiplication and relative to convolution 

as multiplication. 

Remarks 

(i) The associativity is a consequence of Fubini's theorem for Baire 
functions. 

If I,g are integrable Baire functions on G, then I(y)g(y-lz) 
is an integrable Baire function on G x G. Take p = 1 in Theorem 11. 
Then III * gilt :::; II/lltllgllt < 00. Hence 1* 9 is integrable with 
respect to z. That is to say, f I(y)g(y-lz) dy is not only measur
able, but integrable with respect to z almost everywhere. Hence 
the iterated integral exists, therefore (strong form!) the double 
integral exists and is equal. 

(ii) The L1-algebra of G is also called the 'group algebra' of G. In the 
general case of locally compact groups, the V-spaces, for p > 1, do 
not form algebras; in the case of compact groups they do. 



III. Hilbert spaces and the spectral 
theorem 

111.1 Banach spaces 

A Banach space over the complex numbers C, or the real numbers lR, is 
a linear space (over Cor lR), with a norm '1111', such that the space is 
complete with respect to the "metric" d(x, y) = Ilx - yli defined by the 
norm. [A norm is a function '1111", which is non-negative, and real-valued, 

with the properties: (i) Iiaxil = lal·llxl!' a E C; (ii) Ilx+yll ~ IIxll+IIYII; 
(iii) IIxll = 0 <=> x = 0.] 

Example 1 ~ p < 00, LP(M), IE LP(M), 11/11 = (J I/IP dr)l/p, where 
M is a measure space: M = (R, 'R, r), R a set, 'R a IT-algebra of subsets 
of R, r a count ably additive measure on 'R. 

A set A is said to be partially ordered, if and only if a relation "~" 
is defined in A, such that for a,{3" E A we have (i) a S a, (ii) a ~ {3, 

{3 S 'Y ==> a ~ " and (iii) a ~ {3, {3 ~ a ==> a = {3. 
A partially ordered set A is called a directed set if and only if for 

a, {3 E A there exists, E A, such that a ~ " {3 ~ ,. 

By a sequence is meant a family of elements {xa} where the indices 
a belong to a directed set. (i.e. not necessarily integers) 

If Xa EX, where X is a topological space, Xa is said to converge to 
x (x E X) if and only if, for every neighbourhood 0 of x, there exists 
an index 0.0, such that Xa E 0, for all a ;::: 0.0. (The Moore-Smith 

convergence) [We do not assume any countability axioms in the space 
considered: so the notion of convergence needs to be generalized so as 
to allow subscripts other than integers]. 

Given a family of elements {xd in an additively written abelian group 
- so, in particular, the Xi'S may be from a Banach space - we define the 
infinite sum Li Xi as follows: consider the set A of all finite subsets of 
the indices i, made into a directed set by the relation of set-inclusion. 

For every a E A, a = {il , ... , i.t}, define I.he "partial sum" Sa = 
L7=1 Xij· Define Li Xi = X, if and only if the sequence (Sa) converges 
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to x in the sense just defined. 

Note that if Xi'S are real numbers, with N as the index set, infinite 
sums converge in this sense, if and only if they are absolutely convergent 
in the ordinary sense, since no linear order is imposed on the indices. 

If X is a metric space, {x a } is said to be a Cauchy sequence ifand only 
if given c > 0, there exists an ao, such that d(xa,xp) < c, 't/ a,/3 ~ ao, 

where d denotes the metric in X. The space X is said to be complete if 
every Cauchy sequence is "convergent". 

Proposition If X is a complete metric space in the ordinary sense, 
then every Cauchy sequence in the generalized sense is convergent in the 
generalized sense. 

Proof Let (xa) be a Cauchy sequence in the generalized sense. Given 

a positive integer n, choose an index an such that d(xa, xa,,) < ~, 
't/ a ~ an, and such that am ~ an for m ~ n. This is possible since A 
(the set of all finite subsets of indices i) is a directed set. Then (x a ,,) 

is a Cauchy sequence in the ordinary sense. Since X is complete by 
assumption, it converges to x E X. Because of the choice of an, it 
follows that Xn converges to X in the generalized sense. 

III. 2 Hilbert spaces 

A Hilbert space H is a Banach space over C, in which the norm is given 
by an inner product. 

An inner product is a complex-valued function '( , )' defined on H x H, 
such that for x, y, z E H, and a, bEe, we have 

(i) (ax + by, z) = a(x, z) + b(y, z), 

(ii) (x, y) = (y, x), 

(iii) (x, x) ~ 0 and (x, x) = 0 ¢:::} x = 0, 

(iv) (x, x)1/2 = Ilxll. 

Example L2(lR) with (I, g) = J f(x)g(x) dx, f = 9 ¢:::} f(x) = g(x) 
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almost everywhere. 

£2: x = (xn), y = (Yn), with L: Ixn l2 < 00, L: IYn 12 < 00, 

(x, y) = L: XnYn X n, Yn E C 

Remarks Let A E C. 

(i) (X,AY) = ~ = X (y,x) = X(x,y), x,yE H, A E C. 

(ii) (x, Y + z) = (y + z, x) = (y, x) + (z, x) = (x, y) + (x, z), 
VX,y,zEH. 

(iii) (x,O)=(x,O·x)=O·(x,x)=O, VxEH. Inparticular,(O,O)=O. 

Lemma (Schwarz). I(x, y)1 ~ Ilxll·llyll· 

Proof If (x, y) = 0, this is evident; otherwise, for a E C, we have ° ~ (x - ay, x - ay) = (x, x) - a(y, x) - a(x, y) + aa(y, y). Choose 
(x, y) 

a = -( -). [Then y,y 

(x x) _ (x,y)(y,x) _ (y,x)(x,y) + (x,y)(y,x) > ° 
, (y, y) (y, y) (y, y) -

=::} (x, x)(y, y) ~ (x, y)(y, x) = I(x, y)i2]. 

Remarks (i) If ( , ) is an inner product with the properties (i), (ii), 
(iii) as above, and the function 'II II' is defined by (iv) as above, then 
'1111' is automatically a norm. This follows from Lemma 1. 

(ii) The function (x, y) is 'conjugate-linear' in y, i.e. 

(z, ax + by) = a(z, x) + b(z, y), a, bEe, x, y, z E H. 

Lemma 2 If x, y E H, we have 

Ilx + yW + Ilx - yW = 211xl12 + 211Yl12 
(for IIx+yW+llx-yW = (x+y,x+y)+(x-y,x-y) = (x,x)+ 
(x, y) + (y, x) + (y, y) + (x, x) - (x, y) - (y, x) + (y, y) = 211xl12 + 211yW) 

Definition Let F be a non-empty subset of H. 

1. F is linear <==> (x, y E F =::} ax + by E F, V a, bE C). 
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2. F is convex ¢:::::> (x,y E F ¢:::::> ax + by E F, 'r/ a,b E~, a ~ 0, 

b ~ 0, a + b = 1). 

Lemma 3 If F is a closed, convex subset of H, it has a point at minimal 
distance from the origin, i.e. there exists x E F, such that Ilxll $ IlylI 
for all y E F. 

Proof Let d = inf Ilyli. and let (Yn) be a sequence in F, such that 
lieF 

IIYnl1 - d. Then (Yn) is a Cauchy sequence (in F). For 

II Yn ~ Ym II' = ~IIYnIl' + ~IIYmIl' - \ t"; ~ ~ j \' (Lemma 2) 
eF (convex) 

= ~ (1IYnW + IIYmll2 - 211 Y; + Y; W) 
< ~(IIYnW + IIYml12 - 2d2 ) 

-+ 0, as m, n -+ 00. 

Hence (Yn) has a limit x E H (completeness); but then x E F, since F 
is closed, and IIxll = d. 

Definition Let E C H. E is a subspace of H (a Hilbert space) if (a) E 
is linear, (i.e. E # 0, x, Y E E ==> ax + {3y E E, a, {3 E C), and (b) E is 
closed in the topology induced by the norm. 

Definition Let x, y E H, and Ho C H. Define x .1 y ¢:::::> (x, y) = 0, 
x.l Ho ¢:::::> (x , y) = 0 for every y E Ho, Ht = {y I y.l Ho}. Ht is the 
orthogonal complement of Ho. 

Note that (i) x.l y ==> Ilx + Yl12 = IlxW + lIyll2 
(ii) Ht is linear, if Ho is linear. For let XltX2 E Ht; a,{3 E C. Then 

'r/ y E Ho, we have (axl + {3x2, y) = a(x, y) + {3(X2' y) = O. Hence 

=0 =0 
aXl + {3x2 E Ht· 

(iii) Ht is closed, if Ho is linear. Let x E Ht. Then there exists a 
sequence (xn) C Ht, such that (xn) converges to x. 

Now for all y E Ho we have (x, y) = lim (xn, y) [( *) since the inner 
n_oo 

product is a continuous function of each of the variables] = 0, since 
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zn E Ht and y E Ho. Hence z E Ht. 
[«*». If Zn --+ Z, Yn --+ y, then (zn,Yn) --+ (z,y), as n --+ 00, 

for 

I(zn, Yn) - (z, y)1 = I(zn, Yn) - (z, Yn) + (z, Yn) - (z, y)1 

Hence H t is a subspace. 

= l(zn-z,Yn)+(z,Yn-y)1 

< I(zn - z, Yn)1 + I(z, Yn - y)1 

:5 IIzn - zll . llYn II + IIzil . llYn - yll 

-+ 0.] 

Lemma 4 If H 0 is a proper subspace of H, then H t contains an element 
which is non-zero. 

Proof Choose Y E H, Y ¢ Ho. Then Y + Ho is a closed, convex subset 
of H. [For if a ~ 0, b ~ 0, with a + b = 1, and p E Y + Ho, q E Y + Ho, 
then ap + bq E Y + Ho, since p = Y + hI, q = Y + h2' with hI, h2 E Ho, 
hence ab + bq = ~Y + (hI + h2) E y + Ho.]. By Lemma 3 there 

1 E Ho 
exists a point z E (y + Ho) at minimal distance d from the origin. Now 
z :f 0, since y ¢ Ho. [z E Y + Ho, z = 0 ~ -y E Ho ~ Y E Ho]. If 
cE C, Zo E Ho, then z+czo E y+Ho. Hence 

0:5 liz + czoll2 - IIzll2 = (z + cZo, x + czo) - (z, x) 

= c(xo,x)+c(x,xo)+lcI211 xoIl2. 

If (x, xo) :f 0 for some Xo, set Cl = -( C ). Consider all those Cl'S which 
X,Xo 

are real. For such Cl we have 

o < cd(z, zO)12 + cll(x, xoW + cr 'lIxoll2 'I(x, zo)12 

= 2cll(x, zo)12 + cr 'lIxoll2 'I(z, zo)l2. 

But this is false for Cl such that ~ < _llzo I12. [For cr < -ci IIzoll2 , 
Cl 2 Cl 2 

hence 2Cl + crllzoll2 < 0.] It follows that (x, xo) = 0, i.e. z E Ht. 

Theorem 1 Let Ho be a subspace of H. Then H = Ho Ef) Ht, i.e. 
x E H ~ x = Zo + Xl, Xo E Ho, xl E Ht, and this expression is 
unique. 
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Proof (a) the uniqueness. If x = Xo + Xl = Yo + Yl, { 

then Xo - Yo = Yl - Xl E Ho n Hi = 0 

xo,Yo E Ho, 
Xl,Yl E Hi, 

(b) the existence. Note that Ho + Ht is a subspace. For, if xn E 

Ho + Hi, and xn - x, i.e. xn = x~ + xi - x, then Ilxn - xmj12 == 
IIx~ - xO' + xi - xi"112 = IIxo - xO'j12 + IIxi - xi"112 - 0, since x J_ 
Y ~ (11x + yW = IlxW + IIY112) and xn - x. Hence (xo), (xi) are 
Cauchy sequences and have limits Xo and Xl, where Xo E Ho, Xl E Ht, 
since Ho is closed by assumption, and lIi is closed. Then trivially 
(xn) _ Xo + Xl = X E Ho + Hi. Hence Ho + Hi is a subspace. 

If lIo + Hi ::f H, then (by Lemma 4) there exists Y ::f 0, such that 
Y ..L (Ho + Hi), in particular Y ..L lIo which implies that Y E Hi, a 
contradiction. 

Remark If lIo is a subspace of H, then (Hi)1. = Ho. For, X E lIo ~ 
(x,y) = 0, V Y E lIi ~ X E (lIi)1., hence Ho C (Hi)1.. On the 
other hand, if X E (Hi)1., then X E H, so that x = Y + z, Y E Ho, 
z E Ht (Theorem 1). Hence (x, z) = (y, z)+(z, z). But (x, z) = 0, since 
x E (Hi)1. and z E Ht. Further (y, z) = 0, since Y E Ho, z E Hi. 
Hence IIzl12 = 0; or z = 0, i.e. x = Y E Ho . 

Definition Let E be a subset of H. E is said to be 'Iinearly independent, 

if and only if no finite linear combination of elements of E is ° except 
the linear combination with all the coefficients equal to 0. 

E is a generating set if and only if every element of H is a finite linear 
combination of elements of E. 

E is a base if and only if it is a linearly independent generating set. 

It can be proved that every Hilbert space H has a base (in fact, 
every vector space) and all the bases have the same power. ("number" 
of element.s). We do not here distinguish between different infinities. 

The dimension of H = the power of a base. 

Definition Let (x a ) C H. Then (x a ) is said to be a complete or

thonormal set, if (i) Ilxali = 1; (ii) (xa, x,B) = ° if Cl' ::f /3; (iii) (xa) is not 
contained in a larger set satisfying (i) and (ii). Such sets always exist 
in H. 
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1 cos t sin t cos 2t sin 2t ein ., 
Examples L2 [O,211'] ; t 1-+ ~' ..fii' ..fii' ..fii ' ...fo ' J21r' 
n E IZ. 

Lemma 5 The dimension of H = the power of a complete orthonormal 
set. 

Proof If dimH = n < 00, and (Xi) a complete orthonormal set, then 
(Xi) contains at most n elements, since it is linearly independent. If it 
contained less than n elements, it could be expanded to a base for H, 
and the additional elements, when normalized, could be added to (Xi) , 
contrary to completeness. 

If dim H = 00, and (Xi) is a complete orthonormal set, then (Xi) is 
infinite. For, supposing (Xi) is finite, the closed linear subspace Ha which 
it generates is a proper subset of H, so that (by Lemma 4) there exists 
an element X fI. Ha, such that Xa .1 Ha, and this element (normalized) 
could be added to (Xi) contrary to completeness. 

Lemma 6 dimH < 00 <=> H is locally compact. For if 
dim H = n < 00, then H has the topology of ~2n. If dim H = 00, there 
exists an infinite orthonormal set (xa ). An c-sphere around 0 contains 

(~Xa), which have no limit point since II ~Xa - ~X.B II = ~ . V2. 

Definition A bounded linear functional on H is a linear function / : 
H ---+ C with the property that there exists a real number M, such that 

1/(x)1 ::; MlixlI, V X E H. 

Remarks 

(i) Note that / is continuous, for by linearity, 

I/(x) - /(y)1 = I/(x - y)1 ::; Mllx - yll · 

(ii) Let B be a Banach space. The dual space of B is the space of 
bounded linear functionals on B . 

(iii) Note that linearity together with continuity imply boundedness . 

(iv) Let a E H . Then / : X 1-+ (x, a) is a bounded linear functional. 

For /(axt +(3x2) = (axt +(3x2, a) = a(xt, a)+(3(x2' a) = a/(xt)+ 
f3/(X2), and If(x)1 = I(x, a)1 ::; lIall·llxll, V X E H (Schwarz) . 
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(v) Definition If Hi- 0, IIfll = !~~ I~~?I. 
f(x) = 0, V x => IIfli = 0, and conversely. 

Lemma 7 If f is a bounded linear functional on H, then there exits a 
unique element x· E H, such that f(x) = (x,x·), V x E H. 

Proof Uniqueness. If (x, x·) = (x, y.) for all x E H, then we take 
x = x· _yO , so that (x· -y., x*) = (x* -y*, yO), hence (x* _yO ,x*-y*) = 
Ilx* - Y*1I2 = 0, and x* = y*. 

Existence. If f = 0, take x· = 0. If f i- 0, then Ho = {y I fey) = O} 
del 

is a proper (closed, linear) subspace of H. By Lemma 4 there exists an 
Xl E Ht (with Xl :j:. 0), with IIxlll = 1. Take x· = f(xt) . Xl. 

(a) If x = ex·, then 

f(x) = ef(x*) = ef(f(xt),xt) = ef(xt}· f(xt} 

= (ef(xd' f(xt) · (Xl, xt) = (ef(xdxl, f(xt}xt) 

= (cx*, x*) = (x, x*) (since x = ex·) 

(b) If x E Ho, then f(x) = 0, and (x, x·) = 0, since Xl E Ht. Hence 
f(x) = (x, x·) = 0. 

(c) Every element x of H is of the form ex* + Xo with Xo E Ho. For 

if we take e = f(~!), then f(x - ex*) = 0, by linearity. Hence 

x - ex· E Ho, by the definition of Ho; and x = ex· + (x - ex·), 
where x - ex· E Ho. Because of (a) and (b) the lemma is proved. 

111.3 Bounded operators 

Definition An operator ( or bounded operator) is a linear transformation 
T : H --+ H, which satisfies the following condition of boundedness: 
there exists a real number M, such that 

IITxll $ M 'lIxll, V x E H . 
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IITxll 
Define, for H # 0, IITII = sup -11-1-1 . If Tx = 0, V x E H, then 

IIzll¢O x 
IITII =: O. An operator is continuous. For, if Xn - x, then IITxn -

Txll = IIT(xn - x)1I $ Mllxn - xll- O. Conversely, linearity together 
with continuity implies boundedness. 

Lemma 8 If T is an operator on H, H # 0, and M a non-negative real 
number, then the following four conditions are equivalent. 

(a) IITxll $ Mllxll, V x E H. 

(b) I(Tx, y)1 $ M '1Ixll'llyll, V x, y E H 

(c) IITxll $ M, V x E H, with Ilxll = 1. 

(d) I(Tx, y)1 $ M, V x, Y E H, such that IIxll = lIyll = 1. 

Proof (a) <==> (c), (b) <==> (d), and (a) <==> (b). 
Obviously we have: (a) ~ (c) and (b) ~ (d) 

If x # 0, (c) ~ (a), for IITxll = IIxll·IIT (11:11) II $ Mllxll· 
If x = 0, "(c) ~ (a)" is obvious. 
Similarly, if x # 0, y # 0, (d) :::::? (b), since 

I(Tx, y)1 = IIxli ' Ilyll (T (11:11' 11:11) ) $ Ilxll'lIyll' M. 

If x = 0, or y = 0, "(d) ~ (b)" is obvious. Hence we have (a) <==> 
(c) and (b) <==> (d). 

By Schwarz's inequality, we have 

I(Tx, y)1 $ IITxll' lIyll $ Mllxll· Ilyll. 
(a) 

hence (a) ~ (b). On the other hand, take y = Tx in (b). TheIi 

IITxW $ M ·llxll·IITxll. 
If Tx = 0, this is trivial. Otherwise, divide by IITxll. Hence (b) ~ (a) 

Remarks on Lemma 1 Note that II/II = Ilx·lI. We m.ay restrict 
ourselves to the case / # 0, so that x· # 0 (since (x,O) = 0). Then we 
have 

II/II = sup lJ(x)l = sup l(x,x·)1 < sup IIxll · lIx·1I = IIx·1I 
#0 IIxll #0 IIxll - #0 IIxll ' 
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so that 11/11 ~ IIx*lI; on the other hand, if H :j:. 0, 

I/(x)1 I(x, x*)1 (x*, x*) * 
11/11 = !~~ lj;jf = !~~ IIxil ~ IIx*II = IIx II, (one term with x = x' 

so that 11/11 ~ IIx* II· 

Definition Let T be an operator on H. The operator T* is said to be 
the adjoint operator of T, il for all x, Y E H, we have 

(Tx, y) = (x, T*y). 

Lemma 9 To each operator T on H, there exists a unique adjoint 
operator T*, and IIrl ~ IITII. 

Proof (1) For a fixed y E H, I : x t-+ (Tx,y), x E H, is a bounded 
linear functional. 

For, let Xl,X2 E H; 01,/3 E C. Then I(OtXl + /3x2) = (T(OtXl + 
/3x2), y) = (OtTXl +/3Tx2, y) = Ot(TX1' y)+f3(TX2, y) = Ot/(xt}+/3I(X2)' 
And for every x E H, we have 

I/(x)1 = I(Tx,y)1 ~ IITxll' IIyll ~ IITII· IIyll' IIxll, 
(Schwarz) 

where IITII· IIyll is a number independent of x. 
(2) By Lemma 7 there exists a unique element y* E H, such that 

I(x) = (Tx, y) = (x, yO), for all x E H. This implies that there exists a 
de! 

unique mapping T* : y t-+ T*y = y*, of H into H, such that (Tx, y) = 
(x, ry), for all x, y E H. 

(3) T* is linear. Let Yl, Y2 E H; 01, /3 E C. Then we have for all 
xE H, 

(x, T*(OtYl + /3Y2» = (Tx, OtYl + /3Y2) = a(Tx, yt} + 7J(Tx, Y2) 
de! 

Hence T*(OtYl + /3Y2) = OtT*Yl + /3T*Y2' 

= a(x, T*yt} + 7J(x, T*Y2) 
= (X, OtT*Yl + /3T*Y2)' 

[Note that (x, 0) = (x, O·x) = O·(x, x) = 0, and (0,0) = 0, and (x, y+z) = 
(y + z, x) = (y, x) + (z, x) = (x, y) + (x, z).] 

(4) T* is bounded. Let x, Y E H. Then (Tx, y) = (x, T*y). Set 
x = T*y. Then we have (TT*y,y) = (T*y,T*y) = IIT*yll2, while 



Hilbert spaces and the spectral theorem 75 

(TT*y, y) ~ IIT(T*y)11 . lIyll ~ IITII . IIT*yll . Ilyli. If T*y ::I 0, then 
this implies that IIT*yll ~ IITII · llyllj which holds trivially if T*y = O. 

Hence T* is a bounded operator, i.e. an operator and IIT*II ~ IITII· 

Remarks 

1. T** = T, since 

(x, (TTy) = (T*x, y) = (y, T-x) = (Ty, x) = (x, Ty), for x, y E H. 

2. IITII ~ liT-II, for, by Lemma 9, liT-II ~ IITII, hence II(T*)-II ~ 
liT-II. or IITII ~ liT-II by the above remark. Thus we have liT-II = 
IITII · 

3. (TI +T2)* = Ti +12j (AT)* = XT-, A E Cj (T1T2)- = T;Ti, where 
the 'product' TIT2 is defined as follows: TIT2 : x .......... TI(T2X), the 
'range' ofT2 being contained in the 'domain' ofT1 , and the domain 
of TI T2 is the same as the domain of T2. 

Lemma 10 Let HI and H2 be Hilbert spaces, and I(x, y) a bounded, 
semilinear functional on HI x H2 (i .e. linear in the variable "x" , and 
conjugate linear in the variable "y" with I/(x, y)1 :S M . IIxll . Ilyll for 
a real number M). Then there exists a unique linear transformation 
T : HI ---+ H 2 , such that 

I(x,y) = (Tx,y). 

Proof For every x E HI, we see that I(x, .) is a bounded, linear func
tional on H2• By Lemma 7, therefore, there exists a unique element 
z., E H 2, such that I(x , y) = (y, Z.,), 'rI y E H2, or I(x, y) = (Z." y) . 
Then T :x .......... z., is the sought transformation. 

Lemma 11 Let T be an operator on H . Then 

(Tx, x) = 0, 'rI x ¢::::> T = O. 

Proof Let a , b E Cj x , Y E H. We have the identity 

ab(Tx, y) + ab(Ty, x) = (T(ax + by), ax + by) -laI2(Tx, x) -IW(Ty, y) . 
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(If (Tz, z) = 0, V z, then (T(az + by), az + by) = 0]. Set a = b = 1. 
Then we have: 

(Tz, y) + (Ty, z) = 0; 

set a = i, b = 1. Then we have i(Tz, y) - i(Ty, z) = O. Hence 

2i(Tz, y) = O. 

The converse is trivial. 

Lemma 12 Let T be an operator on H. Then we have: 

T = T* <=> (Tz, x) real, for all z E H. 

Proof If T = T., then (Tz, z) = (x, T*x) = (z, Tz) = (Tz, z). On the 
other hand, if (Tz, z) is real, then 

(Tz,z) = (Tz,z) = (x,T*z) = (T*z,z), 

hence 
«T-T*)x,x)=O, Vx, i.e. T=T*. 

Definition An operator T on H is called: 

1. real, or self-adjoint, or Hermitian, or symmetric, if and only if 
T = T*. (i.e. (Tx, y) = (x, Ty), V x, y E H). 

2. positive, if and only if(Tz, x) ~ 0, V x E H. 

3. unitary, if and only if T maps H onto H, and IITzll = IIxli. [In 
the finite dimensional case, the "isometry" of T implies that it is 
onto.] 

4. a projector, if and only if T is real and idempotent, i.e. T2 = T = 
T*. [The zero operator 0 : z 1--+ 0, and the identity operator 
I : x 1--+ x are counted as projectors]. 

Remarks Let Ho be a subspace of H (i.e. a closed, linear subset). If 
z E H, then, by Theorem 1, we have z = Xo + Xl, Xo E Ho, Xl E Ht-, 
and the decomposition is unique. 

If we define Px = Xo, P is called the projection of H on Ho. It is 
actually a projector as defined in (4) above. 
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For y E Ho :=} P(y) = Y (since y = y + 0), so that P P(x) = 
P(xo) = Xo = P(x), and P is idempotent. Further, . P is symmetric. 
For (PXl,X2) = (Xl,PX2), V Xl,X2 E H, which can be seen as follows: 
Xl = Yl + z, say, and X2 = Y2 + Z2, where Yl,Y2 E Ho, and ZI,Z2 E Ht· 
Hence 

(PXl, X2) = (111, Y2 + Z2) = (Yl, Y2) + (~ 
::0 

= (Yl, Y2) 
= (Yl,Y2) + (~ 

::0 

= (Yl +ZI,Y2) = (Xl, PX2) . 

Conversely let P be a projector on H. Then Wp = {P(x) I x E H} is 
linear, since P is linear. Hence Wp is a subspace, say Ho. Then P is the 
projection of H on Ho. For we have x = Px + x - Px, V x E Hj and we 
have only to show that Px E Ho, x- Px E Ht-. Now (i) Px E Wp C Ho, 
V Xj and (ii) if Y E H, then (x - Px,Py) = (P(x - Px),y) = (Px
PPx,y) [since P is real and linear] = (Px - Px,y) = (O,y) = 0 [since 
P is idempotent]. Hence (x - Px) .1 Wp , (Py E Wp ), and therefore 
(x - Px) .1 Wp(= Ho). [Note that if yO E Ho, then 3 (Yn), Yn E Wp 3 
Yn --+ yO. Now (x - Px, y) = 0, V Y E Wp. Because of the continuity of 
( , ), it follows that '(x - Px, Yn) = 0, V n' :=} '(x - Px, yO) = 0']. 

Lemma 13 

(2) Let P be the projection of H on the subspace Ho. Then we have: 
"TP = PT" <=> "THo C Ho andTHt- C Ht-". 

(3) Let P and Ho be as in (2). Then we have 

TP = PTP <=> THo C Ho . 

(4) Let T be unitary, THo C Ho, T- 1 Ho C Ho (or T real). Then 
THt- C Ht-. 

Proof (1) We have (TIT2X, y) = (T2X, TiY) = (x, T2TiY), and T* IS 

unique for any T. 
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(3) If TP = PTP, and Xo E Ho, then we have Txo = TPxo = 
PTPxo = P(Txo), hence Txo E Ho, which implies that THo C Ho. 
Conversely, if THo C Ho, then T ~ E Ho, \:f x E H. Hence P(TPx) = 

eHo 
TPx, \:f x E H, or PTP = TP. 

(2) Let TP = PT. Then we have Tp2 = PTP, or TP = PTP, and 
by (3) we get: THo C Ho. 

Further PT P = p 2T = PT, so that T P = PT P = PT, and by 
taking the adjoints: (TP)* = (PTP)* = (PT)*, that is to say P*T* = 
(TP)* P* = P*T* P* = PT* P, (P real), = T* P*. Hence P*T* = 
PT* P = T* P*, or PT* = PT* P = T* P (p* = P), which by (3) implies ------that T* Ho C Ho. (they are, in fact, equivalent) 

Now THo C Ho <==> T* Her C Her. Since Tn = T and Herl. = Ho, 
to see this it suffices to prove that 

(t) THo C Ho :=} T* Her C Her· 

Let THo C Ho, and x E Ho, y E Her. Then we have (x, T*y) = (Tx, y) = 
0, \:f x E Ho (since Tx E Ho by hypothesis). Hence T*y E Her, and this 
holds for all y E Her, so that T* Her C Her. We have already seen that 
T* Ho C Ho. Hence (t) 

T* Ho C Ho <==> T** H6- C Her (Tn = T) 

(4) 'T unitary':=} 'IITxll = IIxll' <==> '(Tx,Ty) = (x,Y)'. 
[IITxll = IIxll:=} (Tx,Tx) = (x,x). Hence 

( Tx + y T X + y) _ (Tx - V T X - y) 
2' 2 2' 2 

= (x+y x+v) _ (x-v :..::J!.) 
2 ' 2 2 '2 . 

Hence Re(Tx, TV) = Re(x, V). Similarly (V - iV), Im(Tx, TV) = 
Im(x, V).] 

However, (Tx, TV) = (x, T*TV) = (x, V), so that (x, T*TV - V) = 0, 
\:f x,v E H. It follows that T*TV = V, or T*T = 1. Similarly TT* = 1. 
Hence T*T = TT* = 1, i.e. T* = T- 1. Thus 

"THo C Ho, T-1Ho C Ho" <==> "THo C Ho, T* Ho C Ho" 

<==> ''THo C Ho, THer C Her" 

(See above (3» . 
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If T is real, then T* = T, and the result follows from (t) above. 

Theorem 2 If T is a real operator on H, H =I- 0, then 

IITII = sup I(Tx,x)l· 
Ilxll=1 

Proof Let M = sup I(Tx, x)l. Then M ~ IITII. for 
IIxll=1 

I(Tx,x)1 ~ IITxll·llxll ~ IITII·llxW, hence sup I(Tx,x)1 ~ IITII· 
IIxll=1 

We have therefore only to show that IITII ~ M. By Lemma 8, it suffices 
to show that I(Tx,y)1 ~ M, V X,y E H such that IIxll = lIyll = 1. If 
(Tx, y) = 0, this is trivial. If (Tx, y) =I- 0, set 

I(Tx,y)1 
z = (Tx, y) . x. 

Then we have 

-- (I(TX,Y)I ) I(Tx,y)I--
(Tz, y) = (y, Tz) = y, (Tx, y) . Tx = (Tx, y) . (y, Tx) = I(Tx, y)\, 

and, since T = T* , 

(Ty, z) = (y, Tz) = (Tz, y) = I(Tx, y)l. 

Further, if z + y =I- 0, 

(T(z + y), z + y) = liz + yW (T (II;: ~II)' II;: ~II) 
or, I(T(z+y), z+y)1 ~ M ·lIz+yW, (by the definition of M). Similarly 

I(T(z - y),z - y)1 ~ M . liz - yW. 

Now 

(T(z + y), z + y) = (Tz, z) + (Tz, y) + (Ty, z) + (Ty, y), and 

(T(z - y), z - y) = (Tz, z) - (Tz, y) - (Ty, z) + (Ty, y), 

hence 

(T(z + y), z + y) - (T(z - y), z - y) = 2(Tz, y) + 2(Ty, z) 

= 41(Tx, y)1 (see above). 
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Thus 

41(Tx,y)1 :'S M(llz + yW + liz - yW) = 2M(llzll2 + IIYI12) (Lemma 2) 

or 

I(Tx,y)l:'S M (1I~12 + 1I~12) = M, for IIxll = lIyll = l. 

Thus IITII :'S M. 

Definition Let T be an operator on H. An eigenvalue of T is a complex 
number ~, such that there exists a non-zero x E H with Tx = ~x. x is 
then called an eigenvector of eigenvalue~. The set of all eigenvectors 
of eigenvalue ~ is a (closed, linear) subspace of H, called the eigenspact 
corresponding to ~, say H),. 

[H), is linear: XI,X2 E H),; a,j3 E C ==> aXI + j3x2 E H)" for 
T(axI + j3x2) = aTxI + j3Tx2 = a~xI + j3~x2 = ~(axI + j3x2), hence 
aXI + j3x2 E H).,. 

H)" is closed: H)., = H),. Let x E H),. Then 3 (xn) C H)." with 
Xn - x. Hence IITxn - Txll = IIT(xn - x)1I :'S Mllxn - xII- O. But 
TXn = ~xn, hence Tx = ~x, i.e. x E H),]. 

Remarks If T is a real operator, then (a) all eigenvalues of T are real, 
and (b) eigenvectors corresponding to distinct eigenvalues are "perpen
dicular". For X(x, x) = (x, ~x) = (x, Tx) = (Tx, x) = (~x, x) = ~(x, x), 
implying (a). (b) means that if Tx = ~x, Ty = ~y, ~ i= p, then 
(x, y) = O. This follows from: ~(x, y) = (~x, y) = (Tx, y) = (x, Ty) = 
(x,py) = p(x,y) (p is real by (a)) and ~ i= p, so that (x,y) = O. 

Definition Let (Hex) be a family of (closed, linear) subspaces of H. 
Then H is the direct sum of the Hex's, written H = El1ex Hex, if and only 
if each x E H is uniquely expressible as x = I>ex, with Xex E Hex. If 
H = HI ffiH2, HI and H2 are said to be complementary, in Hilbert space 
sense. 

Definition An operator T on H is completely continuous (or compact) 

if it carries the unit sphere (or, equivalently, any bounded subset of H) 
into a relatively compact set (i.e. a set whose closure is compact). 

[The image of any bounded sequence contains a convergent subse
quence]. 
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Remarks 

(1) All operators on En are compact. [A bounded set is carried into a 
bounded set, and in En all bounded sets are relatively compact]. 

E= <C. 

(2) If A is an unbounded, linear operator, then there exists a sequence 
(Zn) with Ilxnll = 1, and IIAznl1 > n, n = 1,2,3, .... The set 
(Zl,Z2, ... ) is bounded, and the image (Az 1 ,Az2 , •.. ) is not rela
tively compact, so that A is not compact. 

(3) Not all bounded linear operators are compact. If H is an infi
nite dimensional Hilbert space, then the identity operator is not 
compact. [There exist sets which are bounded but not relatively 
compact, e.g. the unit sphere. There exist infinite sequences of 
orthonormal functions which contain no convergent subsequences 
ein: 
tn=' n = 1,2, ... ]. 

v27r 

(4) If H is finite dimensional, then every bounded operator is compact, 
since every bounded set is relatively compact. 

(5) IfTI is compact, and Tz bounded, then TIT2 and T2TI are compact. 

(6) If T is compact, T* is compact. 

(7) If z(t) E L2 [a, b], -00 ~ a < b ~ +00; k(s, t) E L2 {(s, t) I a ~ 

s,t ~ b}; 

T : z(t) t--+ 1b k(s, t)z(s) ds; 

then T is (bounded, linear) compact 

IlIA The spectral theorem 

Theorem 3 (Spectral Theorem) 1fT is a real, completely continuous 
operator on H and (An) is the set of all eigenvalues of T, then 

1. for each £ > 0, there exist only finitely many An with IAnl > £, so 
the set (An) is countable, and An converges to 0; 

2. for each An #- 0, the corresponding eigenspace is finite dimensional; 
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3. if H>-. .. == Hn is the eigenspace which corresponds to .An, then H = 
EHn; 

4. If R is the closure of the image of T, then R = E H n over the n 
such that '.An f:. 0; 

5. an operator S on H commutes with T if and only if it leaves each 
eigenspace ofT invariant: S(Hn) C Hn for all n. 

Proof 

1. If .A and v are eigenvalues, with .A f:. 1', and 1..\1, II'I > ~ > 0, and 
x and yare the corresponding eigenvectors (normalized, so that 

Ilxll = Ilyll = 1), then 

IITx - Tyl12 = II.AX - p.yW = 1..\12 + 11'12 > 2~2, 

since T is real, and hence (by remarks (a) and (b) on p. 80) (x, y) = 
(y, z) = o. If there were infinitely many such eigenvalues, the 
corresponding eigenvectors would map into an infinite set of points 
in the image of the unit sphere having no limit point, contradicting 
the assumption that T be compact. 

2. Let .An f:. 0, and let Hn be the corresponding eigenspace. The set 
{Hn n {x IlIxll = I}} is bounded. If Z E Hn, then Tx = .AnX, and 
IIxll = 1 implies that lI.Anxll = I..\nl·llxll = l.Anl. Hence the above 
set maps into H n n {x I IIxll = I..\n I} which is relatively compact 
only if Hn is finite dimensional (cf. Remarks (3) and (4) on p. 81). 

3. Let T be real and compact, and T f:. O. Then the proof is in four 
steps. 

3(a). T has an eigenvalue.A f:. o. 
3(b) . Tx = Ek>'kPkZ, V x E H, where (>'k) are eigenvalues ofT, 

and (Pk) the Projections on the corresponding eigenspaces 
(Hk). i.e. IITx - E;=l ..\kPkXIl-+ 0, for n -+ 00. 

3(c) . 0 is an eigenvalue if and only if there exists x f:. 0, such that 
x 1. Hk. >'k f:. 0, k = 1,2, .. .. 



Hilbert spaces and the spectral theorem 83 

3(d). It follows from 3(c) that the eigenspace Ho corresponding 
to .the eigenvalue 0 is given by Ho = {x I x 1. H", k = 
1,2,3, ... }, and is the orthogonal complement of the subspace 
spanned as Hilbert space by HI, H2' ... , written as He} = 
LAk;fo Hk. 
Proof of (3) Introduce in Hk, k = 1,2, ... , an orthonormal 
basis: 

Rewrite this in a new notation as follows 

Since the spaces Hk, k = 1,2, ... are mutually orthogonal (see 
Remark (b), on p. 80, after Theorem 2), 

is an orthonormal set. It is complete if and only if 0 is not 
an eigenvalue of T. Hence, if 0 is not an eigenvalue of T, we 
have the Fourier expansion 

00 

x = L(x, en)en, x E H 
n=l 

which is unique. Here (x, en )en E H x n' say. This means 

H = L~=l Hk. 

If 0 is an eigenvalue, then H = H 0 + He}, where He} = 
VAk;fo Hk is a Hilbert space by 3(d). The restriction of T to 
this space has all its eigenvalues different from zero. Hence, 
as above, V Ak;fO Hk = L~=l Hk. That is to say, H = Ho + 
VAFI-O Hk, hence 

00 

x = LXk, 'V x E H, Xk E Hk, 
1:=0 

as claimed in (3). 

Now we have to prove 3(a), (b), (c) and (d). 
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Proof of 3(a) (Smithies) T ::f 0 ==:} IITII ::f O. Since T is 
real, by Theorem 2, 

sup I(Tx,x)1 = IITII· 
1Iz-1I=1 

It follows that either for M = IITII or for M = -IITII, or both, 
there exists a sequence {xn} of unit vectors (i.e. Xn E H, 
IIxnll = 1) with the property 

lim (Txn,xn) = M. 
n-oo 

Since T is completely continuous, there exists a convergent 
subsequence, which we can also denote by (xn), such that 
TXn - y. Since M ::f 0, it follows that y ::f O. 
We shall see that 

Ty = My. 

Now 

IITxn - MXnW = (Txn - Mxn, TXn - Mxn) 

Hence 

= (Txn, TXn - Mxn) - (Mxn, TXn - Mxn) 

= (Txn,Txn) - (Txn,Mxn) - (Mxn,Txn) 
+(Mxn, MXn) 

= IITxnl12 - M(Txn, xn) - M(xn, Txn) 
+M211xnW 

< 2M2 - 2M(Txn, xn) (Lemma 12) 

= 2M(M - (Txn,xn» - 0, as n - 00 . 

IITy-MYIi $ IITy-TTxnll+IITTxn-TMxnll+IITMxn-MYIi. 

Now 

IITy-TTxnll- 0, as n - 00, since T is continuous, and 

TXn - y, and IITTxn-TMxnll $ IITIHITxn-Mxnll- 0, 
since IITxn - MXnll- 0 as just seen, and IITII::f 0, and 

IITMxn - MYII = MIITxn - YII- 0 as n - 00 . 

It follows that Ty = My, i.e. M is an eigenvalue of T, M ::f O. 
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Proof of 3(b) Define the operators: 
n 

Bn = T- L).kPk, for n = 1,2, ... , 
del 1:=1 

with real coefficients. Bn is real; (finite linear 
combination of real operators with real coeffi-

(*) cients) Bn is compact; and Bn has the eigenvalues 
).n+l, ).n+2, ... , and none others which are differ
ent from zero. 

For, let). 1= 0, ). an eigenvalue of Bn. Then there exists a 
vector Z 1= 0, such that Bnz= ).z, Z E H. (t). Now we have 

Z = Yl + Y2 + ... + Yn + z, 

where Yl E HI, Y2 E H2, ... , Yn E Hn, and Z 1. Hk (k = 
1,2, ... ,n). And 

n n n 

= Tz+ LTYk - L).kPI:Z- L).kPkYk = Tz, 
k=1 k=1 k=1 

since TY/o = )./oY/o, )./oPkz = 0, P"y" = Yk. Hence, for k = 
1,2, ... , n, we have 

).(Yk,Yk) = ).(Yl+Y2+···+Yn+ Z,Yk) 
(since (Yk, z) = 0, and (Yk, Yj) = 0, for k :f:. j) 

).(z, Yk) = ().z, Yk) 

(Bnz, Yk) (by assumption) 

(Tz, Yk) (see above) 

= (z, TYk) (since T = T*) 

= (z, AkYk) = ).k(Z, Yk) = 0, since).1: is real. 

However, A 1= o. It follows therefore that YI: = 0, for k = 
1,2, ... ,n, hence Z = z (z 1= 0, since Z 1= 0), where z 1. Hk, 
k = 1,2, ... ,n (PkZ = 0, k = 1,2, ... ,n). 
Thus we have 

Tz = Bnz = Bnz = AZ, (see (t) above) 
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where z -I 0, and z 1. H A;, k = 1,2, ... , n . It follows that A is 
an eigenvalue of T, and A -I AA;, k = 1,2, ... , n, since z 1. Hk 
for k = 1,2, ... , n. 

On the other hand one sees that An+l' An+2' ... are eigen
values of Bn . [An+l is an eigenvalue of T, hence there exist 
Xn+l -I 0, such that TXn+1 = An+1Xn+l, and PkXn+l = 0, 
for k = 1,2, ... , n. Therefore BnXn+l = An+lXn+d. Thus 
the statement marked (*) above is proved. 

Now (Theorem 2 + Schwarz's inequality), 

[If T has only finitely many eigenvalues, then IIBnl1 = 0 for 
sufficiently large n]. Thus 

which proves 3(b). 

Proofof3(c) and (d) We have Tx = 0 <==:} EkAkPk(X) = 
o [by 3(b)]. But E AkPl;X = 0 ==:} Pi El; Al;Pl;X = 0 <==:} 

El; ).l;PjPl;X = 0, and PjPl;X = 0 for j -I k, and Pi = Pj 
(Remark (b), p. 80, after Theorem 2). Thus E Ak Pi PtX = 
o <==:} AjPi(x) = 0, and this holds for all j. But Ai -I 0, 
hence Pj(x) = 0, 't/ j . Thus 

L AtPiPk X = 0 <==:} Pt X = 0 for k = 1,2, ... 
k 

<==:} x 1. Ht, for k = 1,2, . . . 

which settles 3(c), from which 3(d) follows. 

4. If x = Ty, y E H, then, by 3(b), we have x = Ty = Et AkPk(y), 
obviously with At -10. Now Pk(y) is an element in Hk (finite di
mensional) with the basis vectors (ekj). Hence PkY = Lj (y, ekj )etj 
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(finite sum). Thus 

Z = Ty = L>'I:H:y = L >'I:(y, el:j )el:j 
k k,j 

L(y, >'kekj )el:j, since >'k is real 
k,j 

~)y, Tekj )ekj 
I:,j 

~(Ty,ekj)ekj, since T is real 
k,j 

~(x,ekj)el:j, since x = Ty by 
k,j assumption 

= L(x,en)en «x,en)en E Hk .. , say). 
n 

Hence R = L,xk;tO HI: . 

5. Let T be real and compact. Then, by the proof of 3(b), T = 
L >'kPk. If XI: E HI:, then TXI: = Lj >'j PjXk = >'I:Zk, and 

(i) 

On the other hand, 

(ii) 

and 

TS(Zk) = L >'j Pj(SXk), 
j 

(iii) PI:(SXI:) = SZI: <==> SXI: E HI:; V k. 

[For, Pk(SZk) = SXI: ==? SXk E Hk, otherwise SZk E Hi, i =/; Ie, 
so that Pk(SXI:) = 0, since Hi .1 Hj for i =/; j. Conversely, SXk E 

Hk ==? Pk(Sx/c) = SXk, by definition of Pkj. 

[Note: Tx = 0 <==> L >'/cP/cz = 0 (see Proof of 3(c) and (d» 

<==> P/cx = 0 <==> x .1 H/c, Ie = 1,2, ... ]. 
Hence 

00 

==? TS = ST on H = ~H/c. 
1:=1 
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While 

ST = TS on H", 'V k 2:: 1 =:} P,,(Sx,,) = SXk, 'V k 2:: 1, 
by (i) and (ii) 

~ Sx" E H", 'V k 2:: 1, 

where x" E H". 

This proves 5. 

Definition An operator T on H is said to be 

(i) positive if and only if (Tx, x) 2:: 0, 'V x E H, 

(ii) strictly positive if and only if (Tx, x) > 0, 'V x # O. 

Corollaries 

1. A completely continuous, real operator T is positive (strictly pos
itive) if and only if its eigenvalues are 2:: 0 (or> 0). 

For, if x E HA, the eigenspace corresponding to A, then 
(Tx,x) = (Ax,x) = A(x,x), and (x,x) 2:: 0 and, by Theorem 3, 
this can be extended to H. 

2. A completely continuous, real operator T which is positive (strictly 
positive) has a positive (strictly positive) square root ../T which is 
unique and commutes with it. 

For if we define VT on the eigenspace H n corresponding to 
the eigenvalue An by: VTx = Ax, and extend linearly, then 

(../T)2x = Tx on "LHn = H. 

3. If H is finite dimensional, and T is strictly positive, then T has an 
inverse. 

For if Al, A2' . .. ' An are the eigenvalues ofT, and H l , . . . , Hn 

the corresponding eigenspaces, we can define T-l x = A1n x on H n, 

and extend linearly. 

4. The spectral theorem for completely continuous real operators on 
a finite dimensional H amounts to the standard theorem that if A 
is a Hermitian matrix, then there exists a unitary matrix U, such 
that U AU- 1 is diagonal. 



IV. Compact groups and their 

representations 

IV.1 Equivalence of every finite-dimensional representation 
to a unitary representation 

Our aim is to prove the following results on finite-dimensional representa
tions of compact groups. We wish to show (1) that every representation 
is equivalent to a unitary representation (2) that every representation is 
completely reducible, (3) the orthogonality relations, and (4) the Peter
Weyl theorem. 

G will denote a topological group. If it is compact, it will be explic
itly so stated, in which case we normalize the Haar measure by taking 

fG 1 dx = 1. 
GL(n, q will denote (as in Ch. I, p. 5) the general linear group, 

with the topology given by considering its elements as coordinates in 
1R2n~. T L(V, n, C) = T L(n, C) will denote the group of non-singular 
linear transformations on an n-dimensional vector space V (over C), 
and U(H, n, C) = U(n, C) the group of unitary transformations on a 
Hilbert space H which contains a complete orthonormal set of power n 
(n is invariant, as can be proved). Here n is any cardinal number. 

The topology of TL(n, C). Let V be the vector space on which the 
transformations operate, and V· its dual. Define for each v E V and 
f E V· a complex-valued function g on T L( n, C) as follows: 

g(T) = f(Tv), TETL(n,C). 

The topology of T L( n, C) is that generated by all such g's, i.e. for each 
open set 0 in the complex plane, and each such g, we get a set E, where 

E = {T I g(T) EO)}, 

and we define the open sets of T L( n, C) to be all unions of finite inter
sections of such E's. This is the "coarsest" topology for which all the 
g's are continuous. 
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To know that representations by linear transformations and by ma
trices are essentially the same, one has to know that T L(n, C) and 
GL(n, C) are topologically isomorphic, i.e. there is an algebraic isomor
phism ofTL(n,C) onto GL(n,C), which is also a homeomorphism. [Let 
Vb V2,···, Vn any basis for V. 1fT is any linear transformation, associate 
with it a matrix F(T) = (tij(T» defined by TVj = Litij(T)Vi' Then 
F is an isomorphism onto. To see that it is a homeomorphism, ccnsider 
the functions tij(T). They are of the type used above in defining the 
topology of T L( n, C). For if It, 12, .. . .In is a dual basis to VI, V2, ... , Vn, 
then 

li(TVj) = Ii (~tA:j(T)Vk) = ~tkj(T)bki = tij(T). 

Every 9 of the form g(T) = I(Tv), lEV·, is a linear combination of 
the n2 tii'S since the /i's form a dual basis. It follows that the topology 
ofTL(n,C) is generated by the tii'S, which is the topology of GL(n, C).] 

A matrix M, and a linear transformation T, are said to correspond 
if M = (tij(T» for some basis in V. 

It can be proved that T L( n, C) is a topological group, which is topo
logically isomorphic to GL(n, C). 

The topology of U(n, C) is the topology generated by all functions of the 
form 

f(U) = (Ux,y), for x,yE H, U E U(n,C). 

If n is finite, then U(n,C) is a subgroup ofTL(n, C), where U(n,C) and 
T L( n, C) are transformations of the same space, and the topology of 
U(n,C) is that induced from TL(n, C), using the fact that every linear 
functional on H is given by an inner product. (cf. p. 72). 

Definition A finite dimensional representation of G by linear transfor
mations (or matrices) is a continuous homomorphism of G into TL(n, C) 
(or GL(n, C». The vector space on which TL(n,C) operates is the rep
resentation space; and n the degree, of the representation. 

Examples 

1. G = real numbers, q,(r) = (! ~) 



Compact groups and their representations 91 

2. G = real numbers, 4>(r) = ( ~ 
~ 

~ ~ ~) 
010 
r r 1 

3. G = GL(n,q, 4>(x) = (.ogl~etxl ~) 

4. G = group of matrices of the form x = ( A. 

Definition Let 4> and t/J be two finite dimensional representations of 
G by linear transformations. Then 4> and t/J are said to be equivalent, 

written 4> == t/J, if and only if there exists a linear isomorphism T of the 
representation space V of 4> onto the representation space W of t/J, such 
that 

4>(x) = T-1t/J(x)T, for all x E G. 

Two finite dimensional representations 4> and t/J of G by matrices are 
equivalent if and only if they have the same degree and there exists a 
non-singular matrix T of that degree such that 

4>(x) = T-1t/J(x)T, for all x E G. 

Lemma 1 Let H be a finite dimensional Hilbert space. (A finite 
dimensional vector space over C can be made into a Hilbert space). 
Let 4> be a representation of G by linear transformations on H. If 
k(x) = (4)(x)v,4>(x)w), for any V,w E H, x E G, then k is a contin
uous function on G. 

Proof Note that T --+ T* is a continuous automorphism of TL(n, q, 
since it is open ({T* I (Tv, w) E O} = {T* I (T*w, v) EO}, 0 open), 
and is its own inverse (T** = T). 

Further every step in 

T 1---+ (T, T) t-+ (T*, T) t-+ T* . T t-+ (T* . Tv, w) 
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is continuous, and (T·Tv, w) = (Tv, Tw). Hence T .- (Tv, Tw) is 
continuous. k is the composite of the continuous maps x .- ¢J(x), and 
T.- (Tv, Tw). 

Theorem 1 Every finite dimensional representation of a compact group 
G by linear transformations is equivalent to a unitary representation. 
(i.e. a representation by unitary transformations). 

Proof Let ¢J be the given representation, and V the representation 
space of ¢J (considered as a Hilbert space by choosing any inner prod
uct). We shall find an equivalent unitary representation t/J with the same 
representation space. 

Define a semi-bilinear functional on V by: 

f(v, w) = L (¢J(x)v, ¢J(x)w) dx, 

where V,W E V, x E G, dx = the Haar measure on G, <p(x) a linear 
transformation. 

By Lemma I, (¢J(x)v,¢J(x)w) is a continuous function on G, which 
is compact. By Lemma 10 of Chapter III on semi bilinear functionals, 
there exists a linear transformation Tl of V --+ V, such that 

(TIV,W) = f(v,w) = L(¢J(x)v,¢J(x)W) dx, 

and Tl is strictly positive, since 

(Tl v, v) = J 11¢J(x)vW dx > 0, if v f:. 0, 

since ¢J( x) has an inverse (non-singular). 

Now dim V = n < 00. Hence Tl has a strictly positive square root 
T, and T has an inverse (Corollary 3 to Theorem 3, Chapter III, p. 88). 

Define t/J(x) = T¢J(x)T-l. Then t/J is a representation, and t/J == ¢J. 

To show that t/J(y) is unitary'r/ y E G, note, first of all, that T is real 
[T strictly positive => (Tx, x) > 0, 'r/ x f:. 0, which implies that T is 
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real, cf. Lemma 12, Chapter III, p. 761. Hence 

(Tv, Tw) = (T2v, w) [(Tx, y) = (x, T*y) = (x, Ty)] 

x = Tv, y = w 

= (T1v,w) 

= J(~(x)v,~(x)w) dx 

and 

(tJI(y)v, tJI(y)w) = (T~(y)T-IV, T~(y)T-Iw), by definition of tJI; 

= J(~(x)~(Y)T-IV'~(X)tP(Y)T-IW) dx, by (*) 

= J(~(XY)T-IV'~(XY)T-Iw) dx 

= J (~(x)T-Iv, ~(X)T-Iw) dx 

(G compact ==> dx is right-invariant) 

= (TT-1v, TT-1w), by (*); 
(t) = (v, w). 

Remarks Every compact group of linear transformations on a finite 
dimensional vector space leaves a positive-definite semi-bilinear form in
variant. The inner product [ , 1 defined by [x, y] = (Tx, Ty) is such a 
form and the invariance is given by (t). 

IV.2 Complete reducibility 

Definition A set T of linear transformations of a finite dimensional 
vector space V is said to be (i) irreducible if and only if there exists 
no proper linear subspace of V which is invariant under all T E T; 
(ii) completely reducible if and only if for each linear subspace VI of V 
invariant under T, there exists a complementary invariant subspace V2 • 

A representation of G is irreducible, or completely reducible, if and 
only if its image is. These properties are invariant under equivalence of 
representations. 
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The corresponding formulation for matrices runs: a set of matrices 

M is said to be 

(i) irreducible if and only if it is not possible to put them simultane
ously (i.e. by taking each T into PTP- l with P fixed) into the 
form Do' 

* * 
(ii) completely reducible if and only if it is possible to put them simul

taneously into the form 

* o 

° * 
where each block is irreducible. 

Theorem 2 Every finite dimensional representation of a compact group 
G by linear transformations is completely reducible. 

Proof By Theorem 1 it is sufficient to prove this for unitary represen
tations. If a unitary transformation on a finite dimensional vector space 
leaves a linear subspace invariant, then it also leaves the orthogonal 
complement invariant. [Note that if the dimension is finite, isometry 
implies onto, so that THo C Ho ==> THo = Ho ==> THt = Ht . See 
Lemma 13, Ch. III, p. 77.] 

Definition If VI is an invariant subspace of V for the representation 
~ of G, and ~l the restriction of ~ to Vl , we call ~l the representation 

induced by ~ on Vl. A representation ~ is said to be the direct sum of the 
representations ~l' ~2, ... , ~n on subspaces Vl, ... , Vn of the representa
tion space V, if and only if (i) ~i is the representation induced by ~ on Vi 
(so that, in particular, Vi is invariant under ~), and (ii) V = VI $ ... $ Vn 
(a direct sum). 

Corollary to Theorem 2 Every finite dimensional representation of 
a compact G by linear transformations is a direct sum of irreducible 
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representations. 

Proof If q, is not irreducible, let Vi be an invariant subspace, and V2 

its invariant complementary subspace. Then q, is the direct sum of the 
representations it induces on Vi and V2. If these are not irreducible, they 
can be decomposed again. Since V is finite dimensional, this process 
must end. 

IV.3 Orthogonality relations 

Definition If q, is a finite dimensional representation of G by linear 
transformations on V, we define a family of functions on G, called the 
representation functions coming from q,. They are functions F of the 
form 

F(x) = I(q,(x)v), where x E G, v E V, lEV· (the dual of V). 

Note that 

1. Representation functions are continuous, for F is the composite of 
x t-+ q,(x) and T t-+ I(Tv). (where I is, by definition, continu
ous) 

2. If q, is a finite dimensional representation of G by linear transfor
mations, and q,' the corresponding representation by matrices (see 
pp. 89-90), then the family ofrepresentation functions coming from 
q, is the family of linear combinations of matrix coefficients of q,' . 

3. If q, and t/J are equivalent representations of G by linear transfor
mations, they have the same family of representation functions. 

[/(q,(x)v) = I(T-it/J(x)Tv) = I'(t/J(X)W), where w = Tv, and f'(w) = 
I(T-iw).] I E V·, I' E W·, v E V, wE W. 

Lemma 2 (Schur's lemma) Let V and V' be finite dimensional vector 
spaces, J and J' irreducible sets of linear transformations on V and V', 
and S a linear transformation of V into V', such that 

SJ :;: J'S. 

Then either S = 0, or V and V' have the same dimension, and S is an 
isomorphism onto. 
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Proof Let k be the kernel of S and I the image of S. Then I is invariant 
under J'. For, if x' E I, T' E J', then there exist x E V, and T E J, such 
that x' = Sx, and ST = T'S, hence T'x' = T'Sx = STx = S(Tx) E I. 
(since Tx E V). That is to say, x' E I ~ T'x' E I. 

Secondly K is invariant under J. For, if x E K, and T E J, there 
exists T' E J', such that ST = T'S, hence S(Tx) = T'(Sx) = T'(O) = 0 
(since Sx = 0 by definition of K). That is to say, x E K ==> S(Tx) = 0 
for T E J ~ Tx E K. 

But J and J' are irreducible, hence / = {OJ or V', and K = {OJ or 
V. If S i- 0, then Ii- {OJ, so that K i- V (for otherwise K = V, which 
implies that 1= to}), hence K = to} and I = V'. 

Corollary to Lemma 2 If J is an irreducible family of linear trans
formations on a finite dimensional vector space V over an algebraically 
closed field F, and S a linear transformation on V such that S J = J S, 
then S = >.I for some A E F. [Here I is the identity transformation]. 

Proof It is known that there exists a A E F such that S - AI has a non
zero kernel. [If M is a matrix associated with S, then A is an eigenvalue 
of M.] And J(S - >.I) = (S - >.I)J. Hence Lemma 2 gives: S - >.I = 0 
(since the kernel is V, i.e. (S - >.I)v = 0, V v E V). 

Theorem 3 (First half of the orthogonality relations) If q, and t/J are 
finite dimensional, inequivalent, irreducible, unitary representations of a 
compact group G, then all representation functions of q, are orthogonal 
to all representation functions of t/!. 

Proof The representation spaces V and Ware Hilbert spaces. Then for 
any representation functions Ft of q, and F2 of t/J, there exist v, v' E V 
and w, w' E W for which 

Ft(x) = (q,(x)v, v'), F2(X) = (t/!(x)w, w'). 

[F(x) = f(q,(x)v), x E G, v E V, f E V·. F is a bounded linear 
de, 

functional. By Lemma 7 of Chapter Ill, F(x) = (q,(x)v, v') for a v' E V]. 
We shall show that the semi-bilinear function f on V x W defined, 

for fixed v', w', by 

f(v, w) = j(q,(x)v, v')(t/J(x)w, w') dx, 
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vanishes. By Lemma 10, Chapter III, there exists a (unique) linear 
transformation T of V into W, such that 

f(v, w) = (Tv, w). 

However, for y E G, we have 

f(v, w) = f(4J(y)v, 1/I(Y)w) = (T4J(y)v,1/I(Y)w). 

[For 

/ (if>(x)if>(y)v, v')(if>(x)if>(y)w, WI) dx = / (if>(xy)v, v' )(1/I(xy)w, WI) dx 

= /(if>(t)v, v' )(1/I(t)w, WI) dt, 

because of the right-invariance of dt]. 

Hence we obtain: 

(T4J(y)v,1/I(Y)w) = (Tv, w). 

With 1/I(y-l)w in place of w, we get 

(T4J(y)v,w) = (Tv,1/I(y-l)W) = (tl'(y)Tv,w), 

since 1/1 is unitary (over C). It follows that 

Tif>(y) = 1/I(y)T, 't/ y E G; 

however if> and 1/1 are not equivalent; hence by Schur's lemma T = 0, 
which implies that (Tv, w) = 0 = f(v, w). 

Theorem 4 (Second half of the orthogonality relations) If if> is an 
irreducible, unitary representation, of degree n < 00, of a compact group 
G, and Fl , F2 are representation functions of if> defined by 

Fl(x) = (if>(x)v, v'), F2(x) = (if>(x)w, w'), 

then we have 

/
-1-

Fl (x)F2(x) dx = ;;(v,W)(V/,WI). 

Remark The corresponding relations for matrix coefficients can be 
obtained as follows: choose a complete orthonormal set Vl, V2, •.• , ton 
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in V, and define aij(z) = (4)(z)v,,Vj). Then by Lemma 1, aij(z) is 
continuous. Choose v = Vi, V' = Vj, W = Vk', w' = VI. Then 

j - 1 - 1 
aij(z)al:l(z) dz = -(Vi, Vl:)(Vj, VI) = bikbjl-. 

n n 

Proof of Theorem 4 Define! as in Theorem 3, with 4> in place of,p, 

(*) !(v,w) = j(4)(Z)V, v' )(4)(z)w, WI) dz. 

As before we get !(v, w) = (Tv, w) and 

(T4>(y) v, w) = (4)(y)T v, w), hence T4>(y) = 4>(y)T. --.....-- --.....--
By the Corollary to Schur's Lemma 2, T = >'1 for some constant >., 
hence 

(t) !(V,w) = >'(v,w). 

Now let V1,.'" Vn be an orthonormal basis in V. Then we have Vi(Z) =de/ 4> 
also as an orthonormal basis [4>(z) is unitary => (4)(Z)Vi,4>(Z)Vj) = 
(Vi' Vj), and 114>(z)Vill = II Vi 11]. Now choose v = W = Vi and sum from 
i = 1 to i = n. Then we get, from (*) and (t), 

(**) n>. = 1 f)Vi(Z),VI)(W/,Vi(Z» dz. 
G i=1 

Now w' = L:?=1(W/,Vi(Z»,Vi(Z), and v' = L:j=1(V/,Vj(z»,Vj(z), so 
that 

(w', v'); (t,(W" V,(Z)) v, (z), t,(V', VJ(Z»VJ(Z») . 

However Vi(Z) 1. Vj(z) for i =/: j. Hence 
n 

(w', v') = ~) w', Vi(Z» . 1 IVi(Z)1 12 . (v', Vi(Z», 
i=1 ~ 

and (**) gives 

n>. = fa (w', v') dz = (VI, WI), because of the normalization: fa dz = 1; 

or 
>. = (VI, VJ/)/n, 

which together wit.h (t) proves the theorem. 
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Characters Let.-P be a finite dimensional representation of G by linear 
transformations. Let V1, V2, ••• ,Vn be a basis for the representation space 
V. Let (tij(X» be the matrix associated with -p(x) by this basis. We 
define the character of -P to be the function F on G given by 

n 

F(x) = tr(tij(x» = ~tii(X), (tr = trace). 
i=1 

This definition is independent of the particular basis chosen. 

Remarks 

(1) Let -p, t/J be inequivalent, irreducible unitary representations of a 
compact group G. Then they have different characters. 

If F~, F", are the characters of -p, t/J, and (aij), (bij ) the asso
ciated matrices, with respect to an orthonormal basis, then 

f F~(x)F~(x) dx = f ~aii(x)ajj(x) dx (by defn.) 
JG JG i,j 

and 

1 ~ aii(x)aii(X) dx (orthogonality Th.4) 
G i 

1 
= n· - = 1, 

n 

J F~(x)F",(x) dx = 0 = J ~ aii(x)bjj(x) dx, 
(Th. 3) I,] 

[For Theorems 3 and 4 one needs the assumption that the repre
sentation is unitary. But Theorem 1 gives an equivalent represen
tation. If -P1 == -P2, then they have the same character] 

(2) -P is irreducible <=> J F~(x)· F,;(x) dx = 1. 

The implication from left to right follows from (1). On the other 
hand if -P is not irreducible, then -P = E7=1 -Pi, where n> 1, and 
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4Ji is irreducible. Hence F~ = E~=l Fi, and 

fa F~(z)F~(z) liz = ~ fa F~;(z)F~j(z) dz 
S,J 

n + ~ J F~;(z)F~j(z) dz 
S.,.J 

> n> 1. 

IV.4 The Peter-Weyl theorem 

Our aim is to prove the Peter- Weyl theorem in the following form. If 
G is compact, then every complex-valued continuous function on G is 

a uniform limit of finite linear combinations of representation functions 
from irreducible representations. For the proof we use the L2-algebra of 
G. 

By Theorem 12 of Chapter II we know that if G is compact, and 
f, 9 E L2(G). then the convolution of f with g, written 1* g, and defined 
by 

1* g(z) = fa I(y)g(y-l z) dy, 

exists everywhere, and is continuous, with 

II * g(z)1 ~ 1I111l ·lIglll· 
Since we have normalized the Haar measure "dy" by taking fG dy = 1, 
we also have 

III * gill ~ 11/112 ·lIgI12. 
We know that L2(G) is a Hilbert space; because G is com;>act, L2(G) 
is an associative algebra with the convolution as multiplication. But it 
does not contain G and does not have an identity (as compared with 
the group algebra of a finite group). But it does have "approximate" 
identities. 

Definition Let! > 0, IE L2(G). An element 6 E L2(G) is an apprlJX
imate identity lor I with respect to !, if and only if 

III * 6 - III <!, and 116 * I - III <!. (Here 11·11 = 11·112)· 

Theorem 5 IfG is compact,! > 0, and /t,/2, ... ,/n E L2(G), then 
there exists a right approximate identity of all the Ii with respect to !. 
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That is to say, there exists 6 E Co(G), such that 

II/i*6-/ill<t, i=1,2, ... ,n. 

Further, if Ii E Co(G), 6 can be so chosen that 

Proof Suppose, to begin with, that Ii E Co(G). Let Vi be an "t

uniformity neighbourhood" of e. [By Lemma 17, Remark 1, of Chap
ter II, p. 60, there exists a neighbourhood Va of e, such that I/i(zt) -
b(z)1 < t for t E Va and V z E G] Choose 6 E Co(G), such that 

n 

(i) 6 ~ 0; (ii) L 6 dz = 1; (iii) 8(6) c !J Va, 

where 8(6) is the support of 6, and Va is symmetric for all i = 1,2, ... , n. 
[6 does not depend on Il We then have 

(*) II/i*6-/ill~ = 111 li(zy-l)6(y) dY-/i(Z)r dz 

= 111 li(zy- 1)6(y) dy - 1Ii (z)6(y) dyr dz 

16(Y) dy = 1 

= f If(Ii(Zy-l) - li(z»6(y) dyr dz 

$ f [f Ili(zy-l) - li(Z)I· 6(y) dyr dz 

$ f [t f 6(y) dyr dz = tP• 

Next, we suppose that I E L2(G). Let (In) be a sequence in Co(G) such 
that In - I (in L2 ) [Theorem 6, Chapter II, p. 46], and (6n ) a sequence 
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in Co(G), such that IIln *on - In II < .!., Ilonll = 1 (see (*) above). Then 
n 

III * On - 1112 < 11(1 - In) * On 112 + IIln * On - In 112 + IIln - 1112 

< 
1 

III - In 112 . lion lit + - + en 
n 

[Theorem 11, Chapter II, p. 62 

--+ 0, as n --+ 00 III * gll2 ::5 11/112 . IIgllt]· 
This can also be done for finitely many !,s. 

Lemma 3 Let G be compact, and I, 9 E L2 ( G). Then ,*g is continuous, 
and I/*g(z)l::5 11/112· IIg II 2 (byTh.12, Ch. II, p. 63). Hence, if In --+ I 
in L2, and gn --+ 9 in L2, then In * gn ~ 1* g. (~ indicates uniform 
convergence pointwise). 

For 

II * g(z) - In * gn(z)1 < 1(1 - In) * g(x)1 + lIn * (g - gn)(x)1 

::5 III - In II . IIgil + II In II ·lIg - gnl!' 

by the first part. 

Definition Let G be compact. For each I E L 2(G), we define the 
operator £, (of" left multiplication by f") by: 

£,(g) = 1* g, 9 E L2(G). 

[£, exists by Th. 12, Ch. II, p. 63]. 

Theorem 6 £, is bounded, and completely continuous (or, compact) 
for each IE L2(G) (where G is compact). 

Proof That £, is bounded follows from the fact that 

II£,(g)II ::5 11/112· IIgll2 (Th. 12, Chapter II, p. 63) and m(G) = 1. 

For the proof that £, is completely continuous, we need the following 
two properties: 

(A) If I is fixed, and (go) is any bounded set in L2(G), then the set 
(I * go) is equicontinuous. [If C( G) denotes the set of all continuous 
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functions on a compact group G, and E is a subset of C(G), then 
E is said to be equicontinuous if and only if for every c > 0 there 
exists a neighbourhood V of e, such that I/(x) - l(y)1 < c, for 
xy-I E V, and 'V I E E.] 

(B) Every infinite, uniformly bounded, equicontinuous family E of 
complex-valued functions on a compact Hausdorff space contains 
a uniformly convergent sequence. 

If (A) and (B) hold, it follows that the image, under .e/, of any 
bounded sequence (go) in L2(G) always contains a convergent subse
quence, [the image is (I * go)], hence .e I is completely continuous (cf. 
Ch. III, p. 80). 

Proof of Proposition (A) To begin with, let I, 9 E Co(G). Then 

(t) II * g(x) - 1* g(y)1 ~ / I/(xz- 1) - I(yz-l )1·lg(z)1 dz 

~ (/I/(xz-1) _ l(yz-I)1 2dz jl9(zWdZ y/2 

~ (/ I/(xz) _ l(yzW dZ) 1/2 .lIgll 

(G compact) 

= I!/., - 11I1I·lIglI, where I.,(z) = I(xz). 

Remark [In Chapter III we defined I * g( x) = I f(y )g(y-I x) dy. But 
II(xy-l)g(y) dy = II(z)g(Z-I X ) d(z-lx) = II(z)g(z-l x ) dz- I = 
J I(z)g(z-lx) dz, since G is uni-modular]. 

Now let I,g E L2(G). Then there exist sequences (In), (gn) C Co(G) 
such that In ~ I in L 2 , and gn ~ gin L2 , and 

Since (In)., ~ I., as n ~ 00, we have 

II * g(x) - 1* g(y)1 ~ III., - 11I1I·lIgll· 

[By Lemma 3, In * gn :4 1* g]. If x ~ y, then xy-I ~ e, and we 
know from Theorem 10 of Chapter II that III., - 11111 ~ O. Hence 

II * go(x) - 1* go(y)1 ~ III., - 11I1I·lIgolI ~ Mill., - 11111 < c, 
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for xy-I E V(e), and 'f/ 0'. 

Proof of Proposition (8) [Ref. Chevalley's Lie Groups I, pp. 204-205; 
Pontrjagin, Th. 19] A different proof from theirs is as follows. 

Let M be a uniform bound for all fEE. Let P be the product 
space of a set of closed balls Sz of radius M indexed by the points of 
G. Every function fEE defines a point in P, namely the point whose 
xth coordinate is f(x), and since P is compact, by Tychonoff's theorem, 
there is a limit point fa in P of f's in E. fa is a complex-valued function 
on G with Ifo(x)1 ~ M. We shall see that fa is continuous, and is the 
uniform limit of a sequence in E. 

The topology of P for which Tychonoff's theorem holds is given 
as follows: if f is a point in P, i.e. f(x) E Sz, XI,X2, •. . ,Zn are 
indices, and N I , N2 , •.. , Nn are neighbourhoods of f(zt}, ... , f(xn) in 
Sz" Sz) , ... ,Sz" respectively, then the set of points g E P such that 
g(Xi) E Ni, i = 1, ... , n, is a neighbourhood of fin P. In this proof we 
take Ni to be a sphere of radius Ci > O. 

To prove that fa · is uniformly continuous, for any C > 0, we take a 
neighbourhood V of e, such that 

(i) 

(ii) 

(iii) 

If(x) - f(y)1 <~, for x, y with xy-I E V, 

and for all 1 E E (by the assumption of equicontinuity). We shall 
show that this is an c-uniformity neighbourhood of e for fa. 

Let z and y be such that zy-I E V, and let N be the neigh
bourhood of fa in P defined by (the set of g's such that) 

c 
Ig(x) - 10(z)1 < 3' 

c 
Ig(y) - fo(y)1 < 3' 

(z instead ·of Z1l and 

y instead of X2) 

and let f be a function in NnE (such an I exists since 10 is a 
limit point). Then we have, by (i), (ii) and (iii), 

(iv) I/o(z) - 10(y)1 ~ I/o(z) - I(x)\ + I/(x) - l(y)1 + I/(y) - I(yo)\ < 
c, for xy-I E V. 

Hence 10 is uniformly continuous. 
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To show that 10 is the uniform limit of a sequence in E, let V be 
a neighbourhood of e, such that if zy-l E V, then 

(i) I/(z) - l(y)1 <~, for all lEE 

and 

(iv) 
f: 

I/o(z) - 10(y)1 < 3· 

From the set of all Vs- for z E G, choose a finite subset 
VZ}, ... , VZn which covers (the compact) G, and a neighbourhood 
NO of 10 in P such that 

(v) Ig(zd - 10(zi)1 < i, for i = 1,2, .. . , n and for all 9 E NO . 

There exists an I E NO n E (since 10 is a limit point), i.e. I is 
such a "g"; and 

Given z E G, there exists a VZj such that Z E VZj <=> zZi 1 E V. 

Hence by (iv), with y = Zj, we have I/o(z) - 10(zi)1 < i. By (v) 

with 9 = 1 we have I/(zi) - lo(zi) < ~. By (i) with y = Zi, we 
f: 

have I/(Zj) - l(z)1 < 3. Hence 

I/o(z) - l(z)1 < f:, Z E VZj. 

Given a sequence (f:n ), f:n > 0, f:n --+ 0 as n --+ 00, there exists 
a sequence I(n)(z) (in E) such that 

I/o(z) - JCn)(z)1 < f:n --+ 0 as n --+ 00. 

Uniformity of convergence follows since there are only finitely many 
V z;'s which cover G. 

Adjoint function If G is compact, IE Co(G), the adjoint function of 
I is the function in Co( G) defined by 

I*(z) = l(z-I), Z E G. 

(Since G is compact, we have 11/11 = 111* II) 
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If IE L2(G), and In E Co(G) such that In - I in L2-norm, then 
define 

f* = .Jim I~· 
In Ll 

This definition is independent of the sequence Un). For 

(i) II/~ - 1';'11 = II/n - ImlL and since In - I in L2 norm, it follows 
that U~) is a Cauchy sequence in L 2 , hence r exists; and 

(ii) 111*11 = limll/~1I = lim II In II = 11111, and 
de, 

(iii) II/~ - g~1I = II/n - gnll- 0, ifgn -- I in L2 , gn E Co(G), hence 

IIJ*-g~II~IIf*-/~II+II/~-g~II--O, so that f*= .Jim g~. 
(In L,) 

Definition IE L2(G) is called self-adjoint if 1= r. 
Lemma 4 We have 

C r = (C f )* ; (assuming that G is compact) 

hence, if I = r, then C f is a real operator. 

Proof Since G is compact, we have 

Cr(g)(y) = U * g)(y) = fa f*(yt-l)g(t) dt. 

By the definition of Cj, we have 

(i) 

where 

(C,g, h) = J h(x) (J I(xy-l)g(y) dY) dx 

= J g(y) (J I(xy-l)h(x) dX) dy 

= (g, H), say, 

(ii) where H(y) = J I(xy-l )h(x) dx 

or H(y) = J I(xy-l )h(x) dx 
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But J*(t) = f(t-l), hence 

H(y) = J J*(yx-1)h(x) dx 

= Cj(h)(y), because of (i) and (ii). 

But, by definition, Cr(h)(y) = J J*(yx-1)h(x) dx . It follows that 

Cr(h) = Cj(h). 

Remark If T is any operator on a Hilbert space H, wecan write 

. T + yo . ( 1 (T T.)) T = Tl + tT2 = --2- + 1 2i - , 

where Tl and T2 are self-adjoint. 
Similarly we can write a function f E L2(G) as 

f = It + ih = f ~ J* + i (;/f - J*)) 

where It and h are self-adjoint. 

Definition The right regular representation is the representation R, 
with the representation space L2(G), and R(x)f = r, x E G, that is to 
say 

(R(x)J)(y) = r(y) = f(yx) . 

The representation functions F: F(x) = (/"',g), f,g E L2(G), x E 
G, of R are continuous, since x --+ r is continuous, and f>--+ (/, g) is 
continuous. [Theorem 10, Chapter II; p. 69, Chapter III, see (*)] 

[The topology of U(n, q is generated by the functions of the form 
f(U) = (U x, y) , x. y E H (a Hilbert space), U E Urn, q, dim II = n seE' 
p . 90.] 

If E is an open set in Urn, C), we may take it to be of the form 

E = {T I (Tf, g) EO}, where 0 is an open set in C, and f, 9 E L2(G). 

Then we have 

Hence the continuity of F implies the continuity of R. 
[Note that Tf = r, (Tf,g) = (r,g) = F(x); and R(x) is a unitary 

operator, since IIR(x)f(y)1I = IIf(yxHi = IIf(y)11 and R(x)-I = R(x-')]. 
- - -
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We shall now consider finite dimensional representations obtained 
by restricting R to finite dimensional invariant subspaces. We shall see 
that the eigenspaces of the operator C" for sell-adjoint I E L2(G), 
are invariant under R, and linear combinations of the corresponding 
representation functions approximate I, leading to the proof of the Peter
Weyl theorem. 

Lemma 5 If G is compact, and R is the right regular representation of 
G, then R(x) commutes with C, for all x E G, IE L2(G). 

Proof Let I,g E Co(G). Then 

C,R(x)g(z) = r R(x)g(z) = J I(zy-l)g(yx) dy, 

while 

R(x)C,(g)(z) = C,g(zx) 

= (I*g)(z:z:) 

= J I(zxy-l)g(y) dy (y - yx) 

= J I(zy-l)g(yx) dy. 

Hence £,R(x) = R(x)£, on Co(G), which implies that 
@ C,R(x)g(z) = R(x)C,g(z) for all 9 E L2(G), provided that 

IE Co(G). (because R as well as C, are continuous). 

Finally, if IE L2(G), there exists (In) C Co(G), such that In - I 
in L2-norm, hence £, .. (g) - C,(g) for 9 E L2 , and 

C,R(x)g = lim C, .. R(x)g 
n-oo 

= lim R(x)C, .. (g), [since In E Co(G) 
n-oo 

= R(x)C,(g) 
since R is continuous. 

and @ above] 

Theorem 7 (Peter-Weyl, 1927) If G is a compact, topological group, 
R its right regular representation, I any self-adjoint element of L2(G), 
(~i) the non-zero eigenvalues of C" and Hi the corresponding eigenspaces, 
then 
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(1) Each Hi is a finite dimensional invariant subspace of R = (R(z) 
for all z E G), and is also invariant under right-multiplication * by 
any 9 E L2(G) [i.e. Hi is a right ideal in the L2-algebra]. 

(2) If Ri is the representation of G induced on Hi by R, then each 
eigenfunction of eigenvalue Ai is a representation function of Ri. 

(3) f is an Lrlimit of finite linear combinations of representations 
functions from the Ri. 

(4) If f E Co(G) then f is a uniform limit of finite linear combinations 
of representation functions from the Ri. 

Proof 

(1) By Theorem 3 of Chapter III, p. 81, parts 2 and 5, Hi is finite 
dimensional, and Hi is invariant for all R(z). [Note that T = C, 
in Theorem 3, Ch. III, since C, is real and compact and C,R(z) = 
R(z)C, by Lemma 5 just proved.]. 

Next, let h E Hi. Then h * 9 E Hi, for all 9 E L2(G). For 
C,h = Aih ==> (J * h) = Aih ==> (J * h) * 9 = Ai(h * g). However, 
(J * h) * 9 = f * (h * g) = C,(h * g). Hence C,(h * g) = Ai(h * g). 
Thus h*g E Hi . 

(2) The representation functions of Ri are all the functions of the form 

tjJ(z) = (R(z)h, k), for h, k E Hi . 

In order to show that each hE Hi is of this form, choose a complete 
orthonormal set (k1 , • • • , kn ) in Hi. Then we have 

R(z)h = ~)R(z)h, ki)ki . (finite Fourier expansion) 

In particular, 

R(z)h(e) = 2)R(z)h, ki)ki(e) 

= (R(z)h, L ki(e)ki) . 

But R(z)h(e) = h(ez) = h(z), hence 

h(z) = (R(z)h'Lki(e)ki) ' 

so that h( z) is a representation function of Ri. 
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(3) By part 3 of Theorem 3, Chapter III, every element in the image 
of £" i.e. every 1* 9 for 9 E L2(G), is an L2-limit of finite linear 
combinations of eigenfunctions of £" hence (by (2) just proved) 
of representation functions of the Ri 's. 

Let 8n E Co(G) be a right approximate identity of I with respect 

to ~, and 2::'::1 ci hi a finite linear combination of eigen-functions, 

(N depends on n) such that 

Then 

2 < - ---+ 0 as n ---+ (X) 

n 

(4) Let I E Co(G), and (In) a sequence of representation functions 
such that In ---+ I in L2 (by (3) just proved), and (8n) C Co(G) a 
sequence such that 

1 111* 8n - 11100 < -. (Theorem 5) 
n 

Then In * 8n is a representation function, for In = 2:;:'1 cihi, 
ci E C, hi E Hi. By (1) above, hi E Hi => hi * 8n E Hi. Hence 
In * 8n is a finite linear combination of representation functions of 
the Ri. 

Secondly In * 8n :::t I (uniform convergence pointwise). For 

In * 8n - I = (In - f) * 8n + (I * 8n) - f. By Theorem 5 we 

have III * 8n - 11100 < .!... Given (In) such that IIln - III ---. 0, 
n 

t: t: 
choose a subsequence Ink' such that II! - Ink II < -- --118n ll - Mn' 
say. (11112). Then Ink * 8n :::t I, for 
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IJ fnk(Xy-l)8n(y) dy- J f(x)8n(y) dyl 

= IJ {/nk(Xy-l) - f(x)}8n(y) dyl 

< (J Ifnk(Xy- 1 ) - f(xW dY) 1/2 (J 8~(y) dY) 1/2 

A Corollary to Theorem 7 is the following: 

Theorem 8 A compact Lie group G has at least one faithful represen
tation . 

For the proof we assume known the following (Chevalley, p. 193). 

Proposition If G is a compact Lie group, there exists a representation 
¢ such that the kernel of ¢ is contained in the kernel of every represen
tation . 

Proof of Th. 8 Let. f E Co(G), with f(x) 1= f(e), x 1= e. (Such an 
f exists by Urysohn's lemma]. By Theorem 7, f can be uniformly ap
proximated by (linear combination", of) representation functions. Hence 
there exists a representation function F, such that F(x) 1= F(e) . 

By the Proposition, if ¢(x) = ¢(e) = I, the identity transformation, 
then 1/;( x) = 1/;( e) for every representation 1/;, which contradicts F( x) 1= 
F(e). Hence ¢(x) 1= ¢(e) if x 1= e, and ¢ is faithful. 

IV.5 Harald Bohr's Almost Periodic Functions 

Let f be a complex-valued, continuous function on !Rl. Given C > 0, 
the real number r = r(c) = rJ(c) is called a translation number of f 
corresponding to c, if we have 

If(x + r) - f(x)1 ::; c 

for all x E !Rl ' The function f is said to be almost periodic (in the sense 
of Bohr) if given c > 0 there exists a lengt.h L, such that each interval 
(= open interval) of length L contains at least one transl,ation number 
r(c). 

It is a basic theorem of Bohr that if f is almost periodic, then 
f(x) can be uniformly approximated by exponential sums of the form 
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2:}=1 cjeiAjZ , where Cj is complex, Aj is real, and -00 < z < 00. It can 
be shown that Bohr's theorem is a consequence of the Peter-Weyl theo
rem. For that purpose it is convenient to use an alternative definition of 
an almost periodic function, due to S. Bochner, which results from his 
theorem that a function f is almost periodic if and only if the set (of 
its translates) H = {/(t + an, -00 < t < 00, a real, is relatively com
pact; that is to say, every sequence in H contains a uniformly convergent 
subsequence. 

For let G be the set of uniform limits of functions in H (i.e. limits of 
uniformly convergent sequences from H). Then G = H, which is to say 
that H is dense in G. Now G is compact (as a topological space, with 
the topology of uniform convergence), and G has a countable base. We 
can make G a group relative to an operation of addition ED defined as 
follows: 

f(t + a') ED f(t + a") = f(t + a' + a") 
del 

(E H). 

This definition can be extended uniquely to all of G by continuity. Thus 
G is compact, and abelian, and has a countable base. 

If ~ is an orthogonal set of continuous functions on a compact group 
with a countable base, then ~ is countable. 

Let ~' be the set of characters of all inequivalent irreducible repre
sentations of G. Since~' is an orthonormal set of functions on G, it 
follows that ~' is countable. [Equivalent representations have the same 
character]. 

Hence G has countably many representations: ¢1, ¢2,···, ¢n' .... 
Since G is abelian, all irreducible representations are of degree l. 

(The corresponding matrices are commutative, therefore of the form AI, 
where A is complex, and I is the unit matrix. But the matrices are 
irreducible, hence the degree is 1, and each matrix is a complex number). 
If ¢ is a representation, and z E G, then ¢(z) = x(z) (character). If 
we consider equivalence-classes of representations, we may assume that 
they are unitary, hence Ix(z)1 = l. 

It follows that ¢n is a continuous homomorphism of G into the mul
tiplicative group of complex numbers z with Izl = l. 

[z E H =? x = f(t + a) = x(a) E H. Now x(a) is a continuous 
deJ 

function of a, and x( a')+z( a") = x( a' +all ) by the definition given above. 
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Hence 4>n(x(a' + a"» = 4>n(x(a'» + 4>n(x(a"», and 4>n(x(a» = ei>' .. Il, 

An real.]. 
For x(a) E H, define f'(x) == f'(x(a» = f(a), and extend the defini

tion, by continuity, to G. Then f' is continuolls on G (with the strong 
topology). [x -- Xo implies that lim sup If(t + x) - f(t + xo)1 = 0] . 

"'-"'0 telll 
By the theorem of Peter-Weyl, we can uniformly approximate f' by 

linear forms of representation functions. 
On H we therefore have an approximation of f(a) by linear forms of 

4>n(x(a» = ei>. .. Il, n = 1,2,3, .... [In the old notation: (R(x)h,k), hE 
Hi, k E Hi, with R(x) = a(x), where la(x)1 = 1, leads to (R(x)h,k) = 
a(x)(h, k) = ce i >. .. ",]. 

IV.6 Statement of Hilbert's Fifth Problem 

Let En denote the n-dimensional Euclidean space with n real coordi
nates. 

After L.E.J. Brouwer, one knows that an open set in Em cannot be 
homeomorphic to an open set in En for m ::f n. (n is a topological 
invariant, the dimension). 

Let T be a topological space. Then T is locally Euclidean if and 
only if pET implies that there exists a neighbourhood Up of p which 
is homeomorphic to an open set in En; the neighbourhood is called a 
coordinate neighbourhood. For example, open subsets of En are locally 
Euclidean. 

A locally Euclidean, Hausdorff space, which is connected, is called a 
manifold. [If MeT, then M is connected if and only if (M = AU B, 

A and B relatively open, A ::f 0, B ::f 0, imply that An B ::f 0). This is 
equivalent to saying that (A c M, A is relatively open, A is relatively 
closed, imply that A = M or A = 0). 

Let T be a manifold. It is called a real analytic manifold (or has 
a real analytic structure) if there exists a covering of T by coordinate 
neighbourhoods such that for any two overlapping neighbourhoods the 
coordinate transformation, in both directions, is given by n real analytic 

functions (i.e . power series) 

[p E T; 3 4>(p) E En, 4>(p) = (!t(p), !2(p), ... , fn(P». Let 2t(p) = the 
class of all real-valued functions defined on the neighbourhoods of p, with 
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the property that they are real analytic functions of f1 ' 12, ... ,fn in a 
neighbourhood of p. Each function in 21( P) is defined in a neighbourhood 
of p.] 

One defines analogously a complex analytic manifold, and a complex 

analytic structure. Every complex analytic manifold is automatically 
real analytic but not conversely. 

The union of connected sets is again connected provided that every 
two of them have points in common. To any x E T (a topological space) 
there exists a maximal, connected subset M of T which contains x. The 

maximal connected subsets of T are called components. [The closure of 
a component is connected, therefore the component is closed) . 

Let G be a topological group, and e the identity element. Let Go be 
the component of e. Then Go is a closed, invariant, subgroup. [gGO = 
GOg, g E G. Ref. Montgomery and Zippin]. 

A topological group G is called a (real or complex) Lie group if the 
component of the identity is open, and has an (real or complex) analytic 
structure, such that the coordinates of z = xy are (real or complex) 
analytic functions of the coordinates of x and y, and the coordinates of 
z-l are (real or complex) analytic functions of the coordinates of z. 

If G is a compact Lie group, there exists a representation <P of G, such 
that the kernel of t/> is contained in the kernel of every representation. 
(Chevalley, Vol. J). 

Every locally Euclidean group is isomorphic (group isomorphism and 
homeomorphism of the space) to a Lie group (Hilbert's Fifth Problem, 
1900). [Proved by D. Montgomery, L. Zippin and A. Gleason, 1952-53.). 
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