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Preface

The aim of this book is to open up new research areas in automatic control
engineering for crop production systems in horticulture and agriculture and to
explain the principal ideas of advanced automatic control in plant production to
engineers, plant scientists, agronomists, and horticulturists.

This book had its beginnings in the IFAC/ISHS Workshop on Mathematical
and Control Application in Agriculture and Horticulture, which was held be-
tween September 30 and October 3, 1991 in Matsuyama, Japan. This workshop
was unique in that it was an international meeting sponsored by two major
international academic organizations dealing with completely different fields of
study, i.e., the International Federation of Automatic Control (IFAC) and the
International Society for Horticultural Science (ISHS). This shows that a new
interdisciplinary study has begun to emerge in recent years, and this meeting
had a significant role in forming a framework for a new research area in the
“new” agriculture and horticulture. The workshop brought together scientists
from laboratories in various countries to exchange information about control
applications in horticulture and agriculture and to discuss new problems and
new technology to solve them.

This book expands upon results obtained in the workshop and provides
generalized applications of the topic discussed. In addition, chapters in the book
include reviews of related topics. Thus the book is of interest not only to spe-
cialists in control engineering but to students who may be interested in learning
the history of the development of control applications in agriculture. It should
also be of interest to plant scientists who are working toward practical applica-
tions of the techniques for crop management that are described in the book.

Furthermore, the book addresses mathematical applications, control engi-
neering and information science in relation to a wide range of issues in agricul-
tural and horticultural science, including the use of computers and related topics
in plant sciences. Control applications in the production of horticultural crops
in greenhouses is a particular focus. Control and automation in this industry
have close parailels with process and factory automation in the manufacturing
industries.

In Section 1, fundamental engineering concepts of system, modelling,
identification and control for agricultural systems are introduced. Further, such
ideas are applied to the field of biotechnology.

ix



X Preface

The most widely-used practical applications for engineering concepts in
agriculture involve optimal control. Thus, optimal control and its applications
are discussed in Section 2.

Although sophisticated high technology has not yet been used in practical
agricultural production, several attempts have been made in recent years by
using computers for artificial intelligence. An idea for using artificial intelli-
gence for agricultural applications is introduced in Section 3.

Engineering for agricultural production optimizes the physiological func-
tion of plants grown in agricultural facilities. In Section 4, control mechanisms
of plants are discussed from the viewpoints of plant physiologists.

In this book, concepts of automatic control are derived from both engi-
neering viewpoints and plant physiological viewpoints. It is hoped that co-
operation between such vastly different scientific fields will lead to fully
computerized greenhouses. When computerized greenhouses are realized in the
future, efficient use of energy and labor will increase drastically, and the quality
of the product will also be improved. We hope that this book will help to develop
anew field of science from the fields of engineering and agriculture.

Yasushi Hashimoto
Hiroshi Nonami
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Chapter 1

IDENTIFICATION, ESTIMATION AND TRUE DIGITAL
CONTROL OF GLASSHOUSE SYSTEMS

Peter Young,
Arun Chotai and Wlodek Tych

Centre for Research on Environmental Systems,
Institute of Environmental and Biological Sciences,
University of Lancaster,

Lancaster LA1 4YQ
England.

1. INTRODUCTION

Although the rapid development of the digital computer
during the 1970's stimulated the move towards Direct Digital
Control (DDC), it failed to make too many inroads into the
underlying faith of most traditional control systems designers in
continuous—-time system design methods. And even today, despite
the tremendous developments in microcomputers over the 1980's
and the now common use of microprocessors for the implementation
of control systems, the majority of practical automatic digital
controllers used in industry are still based on the mechanical
digitisation of continuous-time designs, such as the ubiquitous
Proportional-Integral-Derivative (PID) controller. In this paper, we
try to promote an alternative philosophy; one based on the idea of
True Digital Control (TDC), as propounded in a number of our
previous publications (Young et al, 1987b, 1988, 1991a; Young,
1989, 1991; Chotai et al, 1990, 1991b), and show how it can be
applied to the modelling and control of glasshouse systems.

The TDC philosophy rejects the idea that a digital control

Copyright © 1993 by Academic Press, Inc.
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4 P. C. Young, A. Chotai, and W. Tych

system should be initially designed in continuous-time terms.
Rather, it demands that the control systems analyst considers the
design from a digital, sampled data standpoint, even when fast
sampling, near continuous-time operation is required. The TDC
design procedure consists of the following three major steps:—

(1) Recursive identification and estimation of discrete-time
models based on the analysis of either planned experimental data,
or via model reduction from data generated by (usually high order)
continuous or discrete-time simulation models.

(2) Off-line TDC system design and initial evaluation based on
the models from step (1), using an iterative application of an
appropriate discrete-time design methodology, coupled with closed
loop sensitivity analysis based on Monte-Carlo stochastic
simulation.

(3) Implementation, testing and evaluation of the control system
on both simulated and the real process; in the case of self-tuning or
self-adaptive control, employing on-line versions of the recursive
estimation algorithms used in step (1).

The TDC design philosophy is best exemplified in a new
control systems design procedure developed at Lancaster over the
past few years. This is based on the definition of a special
Non-Minimum State-Space (NMSS) representation of systems
whose dynamic behaviour can be characterised by transfer functions
in either the backward shift (z™') or the discrete-differential (8)
operator. Although simple to implement in practice, the resultant
Proportional-Integral-Plus (PIP) controller is attractive because it
exploits the power of State Variable Feedback (SVF). Moreover,
since it has been developed directly within the context of glasshouse
horticulture, we believe that the PIP approach has particular
potential for application to horticultural and agricultural systems.

Later, we explore the practical potential of PIP by
describing how fixed gain and self-adaptive PIP systems have been
applied to the control of environmental temperature in a glasshouse
and nutrient levels in a Nutrient Film Technique (NFT) system used
in glasshouse horticulture. First, however, we outline the theoretical
background to the various identification, estimation and control
procedures on which these PIP system designs are based and briefly
describe a Computer Aided Control System Design (CACSD)
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package which has been developed for a wide range of computer
platforms and is designed to facilitate the practical application of
the TDC procedures.

1.1 PIP vs Conventional Control System Design

Most conventional control systems used in horticulture and
agriculture are either analog or utilise some form of Direct Digital
Control (DDC). In the latter case, the control system design is
normally in the form of digitised versions of
Proportional-Integral-Derivative (PID) or PI controllers, which are
tuned manually on commission. Such tuning is quite often based on
trial-and-error procedures and rarely involves any reference to
mathematical models of the system to be controlled. Moreover, the
controllers may well require manual re-tuning if the system
dynamics change over time. Such conventional controllers can also
suffer from various problems: for example, since they operate at
fairly rapid sampling frequencies, they can experience stability
problems if the controlled system is characterised by sizable pure
time delays of the kind encountered in some glasshouse systems.

Unlike conventional DDC controllers, the PIP system utilises
the alternative TDC design philosophy: namely, it is model-based,
it actively exploits the digital mechanisation directly to achieve
better control performance and it is not based on a digitised
continuous-time design. This involves several innovations: first, the
design is always based on a discrete-time mathematical model of
the system, normally obtained by prior data—based modelling using
recursive identification and estimation procedures; secondly,
because it utilises state variable feedback, the PIP controller is
inherently more powerful and flexible than the conventional PI and
PID alternatives in achieving such objectives as closed loop pole
assignment or optimal control; thirdly, the PIP controller has a
structure which avoids common control system problems, such as
integral wind-up; and finally, it is relatively robust to pure time
(transport) delays because, in the z™' operator version, it uses
control sampling intervals that would be considered quite coarse by
conventional standards.

Of course, these advantages are obtained at some cost; not in
terms of implementational complexity, since the PIP system can
often be very little more complicated than the conventional three
term controller, but in relation to the design process itself. In
particular, this involves the use of more sophisticated theoretical
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analysis and access to specially designed CACSD programs that
assist in the application of this analysis to practical design
problems. In subsequent Sections of this paper, we outline this
theoretical background and describe briefly the True Digital Control
(TDC) program developed at Lancaster.

2. TF MODELS IN THE z! AND 4 OPERATORS

In all model-based control system design procedures, the
form of the models and the associated theoretical background is of
paramount importance. Most continuous—time procedures are based
either on a Laplace transform transfer function model or state-space
differential equations. It is not surprising, therefore, that TDC
designs utilise the discrete-time equivalents of these models. It is
possible to unify the model analysis in terms of a general operator
(see e.g. Goodwin et al, 1988; Middleton and Goodwin, 1990).
However, it is felt that the analysis is more transparent if we
consider separately the two major forms of the transfer function
model in the discrete-time domain: namely, the well known transfer
function in the backward shift (z™!, or equivalently the forward
shift, z transform) operator; and the alternative, but less well
known, delta (d or discrete differential) operator transfer function.

2.1 Backward Shift (z'!) TF Model

The general, discrete—time, z™* operator transfer function (TF)
representation of an nth order single input, single output (SISO),
discrete-time system, with a sampling interval of at time units, is
normally written in the following form,

_ B
k) = v u(k) (1)

where A(z™) and B(z™) are the following polynomials in z™!,

Ay =1+a,7'+....+az

i
N
N

~
+
S
N

L9
+

B(7)) b, +b, 2"

In general, no prior assumptions are made about the nature
of the transfer function B(z')/A(z™!), which may be marginally
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stable, unstable, or possess non-minimum phase characteristics.

However, if the input-output behaviour of the system is
characterised by any pure time delay of T sampling intervals’, then
this is accommodated by assuming that the first T coefficients of the
B(z™") polynomial, i.e.b,, b,, ... , b, , are all zero.

2.2 The Discrete Differential (6) Operator TF Model

A interesting alternative to the z operator TF model is the
following "discrete differential operator” model, which was revived
recently under the title delta (8) operator by Goodwin and his
co-workers (see Middleton and Goodwin, 1990),

- B9
k) = A0 u(k) (2)

where A(8) and B(d) are polynomials of the following form,

with the index p = max(n,m) and the 8 operator, for the sampling
interval at, defined as follows in terms of the forward shift operator
z,

_z-1 .. _ x(k+l)-x(k)
S = — e ox(k) ==

Note that, for convenience, we have retained the nomenclature for
the parameters a;, b; used in the z™! operator case; but the parameter
values will, of course, take on different values (see remark (3)

below)
Remarks

1. As at — 0, the delta operator reduces to the derivative operator

! Note that although, for convenience, the TF in (1) has an explicit unity
time delay, the subsequent analysis can be developed also for a TF with zero
time delay (i.e. Bz™) = b, + b,z ..., b,z™).
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(s =d/dt) in continuous time (i.e & —»s).

2. Given a polynomial of any order n in the z operator, this will be
exactly equivalent to some polynomial in d, also of order n.

3. As a consequence of 2., we can easily move between the z and
d operator domains. For example, a § design can be implemented in
practice by converting it back to the z™' domain, so avoiding direct
differencing (although this may not necessarily be the best form of
implementation). Also, the & operator model coefficients are related
to forward z operator coefficients by simple vector matrix equations
(see Chotai et al, 1990)

4. One attraction of the 0 operator model to those designers who
prefer to think in continuous—time terms is that it can be considered
as a direct approximation to a continuous-time system. For
example, it is easy to see that the unit circle in the complex z plane
maps to a circle with centre —1/at and radius 1/at in the complex
0 plane; so that, as at — 0, this circular stability region is
transformed to the better known left half of the complex s plane.
For very rapidly sampled systems, therefore, the 8 operator model
can be considered in almost continuous—time terms, with the pole
positions in the & plane close to those of the 'equivalent'
continuous—-time system in the s plane; and with the TF parameters
directly yielding information on factors such as the approximate
natural frequency and damping ratio.

3. MODEL IDENTIFICATION AND PARAMETER
ESTIMATION

In control systems design, it makes good sense to use
recursive methods model parameter estimation. Not only do these
allow for the modelling of nonstationary systems, but they can also
be implemented on-line for self-tuning and self-adaptive control
applications. Of the many recursive methods that are now available
for the estimation of z™' operator transfer function model
parameters, only one can also be applied directly to & operator
models. This is the Simplified Refined Instrumental Variable
(SRIV) procedure (Young, 1984, 1985) which exploits special
adaptive prefiltering, both to achieve good estimation performance
and, in the 0 operator case, to avoid numerical differentiation. It is
a simplification of the full Refined (optimal) Instrumental Variable
(RIV) algorithm first suggested by Young (1976), but it has the
advantage of not requiring simultaneous modelling of the noise
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characteristics. As such, the SRIV algorithm provides a simple yet
sophisticated vehicle for identification and estimation within the
TDC context.

3.1 The SRIV Algorithm for z'and & operator TF models

If we consider first the z™' operator case, the adaptive
prefiltering which characterises the SRIV algorithm can be justified
qualitatively by considering the following stochastic form of
equation (1),

=B s 3)
A )

where e(k) is a zero mean, serially uncorrelated sequence of
random variables with variance o? and the TF is assumed to be
stable, i.e. the roots of the characteristic equation A(z)=0 all lie
within the unit circle of the complex z plane. This equation can be
written in the following alternative vector form, which is
linear-in-the-parameters {a; , b;} of the TF model,

y(k) = z(k)'a + n(k)

where,
z(k)" = [ -y(k-1), ..... , =y(k-n) u(k-1), ..... , u(k-m)]
a =[a; ay ... , 8, by, . , bl T

and n(k) is a noise variable defined as follows in relation to the
original white noise e(k),

nk) = e(k) + a,e(k-1) + ..... + a,e(k-n)

Most estimation problems are posed in a manner such that the
variable to be minimised has white noise properties. Thus, a
sensible error function is the response or prediction error, é(k),

bk) = ylk)- §—f¢) u(k)
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where B(z™) and A(z™) are estimates of the TF polynomials A(z™)
and B(z™'). Unfortunately, this is nonlinear in the unknown
parameters and so the estimation problem cannot be posed directly
in simple, linear terms. However, the problem becomes
linear-in-the—parameters if we assume prior knowledge of A(z™)
in the form of an estimate A(z™"): then the error equation can be
written in the form,

A 1 A
ék) = —— |A)yk) - B(z!
Y (3t yt0) - Bty
which can be rewritten as,

&k) = Ah)y'k) - BiY)w'ik)

where,
n 1 * 1
Yik) =—=—— yk) ; W(k) =—— ufk)
A) AiY) )

are "prefiltered" variables, obtained by passing y(k) and u(k)
through the prefilter 1/A(z™).

With this reasoning in mind, the ordinary recursive
Instrumental Varaiable (IV) algorithm (e.g. Young, 1984) can be
applied iteratively to estimate the model parameter vector a, with
the variables y(k), u(k) and the instrumental variable x(k) replaced,
at each iteration, by their adaptively prefiltered equivalents y*(k),
u*(k) and %*(k), respectively, and with the prefilter parameters
based on the parameter estimates obtained at the previous iteration
(see Young, 1976, 1984, 1985). The main recursive part of this
SRIV algorithm takes the form,

a(k) = a(k-1) + g(k) { y*(k) - z*(K)"T 4(k-1) } (i)
where,

g(k) = P(k-1x*(k) [ 1+ z*(K)"P(k-1)x* (k) 17" (ii) (5)

and

P(k)=P(k-1)+ g(k) z*(k)"P(k-1) (iii)
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where P(k) is related to the covariance matrix P*(k) of the estimated
parameter vector (k) by the equation,

P*(k) = 0?P(k) (6)

and an estimate 6% of the variance o? can be obtained from an
additional recursive equation based on the squared values of a
suitably normalised recursive innovation sequence (see Young,
1984; p.100; Young et al, 1991b).

This complete recursive algorithm (5) can be considered
simply as a modification of the well known Recursive Least Squares
(RLS) algorithm, with the data vector z*(k) replaced alternately by
x*(k). At the jth iteration, the prefiltered instrumental variable
%*(k) required in the definition of X*(k) is generated by adaptively
prefiltering the output of an "auxiliary model" of the following
form,

B ()
f=—L—tw ; fWw=I—up
“ Ah /ﬁj_/zl)u ()

adaptive prefilter adaptive auxiliary model

where A;_;(z™") and ﬁj_l(z’l) are estimates of the polynomials A(z™)
and B(z™") obtained by reference to the parameter estimates obtained
by the algorithm at the end of the previous (j~1)th iteration. The
prefiltered input and output variables are obtained in a similar
manner. Such a recursive-iterative or relaxation approach normally
requires only two to three iterations to converge on sensible
estimates of the parameters.

The O operator version of the SRIV algorithm (5) is applied
to the vector version of the d operator TF model, i.e.,

8y(k) =z(k)a + n(k) (8)?
where now,

z(k) = [6"'y(k), 8" %y(Kk), ..., Y(k), 8" 'u(k), ... , u(k) ]T

2 Note that we choose here to select 8° y(k) as the variable on the left
hand side of this equation: this is rather arbitrary but, from experience, we
have found that it appears to have some advantages. An alternative would
be to select y(k).
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with a and n(k) defined accordingly. The resulting algorithm is
algebraically identical to the z™! version: it is simply necessary to
define the data vectors appropriately, i.e.,

z*(k)=[8""y*(k) , 8 %y*(K), .., y*(k) , 8" 'u*(k) , .., u*(K)]"
2*(K)=[6"1%*(k), 8 2%*(K), .. , £*(k), 8" 'u*(K), .. , u*(k)]"

with y*(k) in the innovation term {y*(k) - z*(k)"a(k-1)} replaced
by d8°y*(k). Here, the star superscript again indicates that the
variables have been adaptively prefiltered, this time by the
operator prefilter.

This prefilter now performs two important functions: first it
helps to improve the statistical efficiency and yield lower variance
estimates; second, the elements of z*(k) and X*(k) can be obtained
directly from the adaptive prefilter, thus avoiding direct multiple
differencing of the input and output signals, with its attendant
problems of noise amplification. Used in this manner, the prefilters
are seen as direct descendants of the "state variable filters"
proposed by the first author in the early nineteen sixties for the
estimation of continuous-time system models (Young, 1964, 1965,
1966, 1969a, 1969b, 1970)).

3.2 Model Order Identification

Model order identification is extremely important in TF
modelling for control system design since it avoids possible
over—parameterisation and uncontrollable modes. A successful
identification procedure based on IV estimation (see Young, 1989)
is to choose the model which minimises the following identification
statistic,

d
YIC = log, {?y + log,{ NEVN } 9)
where,
o? is the sample variance of the model residuals e(k)
0,2 is the sample variance of the measured system output

y(k) about its mean value.

while NEVN is the "Normalised Error Variance Norm" (Young et
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al, 1980) defined as,

i=np 8'2 D
NEWN = n_l —
P 4

Here, in relation to the TF models (1) and (2), np is the total
number of parameters estimated, i.e. n+m for model (1) and 2p for
model (2); 4 is the estimate of the ith parameter in the parameter
vector a; while p;; is the ith diagonal element of the P(N) matrix,
where N is the sample size (so that &%p;; is an estimate of the error
variance associated with the ith parameter estimate after N
samples).

The first term in (9) provides a normalised measure of how
well the model explains the data: the smaller the variance of the
model residuals in relation to the variance of the measured output,
the more negative the first term becomes. Similarly, the second term
is a normalised measure of how well the parameter estimates are
defined for the npth order model: clearly the smaller the relative
error variance, the better defined are the parameter estimates in
statistical terms, and this is once more reflected in a more negative
value for the term. Thus the model which minimises the YIC
provides a good compromise between model fit and parametric
efficiency: as the model order is increased, so the first term tends
always to decrease; while the second term tends to decrease at first
and then to increase quite markedly when the model becomes
over—parameterised and the standard error on its parameter
estimates becomes large in relation to the estimated values (in this
connection, note that the square root of & p, / 42 is simply the
relative standard error on the ith parameter estimate).

One caveat is necessary: like all currently available model
identification criteria, the YIC should be treated only as an
objective aid to order identification and should always be
considered in association with other criteria in final model order
selection. For example, it is possible for the YIC to favour low
order models under certain circumstances when a priori information
on the system would strongly suggest that a somewhat higher order
model is preferable from a control standpoint. Such practical
considerations, based on prior information that is not being utilised
by the data-based YIC statistic, may well justify selection of a
model with a low rather than minimum YIC.
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4. PIP CONTROL DESIGN FOR THE z! OPERATOR
MODEL

The special non-minimal state-space (NMSS) representation
which we associate with the z™! transfer function model (1) is
defined by the following state vector,

xT = [y(k) y(k-1) ... y(k-n+1) u(k-1) ... u(k-m+1) z(k)]
where z(k) is an "integral of error” term at sampling instant k,
z(k) = z(k-1) + {yq(k) - y(k)}

in which yy k) is the reference or command input to the
servomechanism system. This integral-of—-error term is introduced
to ensure type 1 servomechanism performance in the resultant PIP
control system (Young and Willems, 1972). The NMSS
representation is then obtained directly in the following form,

x(k) = Fx(k-1) + gu(k-1) + dy fk) (10)
where,
-(11 -02 ‘an_I -(1" b2 b3 ..... bm-] bm 0 T
1 0 0o 0 0 0 ... 0 0 0
0 1 0o 0 0 0 ... 0 0 0
0 0 I 0 00 ..0 0 0
F = 0 0 0 0o 0 0 ... 0 0 0

0 0 0 0 1 0 ... 0 0 0
0 0 o 0 0 1 ... 0 0 0
00 .. 0 0 00..1 00
| a; 4 . @y, a, -by -bs ... Dy by 1

g=[b, 0 ..... 010 0 ... 0 0 -b]"
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This is a rather natural, albeit unconventional, state-space
form for TF models. Also, the definition of this particular NMSS
state vector is significant in control terms: it means that the State
Variable Feedback (SVF) control law involves only the directly
measurable input and output signals, together with their past values,
all of which can be stored in the digital computer. As a result, any
SVF control system design (e.g. pole assignment or optimal) does
not need to resort to the complication of a state reconstructor (i.e.
observer), since the effective output matrix in control terms is the
I... identity matrix. The conditions for controllability of the NMSS
model are given by the following theorem.

Theorem (Wang and Young, 1988). Given a single
input-single output system described by (1), the non-minimal state
space representation (10), as described by the pair {F,g}, is
completely controllable if, and only if, the following two conditions
are satisfied:

(i) the polynomials A (z™') and B (z') are coprime
(ii) b, + by + ...... +b,=0

The coprimeness condition is equivalent to the normal
requirement that the transfer function model (1) should have no
pole-zero cancellations. The second condition avoids the presence
of a zero at unity which would cancel with the unity pole associated
with the integral action; it does not apply if the z(k) state variable
is removed (i.e. if the control system does not employ integral
action).

4.1 The Control Algorithm

In the context of the NMSS system representation, the
automatic control objective is to design an SVF control law with
gainvectork =[f,, f,, ..., fi1, 815 oo » Bur s K1 ], Hu€l,

u(k) = —kT x(k)

or, in expanded form,

uk) = - foy(k) - fiy(k-1) - ... - fr yk-n+1) - gu(k-1) - ... - g, ju(k-m+1) - k; z(k )
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such that either the closed loop poles are at preassigned positions
in the complex z-plane;

Ya 4+ + su(k y(k)
—F_(K‘ Ic _$ - I/Gc H-SYSTEM -
P, F, |

P, - Proportional control (gainfy)

I, - Integral control (gain k;)
F, - Feedbackfilter  fyzl+f,z2+ . +f,  z
G, - Input filter I +g,z0+.+g,,2 -m+l

Fig.1 The Proportional-Integral-Plus (PIP) control system

or the system is optimised in an Linear-Quadratic (LQ) sense (or
Lincar-Quadratic-Gaussian (LQG) in the stochastic situation).

In the pole assignment case, the closed-loop system block
diagram takes thc Proportional-Integral-Plus (PIP) form shown in
Fig.1. The closed-loop TF associated with this block diagram can
be written,

DY)
(k) = k
y(k) L yfk)

where,

D(z™') = k,B(z™")
and,

CL(z)=(1-z)[G(z HA(z )+F(z )B(z ) +f,B(z )]+ k;B(z™")
The closed-loop characteristic polynomial CL(z™') can now be

expanded and the coefficients for like powers of z™' equated to those
the desired closed loop characteristic polynomial,
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dz)=1+d,z'+d,z% + .....4d,,z7 ™™
which is chosen to ensure the assignment of the closed loop poles

to designer—specified positions in the complex z plane. This results
in the following set of linear, algebraic equations,

Y(n,m).k =S~ f (11)
where k is the SVF control gain vector, i.e.,
k=[fo,f, 0 fo1s8 s 8 ki ]
while S_ and f are the following vectors,
c=[dy,d; ,..eee s Aot s Qe 1 T
f=[a-1,a,-a,... , 8, — 8,5, =8,,0,0, ... ,0]T
and Y (n,m) is the (n+m)x(n+m) matrix shown in Fig.2 (see Young
et al.; 1987b). Provided the controllability conditions of the above
theorem are satisfied, this set of linear, simultaneous equations can

be solved to yield the unique set of SVF control gains which define
the vector k.

b, 0 0 1 0 0 4
byb b arl 1 by
b . : arl 0

0 1
bm-bm'l by or L b
U bpbuy b0 4Gy 0
0 .bm <4 %%,
0 0 -a
0
bm-bm-l 4,4,
0 0 b, 0 0 -a, 0

Fig.2 The Y(n,m) matrix
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In the LQ or LQG situation, the SVF gains are computed to
minimise the following quadratic cost function,

J = 21 k) Qx(k) + qu(ky (12)

where Q is an (n+m)x(n+m) diagonal matrix, with elements defined
as follows,

Q = diag.[q;q; -+ Qs Qaur Quez - Qasm-1 Qoem ]
with,

q; =9z = .... =q, =qy; Qra1 = Gn+2 -+ Yaem-1 9wy 9nem™9:
Here q,, q, and q, are the partial weightings on the output, input

and integral-of-error variables in the NMSS vector x.. These
partial weightings are defined as,

u

and g, = W, (13)

so that the total weightings on the output y(k), input u(k) and
integral-of-error z(k) are W,, W,, and W,. These three weighting
variables® are then chosen in the usual manner to achieve the
desired closed loop performance. The optimum SVF gains for the
selected weighting values are obtained by computing the steady
state solution of the associated, discrete-time, matrix Riccati
equation, given the NMSS system description (F, g ) and weighting
matrices (Q, R ). Note that, in this case, R = q, because of the
special, NMSS formulation.

3 Note that this simplification to yield only three user-specified weighting terms is for
both convenience and simplicity of conrol system design. However, it is possible to apply
different weightings to all the state variable terms in the cost function, so allowing for
differential weighting into the past.
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5. PIP CONTROL DESIGN FOR THE 6 OPERATOR
MODEL

Following a similar design philosophy to that used for the z™*
operator model, the & operator TF model can be represented
by the following NMSS equations,

(14)
where,
g=[b; 0 ..... 01 0 0 ... 0 0 0]°
d=[0 0 ... 0 0 0 O .... 0 0 1]
and,
B (11 az aPI ‘aP b2 b3 ..... bP] bP 0 T
1 0 o0 0 0 0 ... 0 0 0
0 1 o 0 0 0 .. 0 0 0
0 0 I 0 00..0 00
F= 1|0 0 0 0 0 0 ... o0 0 0
0 0 o 0 1 0 ... 0 0 0
0 0 0 0 0 1 .0 0 0
0 0 0 00 .1 00
0 0 o -1 0 0 ... 0 0 0_

In this formulation, however, the control variable is denoted by
v(k), which is defined as follows in terms of the control input u(k),

v(k) = 8" u(k) (15)

with the associated state vector x(k) defined as,



20 P. C. Young, A. Chotai, and W. Tych

x(k) = [8P1y(k), 572y (k), .., Sy(k), y(k), 5P2u(k), du(k), u(k), z(k)] T

In these equations, z(k) is, once again, the "integral of error" state,
which is now defined in terms of the the inverse delta operator, or
digital integrator 87, i.e.,

z(k) = 87" {yy(k) - y(k)}

and, as before, yy(k) is the reference or command input at the kth
sampling instant.

5.1 The Control Algorithm

As in the z™! operator case, the SVF control law is defined in
terms of the state variables. In this 6 operator situation, however,
these are the output and input and their discrete differentials up to
the appropriate order, as well as the integral of error state z(k). This
control law can be written in the form,

v(k) = - k™x(k) (16)
where now,

k' = [ 1 fp-2 P 0 gp-28p-3 - - 80 k; ]

is the SVF control gain vector for the 8 operator model NMSS form.
The block diagram of this 6 operator PIP control system is
similar to the z™! operator system in Fig.1, with appropriate changes
in the form of the control filters F, and G.. In order to avoid the
numerical differentiation inherent in these 0 operator filters and the
consequent danger of noise amplification, however, the controller
will normally be converted into an alternative, practically
realisable, form prior to implementation. This can be achieved by
either (a) converting it back to the z! domain; (b) manipulating it
into the form of realisable ratios of & operator polynomials; or (c)
invoking the separation theorem and introducing an NMSS observer
(i.e. a state reconstruction filter or Kalman filter in the stochastic
case), with the SVF control law implemented directly in 8 operator
terms and the state estimates replacing the discrete differentials.



Glasshouse Systems Control 21

6. THE TDC COMPUTER AIDED CONTROL SYSTEM
DESIGN (CACSD) PACKAGE

The efficacy of any modern control systems design procedure
depends to a large extent on the availability of suitable computer
software which can assist the control systems analyst in the various
stages of the design process. Our major objectives in deveioping
such a Computer Aided Control System Design (CACSD) package
(see Tych et al, 1991a,b) for PIP control system design have becn
to produce a user—friendly, but powerful, set of integrated design
tools, which are as portable as possible and will also prove popular
to the widest possible cross-section of the control and systems
community.

Of course, it is not possible to guarantee that such objectives
will be met completely but, by integrating the whole package, which
we have called TDC, within the popular Matlab/Simulab™ program
(Moler et al, 1987), we believe we have designed a system which
will go some way to satisfying the current tastes of many control
systems analysts. Moreover, in shielding the user from the Matlab
command line by means of a well designed but simple Graphical
User Interface (GUI), while still allowing easy access to Matlab if
this is desired, we believe we have provided a good combination of
a well designed, systematic procedure for day-to-day design
studies, and a flexible tool for more novel research exercises.

6.1 The Graphical User Interface (GUI)

The GUI of the package takes full advantage of the Matlab
graphical interactive capabilities. It is organized as a two level
interface, with the main menu calling lower level menus. The fact
that the user interface is almost entirely written in Matlab's macro
language, constrains the flexibility and "look" of the GUI to some
extent but gives portability to most of the computing platforms
where Matlab/Simulab has been implemented. As shown in Fig.3,
the GUI shields the user not acquainted with Matlab from its
command line, whilst giving easy access to Matlab's commands,
Simulab, other toolboxes, and the workspace, if this is required.

6.2 Fortran / C Routines

In the TDC package some numerical computation (e.g. the
recursive identification and estimation; and Monte Carlo closed loop
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sensitivity analysis) is performed by external, compiled programs
written in either Fortran or C. These programs then communicate
with Matlab by means of disk files, so speeding up the calculations,
often to a considerable degree. In some cases, as in the SUN
implementation, where a user interface more flexible than that
provided by Matlab is required, the programs also take advantage
of the more versatile interactive facilities. Clearly, these latter
components of the TDC system are not portable to other machines,
where alternative arrangements prove necessary. However, such
special facilities have been kept to a minimum.

General organisation of the package
MATLAB/SIMULAB
block and L
system
descriptions ||~ . ;
. rtran an
Matlab scnptsi CoproagI;:ms
data files —
Disk files Graphics User Interface

Fig. 3 General organisation of the TDC pachage

6.3 Internal Organisation of the Package

The TDC package is designed as a quasi-object-oriented,
high level specialized programming language using the Matlab
environment. The commands are issued using either a system of
menus and input panels, as shown in Fig.4, or via the Matlab
command line. The two main classes of objects defined in the
system are data and systems. Data are defined as one or more series
of samples, while a system consists of blocks (with parameters) and
structure (connections between the blocks, inputs and outputs).
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6.4 Control SYSTEM DESIGN AND EVALUATION Tools

The control system design is implemented according to the
TDC approach based on PIP control system designs. A high level
macro control leads the user through the design procedure, which
includes the following options,

Structure of the package

Main Menu

Identification [Control| System operations |Data base | Auxiliary

']
@ - s =
5 3 ||lse EF
= T 25 8 g 1e
S S 118,22 ]|l¢] |§

g =R o] |&
e = c::Am .20 17} ﬁb
£ & s8e8"v|lnzl |8 5S¢
e 5 [|Sg842|]4% |3 E2
= FRICEEEE L EE REREE
= a2 8=335 -1 v
3] '—"D::"’E > Q.5
s ) L0253 5 18 ==
= = L Z VoY% Qu]l I8 oo
= - cQ9cscgc @ 0= = [= ]
Q <] .—‘E.—' ] O i~ L O
= <) ‘?6‘0‘&'388 =D EB%B
- @] QA0 QA jnTm

Return to Main Menu

Fig. 4 Structure to the TDC package

O choice between pole assignment and LQ-optimal control;

O optional cancellation of numerator effects for minimum phase
systems;

O graphical specification of the closed loop pole locations or entry
of LQ cost function weights;

O standard evaluation (time and frequency responses, pole
locations) of closed loop behaviour;

O Monte Carlo (MC) closed loop sensitivity analysis based on the
uncertainty associated with the open loop model parameter
estimates.

O Evaluation of design using Simulab.
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The associated interactive control system design panel, in the delta
operator mode, is shown in Fig.5. Buttons are highlighted to
indicate the current status (i.e. the selections made by the user); and
the graphical output appears in the adjacent graphical window.

PIP Controller Design Panel (delta) Input the objective funtion weights

[ Select block | Integral of error weight:
DESIGN PROCEDURE | 0-1][ L.0J["5.0][10.0]['50.0][100.0|[man ]
[pole assignmenql LQ-optimal l Control effort weight:

[0.1)] 1.0][5.0][ 10.0][50.0}[100.0}[ man]
Select closed loop param weight:
[ Select closed loop parameters | 03[ T0][ .0][ 10.0][ 50.0][100.0 man]

EVALUATION MODE
Standard

Reduced order model

MC sensitivity analysis
DISPLAY MODE 1.5

Step and impulse responses

Closed loop poles locations 1F 1

Frequency responses (bode)

Control effort/error

0.5t .

Print plot 0
Simulab
[ Qurr | HELP |

0 20 40 60 80
Closed loop step response

Fig.5 The PIP control design panel in the delta operator mode,
after specifying the optimal ctiterion weights {1,50,1} for LQ
optimal design: the closed loop step response obtained with these
weights is automatically generated in the panel, as shown.

7. PRACTICAL APPLICATIONS IN GLASSHOUSE
HORTICULTURE

In this scction, we consider three practical examples which
epitomise the potential of TDC control system design in glasshouse
horticulture. The first is concerned with the relatively simple
problem of glasshouse temperature control. Here, the object is to
show how a simple PIP controller of similar form and complexity
to a conventional sampled data PI controller can provide
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significantly improved temperature regulation.

In the second example, we consider the self-adaptive control
of a non-linear heater-fan system. Although not strictly a
glasshouse control problem, this example provides a reasonable,
experimentally convenient, test-bed for greenhouse temperature
control system designs. In particular, the non-linear heater-fan
system can be considered analogous to a small scale
heating-ventilation system, with behavioral similarities to
greenhouse environmental control systems but operating on a much
faster time-scale. This similarity means that the self-adaptive PIP
control approach utilised in the example could form the basis for
self-adaptive grecnhouse temperature control system design,
particularly where only "bang-bang" type of control operation is
possible.

The third example is more complex and shows how higher
order PIP controllers can be applied successfully to the control of
the re-circulatory flow system of a Nutrient Film Technique (NFT)
system used in glasshouse horticulture.

7.1 Example 1: Temperature Control in a Glasshouse

Many researchers (Saffell and Marshall, 1983; Hurd and
Graves, 1984; Bailey, 1985; Miller et al., 1985) have suggested
control methods which can save greenhouse heating energy by
reducing the temperature setpoint when heat losses are high (windy,
no thermal screen), and increasing it when the losses are lower. In
order to obtain appreciable energy conservation with such methods,
the accuracy of tempecrature control must be good, so that the
setpoint can be rcduced without any risk that the temperature will
fall below an allowed limit anywhere within the crop. The PIP
design is perfectly suited to these requirements: indeed, its inherent
use of state variable feedback means that the controller can satisfy
the kind of optimal Linear-Quadratic-Gaussian (LQG) criteria that
can be related directly to factors such as energy utilisation and
conservation. Also, it is straightforward to introduce self-tuning or
self-adaption into the PIP design, so ensuring that it retains this
optimal operation despite any changes that may occur to the
controlled system over the passage of time.

Fig. 6 shows the changes of air and heating pipe temperature
in a single glass grcenhouse at the AFRC Silsoe Rescarch Institute
in the U.K. These changes, which were induced by pseudo-random
binary stcp adjustments of the control valve under open loop
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conditions, indicate predominantly first order response between the
valve and the air temperature. This observation is confirmed by the
modelling analysis for this system reported by Davis and Hooper
(1991). For a sampling interval of 10 minutes and using the full RIV
algorithm, they found that the overall discretc-time model between
valve aperture and internal air temperature is of the form,

Tt =—L222" 0y 4 g (17)

1-0.922z71

where T(k) is the internal air temperature in °C, u(k) is the control
input (the fractional valve aperture of the heating system) and (k)
is a term to account for the noise in the system. From equation (17),
we see that the natural (open loop) system is indeed first order, with
a time constant of 123 minutes, steady state gain of 15.6, and purc
time delay of 10 minutes. The sampling interval of 10 minutes was
sclected following model identification studies carricd out both at
Silsoe (Davis, 1986, Davis and Hooper, 1991) and Lancaster. In
contrast to the situation at shorter sampling intervals, this sampling
ratc yiclds data-based z' operator modcls with well-defined
parameter cstimates and allows, most convenicntly, for the
dead-time characteristics of the process.

For the system in equation (17), the PIP design conveniently
reduces to a PI design. In contrast to the conventional PI controller
used previously in the greenhouse, however, thc PIP design has
numerous advantages: its PI structure exploits the power of SVF; it
is bascd dircctly on the discrete-timc modcl of the heating system
and not on the digitisation of a continuous-time design; and the
vagucries of manual tuning are replaced by objcctive, model-based
synthesis.

The NMSS model of (17) in noise free case is given by

E(k)] [0.926 0] [Tk-1) 122 0
26~ L0926 1] zk-1) || Lot R D | P
and the SVF control law takes the form,

u(k) = -f,T(k) - k;z(k)

where is f, the proportional gain and k; is the intcgral gain. As a
result, the closed loop TF in the noise free case is given by,
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_Air temp +--- Pipe temp —— Valve-------
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Fig. 6 changes of air and heating pipe tempcraturc in a single
glass greenhouse at the AFRC Research Institute in the U.K.

1.22/c,z'1

T(k)= k
T+(1.22f,+1.22k;-1.926)2 1 +(0.926-1.22f o > 49

where we see that the closed loop characteristic polynomial can be
completely defined by appropriate selection of the control gains f
and k,, as predictcd by the NMSS control thcory.

If the desired closed—loop polynomial is now defined as*,

d(z') =1-0.5z"

then the system closed loop response will bc dominated by a first
order mode with unity steady statc gain to input commands y(k),

4 Note that here, for simplicity, we choosc to specify first order

dynamics for the closed loop; in general, it appears that more robust control
is achicved if the order of d(z") is chosen equal to the natural closed loop
order of the NMSS system (in the case 2).
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and a time constant of 14.4 minutcs, which can be contrasted with
the open loop time constant of 123 mins. The resultant control gains
arc computed straightforwardly as f, = 0.759 and k; = 0.41.
Unlike the PIP system, the conventional controller used in the
glasshouse is a digitised, continuous-time, PI control system
operating on the much smaller sampling interval of one minute. It
is typical of commercially available controllcrs (although somc
controllers make adjustments ecven more frequently; sce Sanger,
1985) and, whilc it was probably not tuned optimally, the control

parameters were sct at what were considercd to be rcasonable
values.

Q
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Fig. 7 Comparison of (a) PIP; and (b) conventional PI glasshouse
temperature controllers.
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The performance of the two controllers is compared in Fig.
7, which shows them responding to similar, but not identical, set
point changes over a period of some 55 hours. The failure of both
systems to maintain the set points during parts of the day~time is
due to the nature of the system: only heating action is available so,
during the day when natural temperatures rise because of solar
irradiance, the controllers apply their minimum, zero input most of
the time. However, at other times, and particularly during the cold
night hours, the controllers are fully operative. It is here that we see
the superiority of the PIP control system, which quickly
compensates for the disturbances and maintains the desired
temperaturce level throughout the night.

25 | ‘{}' 100
| h
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Fig. 8 PIP control of glasshouse temperature using feedback of
both air and pipe temperature (from Davis and Hooper, 1991)

In contrast, the conventional PI system, despite its more rapid
sampling frequency, is quite sluggish and oscillatory in its response
to both sct point changes and disturbances. This apparently
paradoxical bchaviour is quite casy to undcrstand. First, the rapid
sampling rate makes the system more scnsitive to the time-dclays
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in the system and it is well known that conventional,
continuous-time PI controller leads to oscillatory behaviour when
significant time delays are present. Second, the PIP pole assignment
design in this case is intended to provide rapid and critically
dampcd response and achieves this because of its model-based
design and powerful SVF control law.

For some insulated grecnhouses, it has been found (Davis and
Hooper, 1991) that still better and more robust PIP control is
obtained if heating pipe temperatures arc included in the PIP
fcedback design. It is straightforward to extend the PIP design
procedure to accomodate additional measured variablcs of this type:
the overall system is then of higher order and control law simply
incorporates present and past values of the hecating pipe
temperature, in addition to the air temperature mcasurements. Fig.8
shows the responsc of such a system and morc details arc given in
Davis and Hooper (1991).

7.2 Example 2: Self-adaptive PIP Control of a Nonlinear Heated
Bar System

The PIP approach described above can also form the basis for
the design of controllers for certain nonlinear systecms characterised
by piecewise lincar or bilincar behaviour. This is demonstrated by
recent rescarch at Lancaster on the adaptive temperature control of
a nonlincar heated bar system, in which the bar is heated by an
clectrical clement and cooled by a small fan. In this sclf-adaptive
control (SAC) systecm, an on-linc PIP pole assignment control
algorithm is utiliscd to implecment pulse—width modulation (PWM)
of the "bang-bang" control signals to either the electric heater or
cooling fan, which provide the mechanism for controlling the bar
temperaturc. Adaption is based on a novel recursive time variable
parameter (TVP) estimation algorithm capable of tracking the
extremely rapid variation of model parameters that occur when the
control signal changes sign (see, Chotai et al, 1991a and Behzadi,
1989).

This rather novel SAC system is based on a earlier adaptive
system for an airborne vehicle (Young, 1981). It is a
computationally cfficient solution, in thc scnse that a single
recursive estimator is able to track the changes in the parameters of
what are, in cffect, two, quite different dynamic systems: namely,
the bar temperaturc when controlled rather sluggishly by the heater,
and thc same temperature controlled much more rapidly by the fan.
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Clearly a SAC system based on two separate recursive estimation
algorithms would provide an alternative but computationally
somewhat slower and more complex solution.

A block diagram of the overall SAC heater-fan system is
shown in Fig.9. Certain details of the design that are specific to the
heated bar example should first be noted. Most importantly, the first
order modcls for the heater and fan sub-systems are different in
structural terms: they are defined at different sampling rates; and
they have different order numerators and time delay characteristics.
In particular, the heater sub-system model is defined for a sampling
interval of 10 secs., with a pure time delay of two sampling
intervals (20 secs), and two numerator coefficients b, and b,; while,
for the fan sub-system model, the sampling intcrval is 3 secs., the
time dclay is only one sampling interval (3 secs.), and there is only
one numerator polynomial cocfficient f3; .

HEATER b,z 2+b,z3
— SAC —1—1 —
SYSTEM +a,z
Temp
— WITCH B
LOGIC
FAN f B'Z'l
— SAC |
SYSTEM 1+a,z

t

Fig. 9 Block diagram of the Heater/Fan self-adaptive control
(SAC) system

Since the time constants of both system modcls remain
reasonably constant, they have beccn assumed stationary for the
purposes of the present design (although this is not esscntial and
could be assumed otherwise in a morc gencral situation; see
Behzadi, 1989, Young et al., 1988). In other words, the denominator
polynomial cocfficients a, and a, in each of the sub-systcm models
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are frozen at their initial, off-line, estimated values and only the
rapidly time variable numerator polynomial terms (i.e. the b, and b,
parameters for the heater system and f, for the fan system) arc
recursively updated in real-time.
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Fig. 10 Self-adaptive PIP control of a nonlinear hcatcd bar system

Fig.10 shows a typical run using the SAC system based on the
single recursive estimator: here, the system is responding to a
"staircase" type input, chosen to move the bar temperature over a
fairly wide range. In this manncr, the adaptive action is requircd not
only to allow for the rapidly changing dynamics associated with
reversals in the control action, but also to compensate for the longer
term, slower changes in the system dynamics which arise either
because of the increased heat losses at higher bar temperatures, or
the increased cooling cffect of the fan at lower temperatures.

These results do not illustrate the performance of the control
system in the face load disturbances or input signal saturation. In
both casecs, however, the system performs well: the inherent integral
action cnsurcs that the effccts of constant load disturbances are
rejected; and the PIP control law (Young ct al., 1987b, Bcehzadi,
1989) avoids intcgral wind—up when large command inputs Icad to
input signal saturation. Further dctails of this heated bar control
system are given in Behzadi (1989) and Chotai et al (1991a),
including those obtained with the more complex SAC
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implementation involving two separatc recursive algorithms, one for
each sub-system. However, this involved greater complexity and
yiclded no improvement in system pcerformance.

7.3 Example 3 : Control of an Nutrient Film Technique System

The Nutrient Film Technique (NFT) is a water culture system,
normally used in protected environments like glasshouses, where a
shallow stream of nutrient solution is recirculated over the bare
roots of the growing plants in order to provide adequate water,
nutrient and aeration. In the NFT system considcred here, the plants
are sown in small blocks of a substrate called "rockwool" and are
placed in gently sloping channels. The nutrient solution is collected
in a tank, or settling trench, and then recirculated by an elcctrically
driven pump back into the channels, so forming a positive fcedback
loop. An cxtecnsive exposition of the NFT method is given in Graves
(1983).

In the NFT, temperature, ion concentration and acidity of the
solution are monitored and controlled in some manner. The NFT
system recquires the addition of up to twelve nutrients, although
most of them are needed in only small quantitics. On the other hand,
nutricnts like potassium and nitrogen are taken up by the plants in
comparatively large quantities. Such NFT culture is particularly
successful for tomato plants (Cooper, 1967), which can tolerate
quitc a range of nutricnt concentrations but whose fruit quality can
suffer at low concentrations (Winsor and Masscy 1978).

The NFT system with its positive feecdback mechanism can,
of course, be modclled with various levels of complexity. An
important first stage in modelling is often the development of an
adequate computer simulation model. In the present study a
relatively high order, simulation model of NFT system was
constructed using a combination of experimental investigation
(based on tracer experiments to model the flow dynamics) and
normal, physically-based, mathematical modclling (Young ct al
1987a; Behzadi 1989). Most practical evaluation of the PIP
designs, however, was carried out on a small scale physical model
of the NFT flow system which was constructed at Lancaster
following difficulties experienced during initial experiments on the
full scale NFT system. In particular, the extremely slow dynamics
of the full scale system necessitated unacceptably long experimental
times, which interfered with the normal glasshouse operation and
seriously limited the nature of the control studies.
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Fig. 11 Simplified block diagram of the NFT system.

Fig.11 shows the simplified block diagram of NFT sysytem,
which is dominated, in a dynamic scnse, by the nutrient dclivery
flow system, in which the nutrient mixture is circulated
continuously through the parallel growth channels and the
catchment trench. It was found that the simplest mathematical
model which replicates the physical characteristics (pure advective
time dclay and dispersive time constant) of this flow system is the
aggregated decad zone (ADZ) model developed at Lancaster to model
the transportation of solutes in river channels (Beer and Young,
1983; Young and Wallis, 1986; Wallis et al., 1989; ). In thc
laboratory, a physical version of the ADZ model can be constructed
as thc combination of a continuous stirrcd tank reactor (CSTR), to
simulatec the dispersive time constant, and an associated pipcline, to
simulatc the advective time delay. The time constant (or residence
timc) of the CSTR is then obtained from the relationship,

T = (18)

v
0

where, T is the time constant (sec), Q is the flow ratc (ml /scc)
through the CSTR, and V is "active mixing volume" (AMV) of the
tank (sec Young and Lees, 1992). The advective timc dclay is
dcfined by Q and the pipe length.
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Fig. 12 The schematic diagram of the physical model of NFT flow
system

A diagram of the complete model flow system is shown in
Fig.12. The long time delays required to simulate thc advective
transport processcs associated with the channcls and the trench of
the full scale NFT system arc constructed from considecrable (70
metrc and 40 metre) lengths of plastic pipe. Thesc connect the two
CSTR's which simulate the dispcrsive characterists of the channels
and trench, respectively. The pump ratc can be varied to simulate
major variation in the pure time delays; and a sinusoidal lcak of
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liquid from the system is incorporated to simulate the diurnal losses
of nutrient that would occur on the full size NFT plant, due to
uptake by the growing plants. The nutrient itself is simulated by a
black dye: the dye delivery system, which constitutes the main
control signal to the system, is in the form of an electrically driven
peristaltic pump; while the concentration of dye, which represents
the system output, is measured by a photoelectric sensor positioned
as shown in Fig.12.

The physical model in Fig.12 is "dynamically" similar to the
full system in flow terms, but has much shorter dominant timec
constants and time delays (in the ratio 1:36, with a plant sampling
interval of 25 seconds being equivalent to 15 minutes in the full
system). The systcm dynamics may be easily altered by changing
the flow rates, the volume of solution in any of the tanks, the
system leak (simulating the rate of uptake), the return flow ratio
valve, or any combination of thesc factors. The system has sevcral
advantages over the numerical computer simulation modcls: for
example, it represcnts a full analog simulation of the flow system,
it is subject to realistic inter—sample stochastic disturbances and
non-lincarities; and it requires control system implementation
which is similar in many respects to that of the full NFT system.

Both open and closed loop experiments have been conducted
on the physical flow model, with data acquisition and subsequent
digital control based on a BBC microcomputer, using a
multi-tasking opcrating system. The system input (the
microcomputer gencrated signal to the peristaltic pump ), and output
(the dye concentration mcasurcd by the photoclectric system)
provide thc main data used in subscquent analysis and modelling.
Various other data, such as the sinusoidal lcak control signal and
the flow rate of water through the system, are also monitored
throughout the experiments.

The data from the experiments are processed in two ways.
First, they are storcd on disk in the BBC micro and presented
graphically on the visual display, both for on-line monitoring of the
experiment and, following a "screen dump" to the printer, for later
reference. Sccondly, they are transferred to a more powerful DOS
based microcomputer, by Kermit, for later analysis and modelling
studics using the microCAPTAIN (Young & Benner 1989) and TDC
program packagcs . Since on-line recursive estimation algorithms
are programmed in the BBC for sclf-tuning/adaptive control
studies, it is also possible to monitor the parameter estimation
results during the open or closed loop experiments.
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7.3.1 PIP Control System Design based on the z™' Operator
Model

All the modelling analysis is based on input-output data
monitored at a sampling interval of 1.25 mins. Full dctails of the
identification and estimation results are given in Young et al.(1988)
and Behzadi (1989). The most effective control model was
identified as the following Sth order TF,

G( bjz'] + bzz'z + b32‘3 )

1 2 -3 <4 -
+ (132 + 042 + 052

(k) = Lufk)  (19)

+a,z

l1+a,z )

1

where:
a, =-1.092; a, =0.329; a, =-0.09; a, =-0.032; a,;=-0.1;
b, = 0.009; b,= 0.07; b, =-0.032 and G = 3.44.

Here G is the "system gain", which is defined as the overall scaling
effect between the actual concentration levels in the system, and
their numerical representations in the digital computer program. In
this case, the black dye used to represent the nutrient is actually a
suspension which leads to the thickening of the input solution
towards the bottom of the supply container. In this sense, it is very
difficult to exactly match the concentration of the input solution on
replacement of the dye supply; or even maintain a uniform control
input concentration during an experiment unless continuous,
vigorous stirring is used. The system gain, G of the pilot plant is,
therefore, generally unknown and time variable and has to be
estimated by manual tuning, in a fixed gain controller, or by
recursive estimation in a self-tuning or sclf-adaptive control
system.

As might be expected, the impulse response of the model
(19), shown in Fig.13, is similar to that of the high order computer
simulation modcl and the real NFT flow system. The long tcrm
response is dominated by the first order mode with a very large time
constant. This arises from the low losses in the system: cxcept for
the sinusoidal leak, all dye entering the system is retaincd, so that
the system is always quite close to being an integrator. The shorter
term bchaviour is more interesting and is dominatcd by the
circulatory flow system, with the three decaying pcaks on the
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impulsc responsc indicating that the initial impulsive input is being
transportcd and progressively dispersed around the system.

0.3 . . -

0 12.5 25 37.5 50
Time (mins)

Fig. 13 Impulse response of NFT model (19).

The NFT system is known to undergo dynamic changes, either
because of the plant growth in the channcls and the settling tank, or
the changing bechaviour associated with plant nutricnt uptake. Our
cxperimentation with NFT systems so far has indicated that such
changes can result in radical model structure alterations, ruling out
any assumption of the global reliability of any fixed gain controller.
In other words, a "general "solution to the NFT system problcm is
unlikely from off-linc modelling and control system dcsign
exercises, particularly if tight control is required.

In practice, therefore, a fixed gain approach may well result
in the long term deterioration of the control system performance, to
a degrec which will depend on the complexity of the particular
control system design strategy adopted. In such cases, unless the
poorer performance can be tolerated in practice (as may be the case
for the growth of some plants), a more sophisticated self-tuning or
sclf-adaptive control system design must be adopted. Such a design
can be achiecved in two ways; either the system may be rcgularly
remodclled off-linc and the computer—-bascd part of thc control
system re-designed if significant changes arc encountcred; or a
complete, on-line, recursive model paramectcer cstimation procedurc
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can be used to continually update the PIP design. In this latter case,
the implementation can involve self-tuning control (STC) which is
rcactivated at regular intervals; or full self-adaptive control (SAC),
where the model parameters are all recursively updated, and new
control gains computed, at regular intervals (e.g. each sampling
instant).

Sclf-tuning and self-adaptive PIP controllers rely on the
specification of a system model structure within the computer
program. The parameters of this model structure, which is initially
defined during the off-line modelling experiments that are an
essential part of TDC design, are then estimated recursively based
on present and past values of the measured system input and output
signals. This time series analysis of the input-output data is
normally carried by the recursive least squares (RLS) method; or
alternatively, in the presence of heavy noisc by the recursive
instrumental variable (IV) approach). Using thesc recursive
parameter estimatcs, a new PIP feedback gain vector is then
computed, and the control system is suitably updated to reflect the
changes in the gain vector.

The fifth order model (19), was found to be the best control
model representation of the pilot scale NFT flow system. Bascd on
this knowledge, therefore, a similar fifth order estimation modecl
structure is specified for the STC system design, where the
cstimated paramecter vector & is composed of the estimatews of the
8 unknown model parameters, i.e.,

‘?=[6\1‘?2‘93‘?4é\55\1 5\253]
and the NMSS state vector x(k), is of the form (Chotai et al., 1991a;
Young et al., 1987b, 1988),

x(k)=[y(k) y(k-1) y(k-2) y(k-3) y(k-4) u(k-1) u(k-2) z(k)]"

where z(k) is the integral-of-error state defined by the following
equation,

z(k) = z(k-1) + {yq(k) - y(k)}

while y,(k) is the reference or command input at the kth sampling
instant. With this model structure, we obtain a feedback control
system with a 8-dimensional control gain vector, which is
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continuously updated as the recursive parameter updates are
obtained from the RLS estimation algorithm. In this NMSS context,
the control system design can be based on any SVF approach. Thesc
include pole assignment or optimal LQ or LQG control, as described
above. The latter would provide a more natural setting for control
system design if energy-efficient solutions were being sought.

P i es

Figs. 14 and 15 show two typical examples of the self-tuning
PIP controller applied to the NFT pilot scale plant: in Fig. 14 the
tuning is applied to all 8 parameters of the fifth order model. The
initial fluctuations in the input signal are decliberately created to
"excite" the system during the initial start-up and provide richer
information to the recursive estimation algorithm.

/ desired output

/ actual output

/ leak (surrogate for diurnal nutrient uptake)

"~ - 77N\ /7N N
)/ B / N SN S N S
,/ \\-/ \\_/ \\_’ \\-/ \V
/ PIP controt input
k\\A‘- MﬂM .-JM
| - L 1 1 1 J
0 32 64 96 128 160

Number of Samples
Fig. 14 Seclf-tuning PIP control of NFT pilot scale process: full modcl tuning
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The results in Fig. 15 are obtained with a much simpler
adaptive gain control system, in which only the gain G in (19) is
recursively updated, with the other parameters set at their a priori,
off-line estimated values. Clearly, both controllers maintain tight
control of the set point despite the sinusoidal leak, although the full
adaptive system is somewhat superior (note how well the control
input counteracts the sinusoidal losses). Full self-adaptive control
in the longer term is similarly effective but is difficult to illustrate
because of the slow rates of change associated with the model
parameters of the NFT system.

/ desired output

actual output
/ leak (surrogate for diurnal nutrient uptake)
7\ 75\ 2N 2\ 27\
\ / /

self-tuning gain

LLT N
PO ¢ 10 G 4+ ¢+ a4 —— ¢ S ¢ ¢ o Satn " S— o G_— o — s ot § 2

/ PIP control input

L '

0 32 64 96 128 160
Number of Samples

[

Fig. 15 Self-tuning PIP control based on the & Operator Model
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7.3.2 PIP Control System Design based on the é Operator Model

For a sampling interval at defined as unity, for convenience,
the & opcrator SRIV algorithm in the TDC package identifies a 3rd
order model (i.e. p=3 in equation (2)), with either zero or unity pure
time dclay. In the former case, the estimated model has the
following non-minimum phase (nmp) form,

S = —20.0228 & +0.0219 5+ 0,166
8 + 11156 & +0.6271 5+ 0.00411

utk) + gk)

where C(k) represents the noise on the system, including the effects
of a sinusoidal leak introduced to simulate nutrient uptake by thc
plants. The covariance matrix P*(N) associated with the parameter
estimates in this model has the form,

24.10 1491 0.1094 -0.3926 -0.2933 04180
1491 2741 0.1946 0.5077 -0.6210 0.7586
104101094 0.1946 0.0017 0.0039 -0.0046 0.0058
0.3926 0.5077 0.0039 0.1610 0.0197 0.0145
02933 -0.6210-0.0046 0.0197 0.0819 -0.0177
04180 0.7586 0.0058 0.0145 -0.0177 0.0217

where the sample size N=160. This model has similar dynamic
characteristics to the previously estimated z™' operator models,
except that these former models had an explicit timc delay of onc
sampling interval: here the nmp characteristics arc effectively
acting as a surrogate for this time delay, and the model was sclected
here in order to decmonstrate that the PIP design proccdure is
applicable to nmp systems.

The initial PIP design results for this modcl, as obtained from
the TDC package, arc given in Fig.16. Herc the control system is
designed on an optimal LQ basis, with q,,=1.0; q,=0.5 and q,=0.1.
The closed loop step responses and pole locations are shown in
16(a) and (b), respectively. Parts (c) and (d) of the Figure illustrate
the sensitivity of the design to the uncertainty on the paramecter
cstimates: these were obtained using Monte Carlo stochastic
simulation analysis, with the control system gains sct at the nominal
values obtained in the LQ design (and based on the nominal
parameter estimates given above), but with the modcl parameters for
cach stochastic realisation selected from a Gaussian distribution
with mecan defined by the nominal parameter estimates and
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covariance defined by the associated covariance matrix P*(N) given
above.

2 Closed loop step and unit impulse responses
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Fig. 16(a) TDC design results: Closed loop step and impulse
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Fig. 16(b) TDC design results: Closed loop pole locations
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Fig. 16(c) TDC design results: Closed loop Monte Carlo
Sensitivity analysis showing ensemble of step and impulse
responses
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Fig. 16(d) TDC design results: Closed loop Monte Carlo
Sensitivity analysis showing ensemble of closed loop pole positions
(‘stochastic root loci')
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The resulting ensemble of step/impulse responses and
"stochastic root loci" given in Figs. 16(c) and (d), respectively, all
indicate that, while the nominal design has very good response
characteristics, as shown in Figs.16(a) and (b), it is a rather
sensitive to the inherent uncertainty in the model. In particular,
there is clearly some tendency for the oscillatory mode (which
arises from the recirculation in the flow system) to become excited
during a small proportion of the stochastic realisations. This
suggests that this initial design should be rcjected and the design
procedure repeated, with modified weightings in the performance
index, in order to obtain greater stability margins and less
sensitivity to uncertainty.

This examplc of 8 operator PIP control system design for the
NFT system is included merely for illustration: in this example, the
coarsely sampled, z™' operator design is quite adequate, as shown in
Figs. 14 and 15, and provides a good basis for implementation in
the glasshouse. The d operator design, suitably modified to increase
its robustness to uncertainty, performs similarly but appears to offer
no obvious advantages over the z™' operator design . However, it
would provide a more suitable design approach if a higher
frcquency sampling strategy was selected.

8. CONCLUSIONS

This paper has outlined a new True Digital Control (TDC)
philosophy for thc design of automatic control systcms and has
demonstrated its potential within the context of glasshouse
horticulture. The TDC approach is best execmplificd by the
Proportional-Integral-Plus (PIP) design procedure developed at
Lancaster over the last few years. The PIP control system provides
a sophisticated alternative to the ubiquitous PI and PID controllers
that have so dominated control system design for the past half
century. In its simpest form, the PIP controller is similar in
structurc to the conventional PI alternative, but its modcl-based
design, which exploits a special Non-Minimum State Spacc (NMSS)
formulation of the model, ensures that the complexity of the
controller always matches the complexity of the system being
controlled, so leading to inherently more powerful and robust
designs.

In this chapter, only single input-single output systems
described by transfer functions in cither the backward shift or the
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delta operator have been discussed. Since the PIP procedure is based
on the powerful NMSS concepts, however, it can be extcnded
straightforwardly to multivariable and stochastic systems (Wang,
1988; Chotai et al, 1991d, 1992). And, as the examples in the
Chapter have demonstrated, when combined with on-line, recursive
techniques, such as the SRIV estimation algorithms, it provides an
exccllent basis for the design of sclf-tuning and sclf-adaptive
control systems (e.g. Young et al, 1988, 1991a,b; Young, 1989;
Chotai et al, 1991a).
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PHYSICAL MODELLING OF GREENHOUSE CLIMATE

Gerard P.A. Bot

Institutc of Agricultural Engineering (IMAG-DLO)
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6700 AA Wageningen
The Netherlands

I. INTRODUCTION

A grecnhouse is designed as light transparent sheltcr to
improve environmental conditions for plant production. The
history of constructions protecting plants from a hostile environ-
ment allowing out of season production of fruits and flowers goes
back to ancient times. Stanghellini (1987) refers to Roman his-
tory and cites Sencca who in 63 A.D. complained that the availa-
bility of roses in winter from protected cultivation was an aspcct
of living against Nature. Also Van den Muijzenberg (1980) in his
history of grcenhouses pointed out that through the centuries
many innovations were made to improve the performance of shel-
ters for plant growth. Especially the improvement of light trans-—
mission was a leading item. So one could conclude that in our
times nothing new is under the sun. An important new aspect
however is that modern technology allowed the construction of
relatively cheap greenhouses with high light transmission togethe
r with the development of continuous and automatic control of
the various environmental factors affecting crop growth and
devclopment. In this way greenhouse crop production could
develope to a high investment, almost industrial activity, though
thc average scale is still that of a family owned cnterprise.

Copyright © 1993 by Academic Press. Inc.
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From the physical point of view one could consider a mo-
dern grecnhousc as a bioreactor in which a crop produces a
marketable product from carbondioxide and water containing
fertilizer with the aid of shortwave radiation. The set of environ-
mental factors in the "reactor", referred to as the greenhousc
climate, affects the exploitation of the growing factor light. So it
is cxtremely important to control the greenhouse climate in order
to have a maximal effect of the production factor light. However
the performance of the crop in terms of production in interaction
with the environment is of an extreme complcx nature. More and
more information is gathered on the relation between crop growth
and cnvironmental conditions as one aspect of production (Bot
and Challa, 1991). This opens the possibility of growth optimiza-
tion to replace the control of a desired temperature and humidity
level in the greenhouse by an optimization scheme calculating
these levels by the system (Challa and others, 1988). To do this
in a proper way, both the production level and the production
costs of the rcactor have to be known. For the production level
thc physical environment in the greenhouse has to be quantificd.
For the production costs especially encrgy flows connected to
energy consumption have to be known. Physical modclling is a
tool to quantify these various factors and to undcrstand the
interaction of interacting processes.

Physical modelling of greenhouse climate started already
in the seventies. Bot (1983) reviewed the literature up till then.
However, the information available on thc various processes
involved was diffuse, not aimed at the beforc mentioned purpose
or lacking at all (Udink ten Cate, Bot and Van Dixhoorn, 1978).
Bot (1983) presented a physical modcl bascd on in-situ mecasurc-
ments of the main physical processes. Some of these processes
arc studied later in morc detail, like crop transpiration (Stanghel-
lini, 1987) and natural ventilation (De Jong, 1990). The model or
adaptations of it are applied nowadays as design tool and in opti-
mization studies (Houter and others, 1989; Houter, 1990; Gijzen
and Ten Cate, 1988; Gijzen, Vegter and Nederhoff, 1990; Van
Henten and Bontsema, 1991). De Zwart (1992) reported the most
recent versions with adaptations and documented the various as-—
pects and details of it in a carefull way.

In this paper the general approach is outlined.
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II. GENERAL ASPECTS

The set of momentaneous environmental factors inside the
greecnhouse affecting crop growth and development is referred to
as the greenhouse climate. As the mctcorological term climate
indicates a long term average of environmecntal factors and the
term weather-is used for the momentaneous set, the proper term
would be greenhouse weather. However it is common practise to
usc the term greenhousc climate in this respect.

The difference between greenhouse climate and outside
weather (sometimes called greenhouse effect) is mainly caused by
two mechanisms:

- The first is the enveloping of air: The air in the greenhousc is
stagnant duc to the enclosure. So the exchange of the grcen-
house air with the surrounding (outside) air is strongly de-
crcased compared to that of the air without envelopc. Morecover
the local air velocities are small compared to that in the open.
The reduction of the air exchange (or ventilation) directly
affccts the encrgy and mass balances of the greenhouse air
while the smaller local air velocities affcct the exchange of
energy, water vapour and carbondioxide between the grecn-
house air and the greenhouse inventory (crop, soil surface,
cnclosure and heating system).

- The second is the mechanism of radiation: The inward short-
wave radiation (direct from the sun and scattered from the sky
and clouds) is decreased due to the light interception by the
opaque and transparent components of the greenhousc while the
long wave radiative exchange between inside and outside the
greenhouse is changed due to the radiative propertics of the
covering materials. With glass as covering material this leads
to the mouse trap theory: glass is (partly) transparent for the
incoming shortwave radiation and opaque for the longwave
radiation emitted from the interior, so the energy is trappcd.
However this effect is of minor importance to cxplain the
increased air temperature in the greenhouse. The common name
greenhouse effect for the mouse trap theory is thercfore misle-
ading. Nevertheless the radiative effects are indispensable to
describe the greenhouse climate because they directly affect all
energy balances and therefore the inside temperatures.

The general mechanisms may be relatively simple, the impact on

the greenhouse climate itself is of a more complex nature. There-
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fore the main physical processes for the exchange of energy and
mass arc discusscd seperately first together with the physical
characterization of the exchange with the crop. Then thesc
processcs arc combined to a lumped paramcter physical model
that can be used to simulate dynamically the grecnhousc climate.

III. PHYSICAL PROCESSES

II1.1 General overview

The various physical processes can be schematised accord-
ing to Figures 1 and 2. To keep it simple, in this scheme the
grecnhouse is considered to be a onec dimensional system in
which only vertical energy and mass (water vapour and carbon-
dioxidc) flows occur. This can be done for a description of the
dynamic behaviour of the system i.e. the various state and flow
variables as function of time. This can be nceded for the applica-
tion as a design tool or for optimal control purposcs. When the
dynamic bchaviour can be charactized by only a few state vari-
ables, likc in most control applications, then the physiscal modecl
can be simplificd or modelling approaches dcfining input-output
relations can be applicd. In general the experimental verification
can be much simpler in this case. If onc is interested in the
distributed nature of thc grecnhouse climate rather than the dyna-
mic naturc, then another approach has to be followed (Bot,
1989b).

The major greenhouse components in the onc-dimensional
system arc considered to bc homogeneous. The main parts are the
grecnhouse cover, thc greenhouse air, the crop and the soil. Of
these parts the soil is non-homogeneous, so has to be composed
of more layers. A point of discussion will be the homogeneity of
the crop. For the calculation of the physical environment includ-
ing crop transpiration one crop compartment will do. For thc
calculation of crop photosynthesis, in which radiation has a
strong non-linear cffect, the radiation distribution in the crop has
to be calculated, lcading to a multi-layered crop (Gijzen and Ten
Catc, 1988).
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Figure 1. Radiative processes: interception of direct and diffuse
solar radiation by the greenhouse cover, the crop and the soil
surface (left) and thermal radiative exchange between the various
grecenhouse components and with the sky (right).
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Figure 2. Energy exchange (sensible and latent hcat) between
the various greenhouse components and to the outside air.

In Figure 1 the radiative processes are outlined, in Figure 2
the various convective and conductive exchangc processes. The
main processes will be discussed separatcly in the following
scctions with the emphasis on physical understanding.
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IT1.2 Radiative exchange

The production in a greenhouse is aimed at an optimal ex-
ploitation of incoming direct (originating from the solar position)
and diffuse (scattcred in the atmosphere and by the clouds) solar
radiation as driving force for the photosynthesis process. For 99
% this incoming solar energy flux is within the wavelength
region between 300 and 3000 nm. For planth growth a spccial
part of the spectrum in the visible region is of interest, the so
called photosynthetic active radiation (PAR) with wave length
region in the visible spectrum between 400 and 700 nm. In this
region about half of the solar energy is irradiated. Only a small
part of the PAR energy is directly converted into the photosyn-
thcsis process. The spectral distribution of solar irradiance at
earth surface is well known for various metcorological conditions
(e.g. Kondratyev (1972)). This general characterization is ac-—
curatc enough to estimate the ratio between PAR and global
radiation for outside coditions, but the effect of the greenhousc
cover in the translation to the greenhouse crop situation needs
spccial attention and separate measurement for validation.

The total solar radiation (global radiation) at crop level
contributes to the energy balance of the crop so affects crop
temperature and transpiration. The energy converted in the phot-
osynthesis process can be neglected in the energy balance over
the crop. To translate both direct and diffuse solar radiation at
earth level to that inside the greenhouse at crop level is of great
importance for both the physical modclling and the quantification
of the photosynthcsis. The interaction of the solar radiation with
the grcenhouse cover determincs how much radiation is trans-
mitted and available at crop level. This interaction can be calcu-
lated from the basic optical laws for reflection, absorbtion and
transmission of transparent layers and opaque construction parts.
Therefore the optical propertics of the transparent materials, the
angle of incoming radiation rclative to the observed surface and
the geometry of the construction have to be known. For the dircct
light, the angle between radiation and surface follows from the
solar position (given by the latitude of the observed greenhousc
and the time and date) and of the oricntation and geometry of the
surfaces. For thc diffuse radiation it follows from the distribution
of the radiation intensity over the hemisphere, which is different
for various meteorological conditions. The most striking dif-
ference is that between a clear and cloudy sky. Bot (1983) des—
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cribed the considerations given above in full detail. Recently
Critten (1992) reviewed the literature on greenhouse light trans-
mission.

Comparison between the model calculations and measure-
ment of transmission factors gave an agreement for both diffuse
and direct radiation within a few percents of transmission. There-
fore the discussed light transmission model of greenhouses is an
opecrational part of crop production models (Gijzen and Ten Cate,
1988; Gijzen, Vegter and Nederhoff 1990) and of grcenhousc
climate models (Bot, 1989a: Houter, 1990).

The thermal radiation exchange from the greenhouse
interior to outside is shielded by the cover. The efficiency of this
shicld dcpends on the radiative properties in the thermal wave-
lenght region (about 5000-50000nm for environmental tcmpera-
tures). Inside the greenhouse the various surfaces exchange
thermal radiation. The spectral distribution of the radiated energy
is given by Planck's law. For our purposes the cnergy exchange is
of importance. This can be calculated according to the wecll
known non-linear Stefan-Boltzmann rclation, implementing
emission coefficients to account for the radiative properties of
the surfaces and view factors to account for the mutual intercep-
tion of the radiation between the surfaces:

Quatz =€ Fp 0 {(T))* - (T)*} (1a)

where Q,,4,, is the energy flux density due to thermal radiation
from surface 1 to 2 (Wm™), ¢,, the combined emissivity between
the surfaces (-), F,, the view factor from surface 1 to surface 2
(-), o the Stefan-Boltzmann constant (5.67 10°® Wm™K™) and
T,, T, the temperatures of surface 1 and 2 respectively (K). The
emission coefficients of most surfaces are ncar to one, but some-
times special low emission materials are used, so it is preferrcd
to set up the equations in a general way. The combined emissivity
€,, is found from the individual emission cocfficients €, and e,.
For parallel surfaces, as found in the greenhouse, this is accord-
ing to:

€= (g, + &7 - 1) (1b)

For relatively small temperature differences, d(T*) can be lineari-
zed to (4T3)dT leading to:
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Quii2 =€ Fpo (4T°)(T, - T,) (1c)

where T is the average temperature (K). In this way the encrgy
flux density is related to the temperature difference as the driving
force for the energy exchange. The proportionality factor [e,, F,,
o (4T?)] only varics slightly with the temperature level which is
expressed in Kelvin. In this way radiative exchangec can be
compared to the other exchange mechanisms as defined in the
following sections.

Of course the view factors for the thermal radiation ex-
change between the crop and the other greenhouse parts are
dependent on the development of the crop. They were determined
in a scparate study on the physical behaviour of the crop (Stang-
hellini, 1987). Crop development then is expressed in the physi-
cal quantity "leaf area index", in literature abbreviated as LAI. It
is defined as the ratio between total leaf arca per square meter
ground surface and has to be measured scperately. Calculations
and measurements of the energy exchange in the thermal wave-
length region were in good agreeement.

A special difficulty is the characterization of the radiative
exchange between the cover and the hemispere. In reality this is a
complex exchangc between the cover and the various layers of
the atmosphere. The composition of the atmosphere determincs
absorbtion and emission at various heigts and the atmospheric
temperatures at these hcights determine the temperature
differences with the cover. So for a full description both the at-
mospheric composition and the temperature as function of the
height has to be known. To overcome this complex problem a sky
vault temperature T,,, is defined as a temperature of a black he-
misphere (so emission cocfficient equals one) exchanging thermal
radiation with the greenhouse cover according to Stcfan-
Boltzmann to the same extent as the atmpospheric exchange. This
sky vault temperature can be measured directly by a pyrgeometer
but it is not included in the list of standard meteorological
measurements. In literature (e.g. Wartena et al.,, 1973)
correlations of experimental data are reported to relate sky vault
temperature to standard meteorological observations as air
temperature, humidity and cloudiness, but these relations are only
applicable for an average sky temperature over a long period and
only valid for regions with the same metcorological characte-
ristics as the region in which the measurements are performed.
However for realistic dynamic modelling, sky tempecrature is a
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dynamical boundary condition and an important one for thc
energy budget and the greenhouse climate. Therefore in our ex-
periments it was calculated from real time measurements of the
thermal radiation exchange between a surface with known
temperature and the hemisphere. Nowadays we measure it
continuously.

IT1.3 Ventilation exchange

The greenhouse enclosure envelopes the interior and
prevents mixing of the internal with the external air. Direct ex-
change of air through opcnings in the enclosure (leaks and
ventilation windows) is called ventilation and can be expressed in
terms of volumetric flow (m®!). This volumetric flow carries
energy and mass. While this ventilation process affects the most
important greenhouse effect, i.e. the enveloping of air, a proper
description of the dependency of the ventilation flux on external
and internal factors is a prerequisite for a description of
greenhouse climate.

In general, ventilation flux is the flow of air from inside to
outside and reverse through openings. This flow has to be
generated by some pressure diffcrence between both sides of the
opening. The pressure difference can be due to the effect of the
outside wind (wind effect) or due to the density differences
(generated mainly by temperature differences and to a much
lesser extent by concentration differences) betwcen internal and
external air (temperature efffect). For large greenhouses, with the
ventilation windows distributed in the cover, the pressure dif-
ferences generated by the wind field proved to be of a fluctuative
nature. So the ventilation is fluctuative too, but can be described
as an effective semi-constant flow from in- to outside and
reverse due to an effective pressure difference. The flow through
the opening, with known pressure difference between both sides
of the opening, is dependent on the flow resistance of the opening
itself. In literature on the ventilation of buildings, specific over-
all relations are deducted for the ventilation ratc through specific
openings as function of relevant parameters. Bot (1983) adopted
the approach in which the wind and temperature effects and the
flow characteristics of the openings arc discussed seperately. This
aproach was based more soundly and validated in more detail by
De Jong, 1990. From these studies the effective ventilation
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volume flux ®, (m? ") were expected to be linear proportional to
the outside wind speed u at reference height (normally 10 m) and
the area of ventilation windows A  for any window opening anglc
B. Full scale measurements of the ventilation flux with a tracer
gas technique proved these relations and validated them for
various conditions and window types. Due to the lincar propor-
tionalitics a dimensionless ventilation number G can be defined
as:

G = (@, u)/A, (2)

In Figure 3 a typical ventilation characteristic is given for a
commonly used window type in terms of the relation G(B).
Also the ventilation due to temperature differences between the
in— and exterior can be quantified. In this case the vertical height
in thc opening or for various openings also the vertical distance
between these openings (chimney effect) is of importance.
However ventilation due to wind effects will be dominant already
at low wind speeds of about 2-3 ms™'. The temperaturc cffect
will therefore be rclevant under special low wind, high radiation
conditions. For the description of this special effect we refer to
the literature already mentioned.

With the known dependency of ventilation flux on wind
speed, temperature difference between in- and outdoor, window
characteristics and window opening the exchanged cnergy qu..
(W) and mass m,,,, (kgs™') (water vapour, CO,, etc) between the
greenhouse interior and the ambicnt can be calculated as res-—
pectively:

Qvem = q)v Capair (Tl - Ta) (3)
My, = (Dv (ci - ca) (4)

where Cap,;, is the volumetric specific heat of the greenhousc air
(Jm™K™), T, and T, the in- and extcrior temperature respectively
(K or °C) and e, an e, the in~ and exterior concentration of the
gas component considered (kgm™).

So the non-linearity of ventilation exchange is in the non-lincar
dependency of &,; at constant @, the exchange of encrgy and
mass is linear proportional to the driving force..
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Figurc 3. Ventilation number G as function of the window
opening angle B of a typical ventilation window with a width of
two glass panes covering half the distance between ridge and
gutter and mounted at the ridge in a Venlo-type greenhouse.
Relations are given for windows opened at the lee-side and the
windside.

I11.4 Crop transpiration

All greenhouse activities are aimed at an optimal growth
and development of the crop as the supplier of greenhouse pro-
ducts. In the greenhouse climate model the impact of the
grcenhouse climate on the growth and development of the crop is
out of the scope; the vegetation is considercd as a well-defined
body that cxchanges energy, water vapour and carbondioxide with
the greenhouse air. The greenhouse climate and the plants inter—
act in this respect. Generally speaking, without plants the green—
house climate can be charactcrised as a hot and dry desert
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climate. With crop it is transformed into a humid and warm
(sub)tropical climate. The physical interaction between plants and
environment can explain how this transformation is accom-
plished.

The transport of energy from the leaf is in general defined
in the same way as the heat transfer from other surfaces, like the
cover. The exchangec of water vapour is more complex. Water
evaporates in the internal water saturated cavities of the lcaves
with saturated vapour concentration or pressurc as given by the
leaf temperature, is transported to the surface of the leaves via
the stomata, meeting a stomatal resistance and then transported
from the surface to the greenhouse air meeting some boundary
layer resistance. The stomata are also the openings for the ab-
sorbtion of CO, to the leaf tissue to bec converted in the
photosynthesic process. The stomatal openings and so thc stoma-
tal resistances are controlled by plantphysiological processes in a
complex way. For a physical model a description of the plant—
physiological reactions is too complex. Therc a stomatal rcaction
in terms of measurable climate factors is needed. Moreover the
cffective stomatal resistance of the entire crop, called the crop
resistance, has to be known in stead of individual resitances. This
crop resistance for was determined by Stanghellini (1987) as a
function of thc environmental conditions, translating the plant-
physiological reactions of the crop to the environment into a
phenomenological-physical model. The boundary layer resistance
depends on the local air movement and temperature differences
and differs quantitatively from the extensively reported outdoor
conditions. Also this resistance for greenhouse crops was re-
ported by Stanghellini (1987).

The crop transpiration m,, can be described in terms of the
total resistance r,, and the vapour concentration difference (e, -
e;) as driving force as:

m, = rloi_1 (cl - ei) (5)

This is a lincar rclation if the resistance is constant. The strong
non-linearity is in the resistance. Often vapour pressure dif-
ference p, - p; is used as driving force. While water vapour is
behaving as an idecal gas, concentration ¢ and pressure p can be
easily linked:

p=(RTM™) ¢ (6)
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where R is the universal gas constant (8314 Jkmol'K™') and m
the molar mass (kgkmol™).

To evaporate the water flow from the crop to the greenhouse
air the encrgy E for this evaporation (latent energy) due to the
heat of evaporation H has to be accounted for in the energy
budget of the crop:

E=Hm, (7)

IT1.5 Exchange between the cover and the air

The greenhouse air exchanges energy and water vapour
(condensation) to the inner surface of the cover and the cover
exchanges energy to the outside air. The mechanism of thesc
exchanges is that of convection. At the inside natural convection
is expected due to low local air velocities generated by the
appearing temperature differences, at the outside forced convec-
tion is expected due to local air velocities generated by the wind
field at the outside. To characterize the convective exchange a
heat transfer coefficient is defined as the ratio between the heat
flux density Q.,, (Wm™) and the temperature difference as
driving force for the exchange:

Qconv =a (Tl - Tg,i) (8)

where T; and T,; are the air and surface temperature respectively
(K) and a the heat transfer coefficient (Wm™2K™").

The concept of the heat transfcr coefficient can be applicd
to the mechnism of radiation also. Then Eq. 1c can be compared
to Eq. 8 to read a heat transfer coefficient for radiative exchange.
For ventilation, the heat flux is calculated according to Eq. 3
while Eq. 8 stands for the heat flux density. So if ventilation is
compared to or combined with the other mechanisms, the a's have
to be combined with an exchange area A.

For both the natural and forced convection, a is dependent
on fluid properties and system paramcters for a particular geo-
metry. These dependencies are expressed in rclations between
dimensionless numbers. For a detailed description we refer to
handbooks for heat and mass transfer e.g. Bird, Stewart and
Lightfoot (1960). The coefficient of heat transfer is combined in
the dimensionless Nusselt number (Nu). For natural convection
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the Grashof number is of interest and for forced convection the
Reynolds number. This leads for natural convection to relations
between the Nusselt and Grashof number and for forced convec—
tion bctween the Nusselt and Reynolds number. In both relations
a Prandtl number accounts for some fluid properties. In the
greenhouse situation the fluid is air and fluid properties only vary
duc to temperature depcendencies of these propertics. These varia—
tions can be neglected in a first approach. The main variablc
factors for a particular geometry then are for natural convection
the temperature difference T, - T, as expressed in the Grashof
number (Gr) and for forced convection the air velocity u as
expressed in the Reynolds number (Re):

Gr

g(T,-T,) T L v (9a)
and

Re=uL v (9b)

where g is the acceleration due to gravity (ms™?), T thc mean
temperature (K), L the characteristic length of the gcometry (m)
and v the kinimatic viscosity (m?s™'). The ratio between Gr and
Re? indicates if the exchange is due to pure natural or pure forced
convection (Morgan, 1975).

The cover of a multispan greenhouse complex has a saw
tooth surface geometry. A common Dutch grecenhouse type,
manufactured in an industrial way, is a so called Venlo-type gre—
enhouse. [t has standardised measures. The cover has a span
width of 3.2 m and the roof slope can vary between 22 and 26
degrees, so the geometry of the saw tooth surface is known with a
characteristic length of about 1.75 m (ridge-gutter distance). The
exchange with the cover at both the inside and outside arc of
intcrest. At the inside, local air velocities are low (= 10 cms™: Re
~ 10%) and the temperature differences considerable (= 10 K: Gr =
10'), so it can be expected that the heat transfer is due to natural
convection. At the outside, forced convection can be expected.

In literature no data on convective heat and mass transfer to
and from saw-tooth surfaces could be found. It is not known a-
priori if literature data on the transfer to and from flat plates can
be applied in this case while the flow field over the surface will
be transformed by the saw-tooth surface. Therefore from cx-
priments the convective heat transfer to and from the cover was
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measured and the flow field over the cover was sampled. This
yielded natural convection relations for the heat transfer at the
inside and also at the outside for low wind speeds up to about 3
m/s. At higher wind speeds forced convection was found at the
outside.

A special remark has to be made on the condensation to the
inner surface of the cover. The mechanism of mass transfer is
identical to that of heat transfer and the same theory can be
applied. This leads to a mass transfer coefficient k (ms™' between
mass flux density m (kgm™s™") and the difference in concentra-
tions of the water vapour (kgm™) at the surface ¢,; and in the frec
air e; analogous the Rel.8 for hcat transfer:

m,; = Ky (cg,i -€) (10)

The water vapour concentration at the surface is given as
the saturated concentration at surface temperature. From the
analogy between hcat and mass transfer the heat and mass tranfer
coefficients a and k respectively are related, so knowing «
results in k:

k = a (Cap,;)”* Le*”? (11)

where Le is the dimensionles Lewis number accounting for the
ratio between thermal diffusivity and kinematic viscosity. For air
this ratio is near to one.

IT1.6 Exchange between the heating system and the air

Most commonly a greenhouse is hcated by a heating pipc
system, distributing hot water from a central boiler. Various pipe
arragements are in use, the most common arrangement is that of
four 2" pipes per span at a small distance (5-10 cm) to the soil
surface. The four pipes are combined in two pairs, with a distance
in the pair of about 20 cm and the pairs at a central distance of
1.6 m. In this way the heating pipes can be used in practice as a
rail system for the internal transport. The mechanism of hcat
transfer between the pipes and the air is by convection. The same
approach as indicated in section IIL.5 can be applied here. The
characteristic length is the diamcter of the pipes.

With local air velocitics of 10 cm/s, Re is low (=250), but
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Gr will be = 10° so the value of GrRe™? is = 10 which is of thc
same order of magnitude as the criterion for pure natural convec-
tion around horizontal cylindrs GrRe™ = 14 (Morgan, 1975).
However, literature data on the purc natural convective exchange
from horizontal cylinders cannot be used for the convective ex—
change from the horizontal heating pipes while the abovec given
arrangement differs from the experimental conditions from
litcrature on pure natural convection.

Experiments under greenhousc conditions yielded the hcat
transfer cocfficicnt, indeed being duc to natural convection and
differing from literature on pure natural convection under idcal
conditions. With the heat transfer between pipes and air described
in the same way as Eq. 8 the coefficient of heat transfer being
dependent on the temperature difference as given by its
dependency on the Grashof number, again introduces non-lin-
carities.

ITI.7 Exchange with and transport in the soil

In the energy budget of the greenhouse, the cxchange with
the soil is of minor importance. However, the soil surface ex-
changes thermal radiation with the other greenhouse components
and the energy storage in the soil determincs the dynamics of the
grececnhouse system on a daily base (Bot, 1989b). So the cxchange
to and the transport in the soil have to be represented in a proper
way for the description of the greenhouse climate especially for
thc daily rhythm. The calculation via the natural convecction
exchange at the surface and the mechanism of conduction for the
transport in the soil has proved to be of sufficient accuracy. The
convcctive exchange is treated already in the sections III.5 and 6.
In the mechanism of conduction the driving force for heat trans-
fer is the temperature gradient in the medium. For conduction in
the vertical direction z only:

Qccnd = _1 (dT/dZ) (12)

where Q,,,, is the heat flux density due to conduction (Wm™) and
| the cocfficient of thermal conductivity (Wm™K™"). To be able to
calculate the conductive fluxes the thermal conductivity I of the
soil has to be known. This will be dependent on the character of
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the soil and the water content. If the crop is grown in the soil this
will be well watered so the water content will not vary much. In-
situ measurement is quite cumbcrsome, data on the thermal
conductivity of saturated soils can be found in handbooks on soil
physics e.g. Baver et al. (1972). With the crop growing on sub-
strate the soil is covered and is well watered too, due to leakage
of nutrient water. So here the same applies. For closed, recir-
culating watering systems, as are introduced recently to prevent
emission of nutrients to the soil and ground water, the soil will
be dry. Then | has to be determined for this situation.

IV. DYNAMIC MODEL

With the quantitative description of the main exchange
processes, the energy and mass balances can be set up over
representative, homogeneous parts of the greenhouse, like those
discussed in section III.1. In the first version of the model the
parts were the single-layer greenhouse cover, the greenhouse air,
the greenhouse crop and a 7-layer greenhouse soil. The successi-
ve soil layer thicknesses doubled, and varied from one cm. for the
surface layer to 64 cm for the seventh layer. The mass balance
for water vapour has to be set up over the air compartment only.
In later versions a double cover was introduced represented by a
two layer cover. Also a thermal screen was implemented which
implicated that two air compartments had to be considered, onc
between cover and screen and one below the screen. However the
gencral approach was the same as prescnted here.

The energy balance for the compartment j with temperature
T;, exchanging energy to n neighbouring compartments with
temperature T,, can be represented in general as:

V; Cap; dTy/dt = 2(Q;, A;,) - E; +S; (13)

where V; is the volume of the compartment, A;, the exchange
arca between the compartment and the successive neighbouring
compartment, S; the total absorbed solar radiation in compartment
j and E; the energy nceded for transpiration in compartment j. The
energy fluxes Q;, due to the various mechanisms can be rclated to
the temperatures mentioned as indicated in rel. 1, 3, 8 and 12.
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This leads to the general cxpression:
V; Cap; dTy/dt = Z((o;, A;)(T; - T,)) - E; + S, (14)

Here a;, is given by the mechanism and will in general contain a
non-linearity. From fig. 1a and b the various fluxes to and from
each compartment to the neighbouring compartments can be read.
In this notation the boundary conditions are considered to be the
temperatures of environmental compartments. So the energy
balances for all compartments will result in a set of first order
differential equations.

The mass balance for the air compartment with concen-
tration ¢; can be set up analoguously:

V, (dey/dt) = X (my, A;,) (15)

Here the vapour fluxes duc to ventilation, evaporation and con-
dcnsation have to be considered.
With rel. 10 for the mass flux density, rel. 15 can be rewritten as:

V; (dey/dt) = Z (k;, Aj)(e - ¢€,) (16)

Herc k;, is related to a;, according to rel. 11.

The evaporative and condensative fluxes m;, link the mass
and energy balances according rel. 7. Morecover the crop
temperature and cover temperature determine the saturated vapour
concentrations at the respective surfaces so form a sccond link
between the energy and mass balances. So both flow and state
variablcs in the energy and water vapour model are linked.

The response of the greenhouse system to the time varying
environmental conditons is then reprcsented by the solution of the
sct of differential equations. This solution can be found by c.g.
forward numerical integration. Algorithms to do so are available
in various languages for dynamic simulation varying from simple
Euler to more complex Rung-Kutta or other calculating schemes.
In our case we applied CSMP (IBM,1966) and TUTSIM (Kraan,
1974) that can be combined with graphical representation of the
cquations in Bond Graphs. This allows a clcar overview of the
various state and flow variables in the system together with their
relations and intcractions. TUTSIM was spccially designed to
translate the Bond graph representation into a simulation com-
puter programme. For parts of the model this allows an casy
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analysis and understanding. However for the complete model the
non-linearities introduce cumbersome procedures, so finally the
complete model is programmed in CSMP. Due to the fact that
IBM stopped supporting CSMP an alternative had to be found.
Presently ACSL is a promising language for dynamic simulation.

The simulation results are realistic under various outdoor
conditions (Bot, 1989a) both in the short and long term response.
This is demonstrated in Figure 4 and 5 for a 24 hour pcriod from
noon to noon with strong fluctuating shortwave radiation during
the first day and a bright second day. Not only thc state variablcs
of the system are calculated, like temperatures and concentrati-
ons, but of course also the flow variables, like energy and mass
flows.

Houter (1990) applied thc modecling approach and com-
parcd the results with measurements of energy consumption at a
large number of growers sites. Also here the results were realistic
with an unaccuracy in general within 10%.

The model is succesfully applied and adapted in various studics
as reported already at the end of section I.

In control, like the optimization study of Van Henten and
Bontsema (1991) it is used to get insight in the complex inter—
actions in the greenhouse system and simplifications are made to
adapt it to the application. In simple control, implemecntation of
thc behaviour of the mixing valve of the hcating system with the
characteristics of the heating system itself enables the incor-
poration of control algorithms for heating. The same holds for the
implementation of the characteristics of thc motors for opening
the ventilation windows which allows the incorporation of control
algorithms for ventilation. Then the heating pipe temperature as
boundary condition and the measured window opening as a
system property can be replaced by a set point for e.g. air tem-
perature and humidity or a set point calculating scheme. In this
way the heating and ventilation control is included in the systcm
and control algorithms can be checked with the advantage over
simple control models that the responsc of the various parts of
the greenhouse system, e.g. the crop, can be calculated. In this
way the model can be applied as a design tool.
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Figure 4. Simulated (M) and measured (a) greenhouse air
temperature during a 24 hr period with varying radiative condi-
tions.
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Figure 5. Simulated (M) and measured (a) crop temperaturc
during a 24 hr. period (same period as Fig. 4).
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V. CONCLUSIONS

The greenhouse climate is a complex interaction of various
physical processcs. Quantification of this climate as affected by
the dynamic outdoor wecather conditions and the physical
properties of the greenhouse itself demands quantification of thc
various exchange processes. Then combination in a physical
model yields a reliable description of the greenhouse climate.
This can be applied in practical and theoretical studies on the
optimization of greenhouse production and as a design tool in
greenhouse studies. For control purposes only mostly the model
can be simplified and restricted to rclations of interest. Then the
cxtensive model as a representation of the main characteristics of
the real system can be used to validate the simplified one. This
can prcvent cumbersome experimental validation.
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Chapter 3

MEASUREMENT AND PARAMETER IDENTIFICATION
PROBLEMS
FOR CONTROL OF BIOTECHNICAL PROCESSES

Axel Munack

Institute of Biosystems Engincering
Fedcral Agricultural Research Centre
Braunschweig, Germany

I. INTRODUCTION

Also in the classical biotechnological processes of the food
processing industry — like production of beer, wine, baker's yeast
etc. — measuring and control techniques play a major role. In the
past, these tasks were taken over by man almost entircly, c.g. by
taking manual samples, by performing various sequential process
steps, by suitable feeding of nutrients to the process or by stopping
the process at the 'best' time instant. The rapidly increasing number
and amount of biotcchnologically produced products, the rising
demands for increased product quality - also with regard to lcgal
rcquircments (GMP) - as well as the pcrmanent pressure to increase
the process productivity have led to a continuously growing
application of automation and control equipment for biotcchnical
processes. This trend is supported by the availability of incxpensive
electronic components which enable to apply sophisticated algo-
rithms of data processing and control, and facilitate thc application
of complcx on-line procedures to medium-scale plants which in
former times scemed to be economically feasible only for large
production plants.

The situation in agricultural applications is quitc similar.
Hecre, however, the demand for cheap equipment is even stronger,
since production units are small and most of the products have to be

Copyright © 1993 by Academic Press, Inc.
The Computerized Greenhouse 75 All rights of reproduction in any form reserved.



76 A. Munack

sold at low prices. The need for protection of the environment and
thc corresponding ncw legal restrictions demand for agricultural
production processcs with lowest possible inputs of fertilizers and
agrochemicals. Having in mind, that — at least seen world-wide -
the agricultural production must be maintained at the actual output
quantity and should even be increased in proportion to the
increasing world population, high productivity and low input can be
obtained only by sophisticatcd production mcthods, using advanced
control cquipment. Thus, new technologies will find a high level of
application in agriculture in the near future.

In this contribution, the emphasis is laid on applications to
biotechnical processes. Various parallels will be evident with
respect to agricultural applications. At first, the major measurement
tcchniques for bioreactors are presented and discussed. In the morc
control-oriented part of the paper the use of dynamic process
modecls and the specific aspect of the information content of
mcasurement data for model generation will be considered. It is not
the purposc of this paper, to give a complcte overview on
measurement and control of biotechnical processes (which can be
found in textbooks, cf. c.g. Rehm and Reed (1991)); instead, somc
tcchniques will bec addressed which arc most likely to be rclevant
for control of agricultural processes, too. As application, a dis-
tributed-parameter system is chosen, since agricultural production
processes also show transport and diffusion/convection phenomcna
in their distributed compartments soil and air.

II. MEASUREMENT TECHNIQUES FOR BIOTECHNICAL
SYSTEMS

A peculiarity of measurements at biotechnical systems lies in
the fact, that data from different sources reach the data-logger at
different times. One can divide into three kinds of data:

- quasi continuous measurements, which are sampled at a high
frequency and without any lag time, like pressure, temperaturc,
pH, optical density, etc.;

- discontinuous measurements, which are sampled with a small lag
time, like off-gas analyscs and auto—-analyzers for measurcments
of the broth concentrations;

- discontinuous mecasurements with long lag time, like manually
processed analyses for the composition of biomass, and for
concentration of substrate and product, in particular for ccll-
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internal concentrations.

For process automation, one will rely on data of the first two
groups, while data of the last group are mainly used for
documentation and further calculations after the fermentation is
finished. The use of these data during the actual cultivation is under
recscarch in some theoretically working groups. In any case, an
effective data management is necessary in order to procecss the
diffcrent data according to their temporal origin.

DIRECT MEASUREMENTS

In the following, only the first two groups are addressed;
Table 1 gives an overview on the various possibilitiecs for
mecasurements at biotechnical processes. The list is by no means
exhaustive, since the development of new sensors and analyzers
shows a significant progress. However, a critical review exhibits,
that many of the important mcasurement probcs for automation of
biotcchnical processes have not reached the state of reliability and
simplicity which is nceded for industrial or at least pilot scalc
applications. Many of the recently developed sensors still show
various cross—sensitivities, may only be used in restricted
concentration ranges, are subject to disturbances and drift, or are
not applicable in situ due to their physical construction. In the
moment, automated analytical methods have attained a great deal of
interest. Taking probes from the process and carrying out analyses
outside the rcactor, e.g. by FIA, GC, HPLC, or MS, enables to
calibrate the measurement device as often as necessary; the cost of
these devices, however, is still too high for a wide-spread
application, and the devices nced a highly qualified staff in order to
bc operationable over long time periods.

MODEL-BASED MEASUREMENTS

The very restricted opportunities for direct measurements at
biotechnical processes lead to the question whether the very
efficicnt methods of control theory, like observers or filters, may
also be applied to fermentation processes. Somewhat problcmatical
in this respect is the fact, that in many cases reliable models for
bioprocesses do not exist, since the dynamical equations are
nonlincar, and the interdependencics of various major mctabolic
reactions inside the organisms arc not yet fully understood.
Nevertheless, efficient and general modelling techniques for
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Table 1 Measured variables and measuring principles for

biotechnical process

Measured variable

measuring principle

volume

foam

stirrer speed
temperature
gas flow

pH, redox potential

biomass

dissolved Op

dissolved CO»

off-gas Oo

off-gas CO»,

ethanol

glucose

L-lactate
urea
NADH in cells

morphological
characterization

various substances

differential pressure
ultrasonic devices

contact electrode
counter

PT100, thermocouple
volumetric flow sensors

glass electrodes
ion-sensitive FETs

filtration probe
optical density
fluorescence
specific impedance

polarographic probe
PTFE-probe + analyzer

PTFE-probe + analyzer
paramagnetic detector
ZiOop-sensor

mass spectrometer

infrared detector
mass spectrometer

PTFE-probe + analyzer
polarimeter

enzyme electrode
enzyme thermistor
enzyme thermistor
optical biosensor
fluorescence

image processing

FIA, MS, HPLC, CFA

A. Munack
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bioprocesses are a very promising research subject for the future,
since the formulation of a process model also enables to use sophis-
ticated (predictive) control strategies. Thus, therec is a need for off—
line structural modelling as well as for on-line and off-line
parameter identification.

The first industrial cultivation process driven by an observer
was the Pekilo protein process, cf. Halme and Tiussa (1983).
Further observer principles for bioprocesses were proposed by
Stephanopoulos and San (1984) and by Dochain (1986). The latter
author avoids to specify a growth kinetic for the process. This is a
well-suited means for process observation, however it does not
enable to calculatc long-term predictions of the process.

IIT. MODEL BASED PREDICTIVE CONTROL

A control structure which secms to be well suited for
biotecchnical processes is the so-called Open-Loop Feedback
Optimal Controller (OLFO). This algorithm, cf. Luttmann et al.
(1985), rclies heavily on a good (structurally correct) process
model, and is very similar to the recently established generalized
predictive controller types, cf. Clarke et al. (1987). The structure is
shown in Fig. 1. The algorithm solves the combined problem of
system identification and process optimization separatcly. As in
most adaptive algorithms, the time is divided into time slices, the
adaptation intervals. In each interval, the unknown parameters of
the system and - maybe - somc deterministic disturbances arc
determined by minimizing an output least squares error criterion
which weights the differences of measured systcm outputs and
model outputs of the most recent adaptation interval(s). These
identificd parametecrs arc extrapolated into the future and serve as
a basis for calculation of future control actions, which control the
process in an optimal way. Various criteria for optimization are
possible. Then the control inputs are set to the calculated optimal
ones, but only for the forthcoming adaptation interval. During this
interval, the whole identification and optimization computations are
carricd out again, which may lcad to a corrccted control input for
the following intcrval, and so on.

It can be stated, that this strategy should be well suited for
processes with unknown or slowly time-varying parameters, if a
structurally correct model is known and if the on-line estimation of
parameters is possible by the available measurements. Therefore the
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evaluation of the information content of measurements plays a key
role in this concept; a problem which is considered in detail in the
following paragraphs.

control inputs states
F’ system X0 —
| C
z(t) ﬂdisturbances
X (t) +
1 model for
identification I
X (t) i(t)ﬁ ﬂﬁ(t)
parameter |4 Cx-Cx
identification
/), (k) i(t*ﬂ wf'(t*)
L’ model for
——  optimisation
agr) : X(t*)
ult control input |
® optimisation

Fig. 1 Structure of the OLFO controllcr

IV. INFORMATION CONTENT OF MEASUREMENTS

The problem of the information content is directly related to
the precision of paramecter estimates which may be obtaincd by
using a certain measurement data set. This data set is dependent on
(i) the experimental conditions under which the data were obtained,
c.g. the process input functions, and (ii) the measurement devices,
their precision and - for distributed-parameter systems - their
location. The general theoretical framework which allows to deal
with these problems is reported here shortly; for a more detailed
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discussion see Goodwin (1987) and the literature refercnced therein.
Let the system be described by the nonlinear differential equation

x(t) = f(x,t,u,P) ;  x(0) = x,(P) , (1a)
and the system outputs be given by

y(ti) = g(x(ti’u’P)’ti’P) s (lb)

where xeR" denotes the state, ueR™ denotes the input, yeR* is the
(discrete time) input, and PR is the vector of unknown system
parameters. As pointed out above, we will treat the situation that a
structural correct model is available, which allows for a formulation
of the model equations identical to Eq. (1a,b), where only P, x, and
y are replaced by the model paramcters, states, and outputs P X,
and y, respectively.

With the difference between model and process outputs,

e, = e(t,u,P) = y(t,u,P) - y(t) , )
the quadratic identification functional

L(wP) = 3 e'Qe; ; Q=0 (3)

is obtained. The optimization problem to bc solved for paramcter
identification is now posed as follows:

"Find Popl such that J,(u,P,,) = J,(u, P)VP P, and POP,EPN, where
ﬁfis the set of physically, chemically, or biologically meaningful

parameters.”

Next we must consider that measurements on a system usually do
not represent the undisturbed system's outputs, but will be corrupted
by noise. For biotechnical processes, this noisc is partly causcd by
thc impreciseness of the measurement device, but most often a
larger part is caused by the process itself with imperfcct mixing,
turbulent flow, gas bubbles, and other inhomogeneitics in the
rcactor. This fact should be kept in mind when respresenting all
noise characteristics by a zero-mean, Gaussian white noisc process
as follows:
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Table 2 Criteria to evaluate and optimize the information content of measurcments

criterion definition interpretation
] minimization of the
A-criterion min (trace S) variance in the

max (trace F) arithmetical mean

minimization of the

D-criterion min (det S) variance in the
max (det F) geometrical mean
G-criterion min ( A, (S)) | minimization of the
o largest variance of any

E-criterion max ( Amin( F)) | parameter combination
yM(t) = y(t) + w(t) ; (4)
E{w(t)} =0 , i=1, .., N; (5a)
E{w(t)w'(t)} = 8, C(t) , ij=1,...,N. (5b)

Due to this noise, the result of the optimization problem, /150,,1,
becomes a random variable. If a bias—free estimate can be obtained
(which will not be possible in most nonlinear situations), one could
state that, in the limit, the expectation for Pop, could be equal to the
true proccss parameters,

E{P,,} = P. (6)

Futhermore, it can be shown by using the Cramér-Rao inequality,
that

E{P,, - P)(P,,, - P)T} S=F", 7)

where F is the Fisher information matrix. Thus S gives a lower
bound on the obtainable covariance of the parameter estimates.
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The information matrix is computed by

F= 3 [Y,°(t,u.P) C7(t) Ye(tyu,P)] , )

i=1

which shows that the optimal weighting of thc errors in Eq. (3) is
given by Q; = C7!(t;). Several criteria were proposed to give a
measure for evaluation of the precision which is obtained; they may
be applicd to the information matrix F or to the covariance matrix
S. An overview is compiled in Table 2. The most simple criterion
trace(F) — max should not be applicd since it may lead to non-
informative experiments.

These well-known results are the basis for the application to
a biotcchnical process in the following paragraph.

V. APPLICATION TO A BIOTECHNICAL PROCESS IN A
TOWER REACTOR

A simplified model of a biomass cultivation process is used to
demonstrate the various aspects of utilization of the above
formulated results. The dctailed description of the plant and a
derivation of a complcte model can be found in the paper by
Luttmann ct al. (1985); calculations with a rcduced model were
alrcady reported, cf. Munack (1985). The model equations used here
are even more simplified; however, the main results remain the
same. This shows, that the results are not heavily model-depending,
an apprehension which is often expressed when treating nonlinear
systems with the above (linearized) theory. The emphasis in this
contribution is laid on a comparison of differcnt criteria and the
time-dependent availability of parameter estimates in different
phases of the fermentation.

DESCRIPTION OF THE PLANT

The reactor used is a tower reactor, which is gassed from the
bottom - a bubble column, cf. Fig. 2. It is filled with liquid, which
contains the substrate and all other nutrients. The cells arc
submerged in the liquid phase; no further mechanical agitation is
necded, since the rising gas bubbles give a nice mixing. However,
at higher cell concentrations, when the batch process rcaches its
end, an oxygen limitation occurs at the top of the reactor, sincc all
available oxygen is consumed in the lower part of the reactor. Thus,
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distinct oxygen profiles can be observed, which lead to the necessity
to describe the process by a distributed-parameter model.

VE (%8)

pPA
AV X = Hg

VG

X + dx

F7| G

g

O:DJ—X=O

- \\E E
Vo Xo0)
Fig. 2 Schematic diagram of the tower reactor

The simple model used in the calculations is shown in Table
3. It consists of three balances: the first equation describes the
dissolved oxygen in the liquid phase of the reactor, the second gives
the oxygen molar fraction of the gaseous phasc (bubbles), and the
third equation gives the biomass concentration.

Mcasurements can be taken of the dissolved oxygen
concentration by sensors which may be installed at any spatial
position in the column. Furthermore, the biomass concentration is
mcasurcd; here the position is not critical, as the biomass is almost
wcll mixed in the reactor. In addition, an off-gas analysis gives the
molar fraction of the oxygen contained in the exhaust gas, which
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Table 3 Model equations for the tower reactor

Dissolved oxygen in the liquid phase

00¢ 320k p
ZF_p + k) (= Xog-Op) -1,
P F 2 rax) (H 0.6 ~ OF) - rox

. E
9Of| _ ;.‘26_0_"' =0; Op(t=0)=%
ox x=0 X x=Hg

Oxygen molar fraction in the gas phase

Xo.G Xoc ¢€F RT p
G — _y, 220G _°F 4 L Exas-0
pr Ve —7 La(x) P ( g X0 F)

Xog (0) = 021; Xog (t=0) =021

Biomass concentration

oX 93X

— =D —5 +rox Yxo-r

P Faxg ox 'xo~Ip

x| _ o X

T ax -

ox x=0 x=Hpg
X

where kia(x) = kiaE- Akla*—
Hr

T =
™ Yo (Ko + Op)

85



86 A. Munack

may be used to calculate thc integral oxygen uptake rate of the
microorganisms.

Five paramcters have turned out to be unknown. They are
time-variant and varying from cultivation to cultivation, too. These
are two fluiddynamical parameters, k,a® and ak,a, describing the
oxygen transfer from gas phase into liquid phase and - roughly - its
decrease towards the top of the reactor, as well as threc biological
parameters, W,, Y,,, and K,, the maximum specific growth rate, the
yicld coefficient, and the limitation constant in the Michaelis-
Menten kinetics.

STATEMENT OF THE PROBLEMS

With respect to the instrumentation of the process, several
qucstions must be solved. These are:

- Which are the best positions for the dissolved oxygen (DO)
sensors to be placed in the reactor column?

- How many DO sensors are essential for a sufficient precision of
the parameter estimates?

- Which types of the measurements — DO, cell mass, off-gas — arc
csscntial or give the highest contribution to the parameter
estimates?

- Arc parametcr estimates possible in all states of the cultivation,
which means: Can the OLFO controller identify all parameters
by using only measurcment data from the preceding adaptation
interval?

- Which are the parameters that are worst identified, and arc these
parameters of great influence on the course of the process (which
would result in unreliable process predictions).

RESULTS CONCERNING SENSOR TYPE AND ALLOCATION

To answer these questions, the nominal trajcctorics of the
process were computed as well as the associated sensitivities with
respect to parameter changes. Then the information matrices were
computed for various sensor configurations.

The results are summarized in Fig. 3 to Fig. 7.
Fig. 3 shows the evaluation of the E-criterion for the information

matrix. When only one DO sensor is installed (1), it should be
placed ncar the bottom of the fermenter, since the information
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content of the signal then is at its highest valuc. Adding a ccll
concentration mecasurement (1+X) gives a result for
Amin(F) which is more than one decade higher, if the DO sensor is
placed near the bottom. Note that this mecans that the standard
deviation of the worst identified parameter combination is reduced
by a factor of approx. 3.5. A further decade is gaincd by taking onc
DO scnsor and the off-gas analysis (1+0), however, now the best
position for the DO sensor is on the top of the fermenter. Best
idcentification, of course, is possible by taking all three meas-
urements (1+X+0), where the best position for the DO sensor is
again on the top of the reactor. Fixing the first DO scnsor on this
top position, now a second DO probe is placed. This results in the
curve (2+X+0), indicating that the best position of this sensor is at
thc bottom of the rcactor. A third DO sensor (this curve is not
shown) wouldn't add very much to the information content of the
measurcments.
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1+X+0
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3 : }
0 3

1 2
position of the DO sensor [m]

Fig. 3 Results of the sensor allocation problem (A;,(F))
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Onc could object that the calculation for the two DO sensor
placement problem is not complete, because it starts with the
assumption that one sensor is fixed at the top of the reactor and then
only the second position is sought. Therefore, the complete problem
of allocating two sensors (in combination with cell concentration
and off-gas analysis) was treated. The contour plot of
the resulting A;,(F) functional depending on the two sensor
positions is shown in Fig. 4. It proves that in fact an allocation at
the bottom and at the top gives best results. Relative maxima are
obtained by allocating both sensors at the bottom or both scnsors at
the top of the reactor, while an allocation of both at 1.25 m of
height would be the worst choice. It must be pointed out, that for
cases where two scnsors are mounted on the same height, there
should be a sufficient (radial) distance between them in order to
cnsure the assumed statistical independence of the noisc signals.
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Fig. 4 Contour plot of A, (F)for two DO sensors



Biotechnical Processes Control Problems
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A comparison of the results gained by application of the E-
criterion with the other criteria gives some further insights into the
statements which arc possible. Taking the dcterminant of F leads to
quite comparable results. The application of the E- and D-criteria
to S instead of F would, of course, give the same results. This is not
the case when taking the A-criterion. Fig. 5 demonstrates that
trace(S) gives quite comparable results to dct(F) and A, (F);
however, Fig. 6 shows that tracc(F), the most simple criterion, does
not provide much information.

The results may be summarized as follows:
~ The off-gas analysis is the most informative measurement for

paramcter identification for the process; in fact, it can be shown
that it is superior to eight DO measurements which are optimally
placed.

- The best practical instrumentation would comprisc ccll
concentration measurements, off-gas analysis and thrce DO
sensors, which should be placed at the bottom, 40 % of the
reactor height and at the top. Then one of thc DO scnsors could
fail during the process, and the other two would still be
sufficicnt.

- This result is "robust" in the scnse, that it holds for the
simplified model and for the more detailed model as well -
indicating that a scvere model dependence is not to be expected.

IDENTIFIABILITY OF PARAMETERS IN DIFFERENT
STAGES OF THE CULTIVATION

For application of the parameter identification in the OLFO
control algorithm, one must ensure parameter identifiability also by
inspection of small data sets, e.g. the preceding adaptation interval.
This is of great intcrest, if the plant exhibits time variant parameters
or if the model uscd is quite simple, such that some structural model
inaccuracics are compensated by time variant model paramcters.

The utilization of the eigenvector components of the in-
formation matrix in a supervising system for fermentations was first
described by Posten (1990). Concerning the example treated here,
Fig. 7 shows the relative standard deviations of the five unknown
systcm parameters, and the standard deviation of the worst identi-
ficd parameter combination (A, (S) ), when only measurcment data
of the most recent four hours are used. It can be seen, that at the
beginning of the cultivation, K, is not identifiable - which is easy
to understand, since the process is then running under non-limited
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conditions. During the central part of the cultivation, all parameters
arc nicely identified. At the end, when the dissolved oxygen profile
goes down, identifiability conditions become worse again. Now thc
coalescence factor ak;a becomes practically non-identifiable, and
the standard deviation of K, rises, too. This means, that at the start
of the fermentation, one should calculate thc process predictions
with parameter values from preceding experiments, and at the end,
onc should not attempt to identify fluiddynamical parameters.
Surprisingly, the problem of K, identification is not as severe as it
was reported for batch processes in stirred-tank reactors, cf.
Holmberg (1982). This can be explained by the fact that in the
middlc stage of the cultivation there is always some part of the
reactor where limiting conditions are present, while at the bottom
unlimited growth conditions are to be found. This results in
rclatively nice identifiability conditions for the Michaelis—-Menten
kinetics. Thus predictive control may be very efficient, since the
main parameters (the biological ones) are identified with sufficient
precision.

10 —

754 Ko i
and worst case

5 |
W worst case

relative standard deviation

0 5 10 15 20
timel[h]

Fig. 7 Relative standard deviations of the unknown parameters during
the course of the cultivation (identification horizon = 4 h)
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VI. CONCLUSIONS

Mcasurement facilitics for biotechnical processes arc
somewhat restricted, in particular when relevant biological states
arc to bc measured. Furthermore, biotechnical processes arc quitc
complex and often not reproducibly run. Therefore, modecl-bascd
measurcment techniques, parameter identification techniques for
formulation of models and their update, and adaptive predictive
control algorithms are well-suited tools for control of these
processes. In this contribution, the effects of suitable
instrumentation of the plants with sensors and analytical devices
were discussed, and the problem of identifiability of thc parameters
in different stages of the cultivation was addressed. Further research
with respect to on-line evaluation of identifiability and automatic
modification of input functions in order to guarantee identifiability
of the rclevant process paramcters in each stage of the fermentation
is nceded.

To kcep this contribution concise, no attempt was made to
point out the various parallels between biotechnical and agricultural
systems. However, it is obvious that greenhouscs and animal houses
arc also described by partial differential cquations. Therefore,
scnsor positioning problems and all addressed related problems arisc
in the samec way. This means that the methods for analysis and
design of installations of sensors and sensor systems which were
presented here may fruitfully bc applied to these agricultural
systems, too. The samc holds for the OLFO algorithm, which -
besides applications to biotechnical processes - was alrcady used
for predictive control of an underfloor heating system, cf. Munack
(1987).
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Chapter 4
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I. INTRODUCTION

Plant tissue culture is a term used to describe the aseptic
culture in vitro (in the test tube) of a wide range of excised plant
parts for propagation and breeding, biomass production of
biochemical products, plant pathology, and preservation and storage
of genetic resources. Micropropagation is a specific aspect of plant
tissue culture dealing with the aseptic propagation of plants in vitro
and can be divided into several major stages; stock plant selection
and preparation (stage 0), initiation and establishment of an aseptic
culture (stage 1), multiplication (stage 2), in vitro rooting and
conditioning (stage 3), and acclimatization to greenhouse
environment (stage 4) (Hartmann et al., 1990).

Micropropagation has many advantages over conventional
vegetative propagation methods, such as cutting and grafting, and
its use in horticulture, agriculture and forestry is currently
expanding worldwide. However, its widespread commercial use is
still restricted due to its relatively high production costs resulting
mainly from high labor costs, limited growth rates during
multiplication, and poor rooting and low survival rates of the
plantlet during acclimatization (Kozai, 1991¢).

Copyright © 1993 by Academic Press, Inc.
The Computerized Greenhouse 95 All rights of reproduction in any form reserved.
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The goal of micropropagation is to obtain a large number of
genetically identical, physiologically uniform and developmentally
normal plantlets, with a high photosynthetic or photoautotrophic
ability (utilizing CO, in the air as the main carbon source) to
survive the harsh greenhouse conditions, in a reduced time period
and at a lowered cost. Development of 1) automated environmental
control systems to minimize manual operation and 2) of an
improved in vitro culture system for increcascd plant productivity is
essential for a significant reduction in production costs.

Reccently, extensive research and development has been
focused on automation and robotization of micropropagation
processes (Aitken-Christic, 1991; Kozai, 1990). Examples arc
automated liquid medium preparation and feeding system, plant
imagec rccognition and processing system, and microcutting and
transplanting systems.

On the other hand, only limited rescarch has been conducted
for investigation of the cffect and control of environmental factors
in vitro (microcnvironment) for incrcased plant productivity at
different culture stages. This is partly duc to the fact that
conventional culture vessels, such as test tubes and flasks, were
small and airtight and control and measurement of the
environmental factors were difficult. Read (1990) reviewed
literature on the effects of environmental factors on the growth and
devclopment of plants during stages 1 and 2 and Dunstan and
Turncr (1984), Prccce and Sutter (1991), and Kozai (1991a) during
stage 4.

In this section, microecnvironment in vitro and its cffect on
the photosynthesis and growth of the plantlet/explant (plantlet) arc
discussed. This article is a revised and condensed version of
reviews by Kozai (1991c) and Kozai ct al. (1992) and the reader is
referred to them for further details.

II. SIGNIFICANCE OF ENVIRONMENTAL CONTROL IN
PLANT TISSUE CULTURE

The mechanism of environmental changes in a tissue culture
vessel is similar to that of the environmental changes in a
greecnhouse. That is, the intcrrelationship between a plant and its
environment inside and outside the culturc vessel is similar to that
of a greenhouse plant and its environment inside and outside of the
greenhouse. A culture vesscl is a miniature greenhouse or a growth
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chamber in a sense. An explant to be cultured in vitro may be
thought of as a miniature cutting in conventional vegetative
propagation (Read, 1990).

Ecological, ecophysical, ecophysiological, environmental
physiological and environmental engineering studies on
micropropagation processes should be important (Hughes, 1981),
but have long been neglected. Plant tissue culturists have relied
upon application of exogenous plant growth regulators (Wilkens,
1988). Few research was conducted on modeling and dynamic
simulation of growth of plantlets affected by environmental
variables in vitro, whereas enormous amount of similar research
were conducted on horticultural and agricultural crops grown in the
greenhouse and on the field. Developing a growth model for
plantlcts in vitro should be easier than that for greenhouse- or
field-grown crops, since many microenvironmental parameters, i.e.
air temperature and light intensity, are kept constant over time.

The physical environment in vitro in conventional tissue
culture systems has been quite different from that in the greenhouse
and often encountered undesirable physiological and pathological
problems (Debergh and Maene, 1984). The conventional in vitro
environment are characterized as follow (Kozai et al., 1992): 1)
high relative humidity (RH), constant temperature, low
photosynthetic photon flux density (PPFD), large diurnal change in
CO, concentration, presence of sugar, salts and growth regulating
substances in the medium at high concentrations, accumulation of
C,H, and other toxic substances, and absence of microorganisms.
These undesirable environmental conditions often result poor
plantlet growth caused by low rates of transpiration, photosynthesis,
water and nutrient uptake, CO, uptake, and high dark respiration
rate.

Traditionally, the plantlets in vitro have been cultured under
predominantly heterotrophic (on artificially supplied sugar) or
photomixotrophic (partly on artificially supplied sugar and the rest
on photosynthetically produced carbohydrates) conditions. Explants
and regenerated shoots in culture have been considered to have little
photosynthetic ability and has been assumed to require sugar in the
culture medium as a carbon and energy source.

Recent research (Kozai, et al., 1987; Kozai and Iwanami,
1988; Kozai et al., 1988) has revealed that chlorophyllous explants
and shoots, in general, had relatively high photosynthetic ability and
that they grew faster in some cases under photoautotrophic
conditions than wunder heterotrophic and photomixotrophic
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conditions, provided the physical and chemical environments in the
culture were properly controlled for photosynthesis (Kozai, 1991b,
1991d). Furthermore, plantlets regenerated from embryos or
adventitious buds at a heterotrophic or photomixotrophic phase arc
expected to smoothly transit into a photoautotrophic phase under
controlled environmental conditions. Providing microenvironment
for increased photosynthetic and transpirational activities may also
be beneficial for the uptake and absorption of mineral elements,
which are taken up along the transpirational water flow, i.e. calcium
and boron.

Environmental control during micropropagation is important
from a practical point of view, especially for the reduction of
production costs. Control of microenvironment: 1) promotes plant
growth and devclopment, i.e. increases fresh and dry weights,
number of nodes and leaf area, 2) enhances rooting and branching,
3) reduces morphological and physiological disorders, such as
vitrification (Ziv, 1991) and incomplete development of leaf
cuticular wax, and 4) decreases loss of cultured plants resulting
from biological contamination by bacteria, fungi or algae. It also
enhances uniform plant growth and development and eliminates the
need for excessive application of exogenous growth rcgulating
substances. Furthermore, it will encourage more rapid and vigorous
plant growth and development during acclimatization stage.

Research to improve in vitro environmental conditions for
increase and promotion of photosynthetic and transpirational
activitics by plants in culture is a prerequisite for development of
an improved micropropagation system with increased cfficiency.

III. SOME CONSIDERATIONS FOR MEASUREMENT AND
CONTROL OF THE IN VITRO ENVIRONMENT

Forthe measurement of the microenvironmental factors, many
of the existing environmental sensors widely employed in
agronomy, horticulture, agricultural meteorology, and ecology can
be used. Measurement and control of the greenhouse plant
environment are well described by Langhans (1978) and Hanan
(1984). For the measurement of the in vitro environmental
parameters, sensors and the amount and size of sample material
should be as small as possible to minimize environment disturbance.
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A. Light

Spectral distribution of light from different light sources
differs significantly from each other (Bickford and Dunn, 1978).
Fluorescent lamps have been the primary light source used in
micropropagation, since its spectrum generally matches the
requirements of in vitro cultures. When the lamps are placed close
together, they generally give a relatively uniform horizontal
distribution of photosynthetic photon flux density throughout the
culture shelf. However, there is a large difference in PPFD between
the inside and outside of the culture vessel. The distribution of
PPFD in culture vessel on the shelf is largely dependent upon the
vessel and closure types, and vessel arrangement on the shelf
(Fujiwara et al., 1989).

The light source is usually installed above the vessels and the
plantlets in the vessels generally receive downward illumination.
As the plantlet grow, increasing amount of light energy is
intercepted by the upper parts of the plantlet and only small amount
of light energy reaches to the lower parts.

Hayashi et al. (unpublished) compared growth of potato
plantlets in vitro cultured for 28 days under downward and sideward
lighting conditions (Figure 1). Shoot length was approximately 3.5
cm shorter and dry weight and leaf area per plantlet were 1.8 times
greater in the sideward than in the downward lighting treatment.
Also there was no difference in plant growth and development
affccted by location of the culture vessels.

Based on experimental data, it might be better to direct light
from the sides by means of optical fibers or other thin or tiny light
sources in the future micropropagation systems (Kozai, 1990). With
the lateral lighting, the plant will receive an increased amount of
light energy evenly throughout all parts cven with a decreased
amount of electricity consumption for lighting. The lateral lighting
promoted plant growth and produced plants with physiologically
improved shape (Kozai et al., 1991a).

For control of plant photomorphogenesis, different types of
light emitting diodes (LED) can be used to emit cither blue, red or
far-red light at a low cost. Application of LED for growing
plantlets would also be practical (Bula, et al., 1991).
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Figure 1. Potato plantlets cultured for 28 days in vitro on MS
sugar-free medium. Culture vessel in the treatments Al (bottom),
A2 (middlc) and A3 (top) were stacked and illuminated using a
sideward lighting system. Treatment B were illuminated using a
conventional downward lighting system. (Hayashi et al,
unpublished).
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Morini et al. (1990) tested the effect of diffcrcn.t lig}}t/dark
cycles and found that the growth of peach shoots was significantly
greater with 4 hours light and 2 hours dark cycle compared to
conventional 16 hours light and 8 hours dark cycle when the same
amount of total radiation was supplied. The method of lighting,
such as light and dark cycle, light source and spatial arrangement
of light sources, is an area of further research.

B. Gas exchange characteristics of the culture vesscl

The type of vessel closure affects the gaseous composition as
well as the light environment, and hence vitrification and growth of
plants in culture. The loose closures was better than the tight ones
for reducing vitrification of Gypsophila paniculata (Dillen and
Buysens, 1989) and carnation plantlets (Hakkaart and Versluijs,
1983) and for promoting the growth of strawberry plantlets (Kozai
and Sckimoto, 1988).

The air exchange charactcristics of the vessel are best
expressed by the number of air changes (infiltration) per hour (E).
The E is defined as the hourly air change rate of the vessel divided
by the air volume of the vessel (Kozai et al., 1986a). The number
of natural air changes for a flat bottom glass test tube (air volume:
45 ml) closed with an aluminum foil cap, plastic formed cap and
silicon foam rubber plug were 0.18, 1.5 and 0.6 per hour,
respectively (Kozai et al., 1986b). The number can be raised up to
3-6times by using a gas permeable microporous polypropylene film
as part of the vessel closure (Kozai and Sekimoto, 1988).

The number of air exchanges per hour is a physical property
of the vessel and is basically constant over time. The gas
concentration in the vessel containing a plantlet and medium varies
with thc gas concentration outside the vessel, the E value and gas
production and absorption characteristics of the plant and medium
in the vessel. The mathematical relationship among the factors
mentioned above was described by Fujiwara et al. (1987). The E
can be dcfined similarly for forced air changes in the vessel.

C. Relative humidity in the vessel and medium water status

The interchange of water in the gaseous and liquid phases
among plants, air and root zonec (mecdium) environments in the
vessel as well as the characteristics of the air outside the vessel
plays an important role in plant growth and development. Direction
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and rate of water flow are determined by the spatial distribution of
water potentials inside and outside the vessel.

Tanaka et al. (unpublished) cultured potato plantlets for 22
days in vitro under different RH conditions and observed a greater
shoot length with increasing initial RH (Figure 2). In addition,
plant fresh weight in the 100 and 93 % RH treatments was greater
than that in the 84 and 75 % RH treatments. The specific leaf area
(m2-g dry weight) decreased with decreasing RH.
However, there was no significant difference in plant dry weight
among treatments.

Relative humidity is normally high in the culture vessel.
Vessel RH can be rather accurately measured with a high polymer
sensor (impedance type) if proper and timely calibration is
conducted using saturated salts. A compact cylinder type sensor (8
mm in diameter and 35 mm in length) is commercially available at
reasonable prices. Most humidity sensors are attached to a
thermistor for measurement of both temperature and humidity.
Kozai et al. (1990b) used a high polymer sensor to measure RH in
the vessel and found a high dependence of vessel RH upon the
number of air changes per hour, RH in the culture room and total
leaf area of the plantlet.

The water potential of a gelled medium under atmospheric
pressure is the sum of the osmotic potential (negative value of
osmotic pressure) and matric potential; the matric potential being
normally small as compared to the osmotic potential because there
is no capillary in the gel. The water (osmotic) potential of liquid
medium is the sum of the water potentials created by the basic
component (inorganic matter) and sugar (carbon source and some
agents used for osmotic potential regulation, i.e. mannitol and
sorbitol) (Kozai, et al., 1986b).

The water potential caused by inorganic matter of several
widely used culture media were measured (in kPa) -212 (Murashige
and Skoog), -89 (Heller), —-37 (White), -143 (Gamborg; Miller and
Ojima), and -106 (Nitsch; Schenk and Hildebrandt) (Kozai et al.,
1986b). The water potential created by mono- (i.e. glucose,
fructose, mannitol, sorbitol) and di-saccharide (i.e. sucrose) sugars
can be estimated by multiplying -1.46 and -0.78, respectively, to
its weight per volume (%) (Kozai et al., 1986b).
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Figure 2. Potato plantlets cultured for 22 days in vitro on MS agar
medium containing 20 g1 sucrose and under 4 different relative
humidity conditions in the culture vessel, 75, 84, 93, and 100 %.
(Tanaka et al., unpublished).
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D. Temperature

Although the set point of air temperature in culture room is
not changed throughout the day in most cases, the temperature
distribution is somewhat uneven in space and over time. The
tempcrature inside the vessel is approximately 1 C higher than that
outside the vessel during the photoperiod. Urban and Jaffrin (1990)
developed a mathematical model for heat and mass transfer inside
culture vessels and applied it to various physical conditions to
predict thermal phenomena in the vessel.

Kozaij et al. (1991b) examined the effect differences between
photoperiod and dark period temperature (DIF) and PPFD levels on
morphogenesis and growth of potato plantlets in vitro under a CO,
enriched condition (1300-1500pmolmol) during photoperiod.
With the same daily average temperature of 20C, the air
temperature during photoperiod and dark period were set
at 25 C/15 C (+10 DIF), 20 C/20 C (0 DIF) and 15 C/25 C (-
10 DIF) and PPFD at 74 pmolm™s™' (low) and 147 umolm™s"
' (high). The shoot length was greater with increasing DIF under
both low and high PPFD conditions (Figure 3). Number of unfolded
leaves slightly increased with decreasing air temperature difference.
However, dry and fresh weights of plantlets were similar between
DIF treatments. They concluded that DIF was an efficient way of
controlling plantlet height in vitro with minimum heating and
cooling costs.

E. CO,, O,, and ethylene

Concentrations of CO,, O, and ethylene (C,H,) can be
measurcd simultaneously using a gas chromatograph with a flame
ionized detector (FID). CO, concentration can also bc measured
with an infrared CO, analyzer which is convenient for a continuous
mcasurement. However, a continuous measurement requires a
relatively large amount of gas sample and may disturb the gaseous
environment in the vessel.

There are a few ways of modifying the gaseous components
in the vesscl: a) addition of agents absorbing or producing a
particular gas component, b) control of the gaseous environment in
the culture room and use of a gas permeable vessel closure, and c)
use of a forced ventilation or air circulation system with a
controller. For dctails, the reader is referred to a review paper by
Kozai (1991c).
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Figure 3. Potato shoot length affccted by difference in photoperiod
and dark period temperature (DIF) on day 7, 14, 21 and 28 in
culture. Daily mean temperature was 20C in all treatments.
Plantlets in the PD, ZD and ND treatments were grown under day
and night temperatures of 25/15, 20/20, and 15/25 C, respectively.
Plantlets were cultured under either low (LF, 74 pumol-m™s™) or
high PPFD (HF, 147 umolm™s™). Vertical bars represent
standard deviation from the mecan of duplicate. (Kozai et al.,
unpublished).
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F. CO, concentration in the vessel during the photoperiod

The decrease in CO, concentration in the culture vessel
during the photoperiod (C;,) was first reported by Ando (1978) in
orchids at the rooting stage.

The C,, in airtight vessels containing ornamental plantlets
decreased to 70-80 ppm in 2 to 3 hours after the onset of the
photoperiod (Fujiwara et al., 1987; Infante et al., 1989). They also
found that C,, was as low as the CO, compensation point of C,
plants and was about 250 ppm lower than the normal atmospheric
CO, concentration (ca. 340 ppm).

Results of Fujiwara et al. (1987) and Infante et al. (1989)
suggest scveral things. (1) The chlorophyllous plantlet has a
photosynthetic ability since the C,, decreases sharply after the onset
of the photoperiod in the conventional air tight vessels. (2)
Insufficient amount of CO, supply from the outside air through the
vessel cap limits photosynthesis during most of the photoperiod.
(3) Plants are forced to develop heterotrophy or photomixotrophy
and a raised PPFD will not increase net photosynthetic rate under
such low CO, conditions. (4) Plants develop photoautotrophy and
grow faster under photoautotrophic conditions with high levels of
CO, and PPFD than under hetero- or photomixo-trophic conditions.
(5) The initial growth rate is greater for an explant with a large area
of chlorophyllous tissue.

G. Net photosynthetic rate

Estimation of the nct photosynthetic rate (NPR) of plantlcts
in vitro is mostly conducted using a small assimilation chamber
with a forced air mixing system. Mcasurement of CO, concentration
has been made using an infrared CO, analyzer (Capellades, 1989;
Donnelly and Vidaver, 1984; Grout and Ashton, 1978; Reuther,
1988). The NPR is cstimated by multiplying the forced air flow rate
though the chamber to the difference in CO, concentration going in
and out of the chamber. The difference in CO, concentration going
in and out is relatively small even at a low air flow ratc since the
chlorophyllous parts of the plantlct and hence their CO, uptake rate
is small.
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In the assimilation chamber method, physical parameters, i.c.
gas diffusion coefficient adjacent to the plantlet, and the
physiological conditions, i.e. water status of the plantlet in the
chamber, may differ from those in vitro and in situ (in the vessel).
The NPR of the in vitro plantlet in situ may then differ from those
in the chamber with identical levels of PPFD, CO, and temperature.
Onc must be careful, therefore, to interpret the results obtained with
the assimilation chamber method.

Fujiwara et al. (1987) developed a method for numerically
estimating values of different parameters involved in photosynthesis
of the in vitro plantlet in situ using the data on the diurnal
fluctuation of CO, concentration inside and outside the vessel.
Kozai and Iwanami (1988) estimated the steady state NPR of the in
vitro plantlet in situ by multiplying the difference in CO,
concentration inside and outside the vessecl to the natural air
ventilation rate. Hourly natural ventilation rate is a product of the
number of air changes per hour of the vessel, the air volume of the
vessel and a unit conversion factor. In these two methods, CO,
concentrations werec measured using a gas chromatograph with a
negligible disturbance and the NPR of the in vitro plant could be
estimated in situ. A similar method can be employed for estimation
of the dark respiration and transpiration rates.

IV. PHOTOAUTOTROPHIC GROWTH AND
DEVELOPMENT OF THE PLANTLET IN VITRO

In photoautotrophic micropropagation, the photosynthesis,
growth and devclopment of the in vitro plantlet are significantly
influenced by the physical environmental factors, such as light
source and intensity, CO, and O, concentrations, humidity, air flow
rate and temperature. Literature on the cffect of environmental
factors on photoautotrophic micropropagation was extensively
reviewed by Kozai (1991a, 1991b, 1991c). In this section, the
environmental effect on the net photosynthetic rate (NPR), growth
and development of the plantlet in vitro will be briefly reviewed.

A. Photosynthetic response of plantlets in vitro
Kozai et al. (1990a) studied photosynthctic response of the

Cymbidium as affected by CO,, PPFD and temperature levels and
found that the response curves of the in vitro Cymbidium plantlet in
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situ was similar to those of plants grown in the shade in the
greenhouse.

When CO, concentration was fixed at approximately 200
ppm, the NPR in the Primula malacoides (C, plant) plantlct in vitro
in 1 and 10 % O, was approximately 3 and 1.5 times higher,
respectively, than that in 21 % O, resulted from a reduced
photorespiration at lower O, concentrations (Shimada et al., 1988).

The NPR of the in vitro rose plantlet was increased when
cultured on the medium with a lowered sucrose concentration
(Capellades, 1989). A similar result was obtained in the potato
plantlet in vitro (Nakayama et al., 1991). The leaf starch content of
the plantlet was increased when cultured on the medium with a
raised sucrose concentration, while an increased leaf starch content
was associated with a lowered NPR (Capellades, 1989).

The NPR was also affected by the RH (Capellades, 1989).
The NPR in strawberry was higher when plantlets were cultured in
a vessel with a forced ventilation than with natural ventilation
(Kozai ct al., 1989). Under natural ventilation, CO, diffusion into
the stomata was probably restricted since the air was almost
stagnant since air movement in the vessel was caused only by
natural convection.

The NPR of the plantlet and seedling in vitro under saturated
PPFD, 340 ppm CO, and a leaf temperature of 20 C were similar,
regardless of the fact that NPR affected by CO, concentration was
slightly different (Pospisilova et al., 1987).

Significance of photosynthetic response of the in vitro
plantlet in situ as affected by the in vitro physical environment has
only been recently recognized and there are many aspects that need
further investigation.

B. CO, enrichment under high PPFD

Carbon dioxide enrichment under high PPFD (100-200
umolm™s7") was effective for promoting shoot and plantlet
growth of potato (Kozai et al., 1988) and tobacco (Mosseau, 1986)
when cultured on medium with and without sugar. Kozai and
Iwanami (1988) observed enhanced carnation plantlet growth under
a condition with CO, concentration of 1000-1500 vpm and PPFD of
150 umolm™s7!, due a large extent to CO, enrichment. This
growth promotion was observed in treatments with and without
sugar addition in the medium (Figure 4).
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Figure 4. Changes in carnation plantlet dry weight over time as
affected by air CO, enrichment and medium sugar content under
high PPFD. Measurements were made on day 0, 10, 19, and 30.
Treatment with CO, enrichment produced plantlcts with greater dry
weight than CO, non-enriched treatment. Treatment with 1 %
sucrose gave greater plantlet dry weight compared to treatments
with 0 and 2 % sucrose. (Kozai and Iwanami, 1988). Open bars
represent CO, enriched and shaded bars CO, non-enriched
treatment.
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Based upon the data presentcd above, one can expect an
increase in NPR and hence growth and development of the plantlet
in vitro if CO, concentration in the vesscl is raised during the
photoperiod. There are a few practical ways of raising vessel CO,
concentration.

1) Use of CO, permeable film in the closure

Several reports indicate positive effects of gas permeable film
as closure under high PPFD on NPR and growth of thc plantlet in
vitro (Kozai, 1991d). Plantlets of some species derived from leafy
single node cuttings grew faster when cultured photoautotrophically
in the vesscl closed with the gas permeable film than when cultured
hcterotrophically in the relatively airtight vessel. Under high PPFD
even passive CO, enrichment, which requires only a minor change
in the existing micropropagation facility, will significantly enhance
plantlet growth in vitro. The percentage of vitrification was also
decreascd with the use of the gas permeable film, probably resulted
from a lowered RH and an increased gas exchange and dchydration
of the medium.

2) CO, enrichment in the culture room

CO, enrichment under high PPFD (100-200 pmolm™s™")
was effective for promoting the growth of chlorophyllous tobacco
(Mosscau, 1986), Cymbidium
(Kozai et al., 1987), carnation (Kozai and Iwanami,

1988) and potato (Kozai ct al., 1988) plantlcts regardless of the
medium sugar content.

3) A large culture vessel with a CO, supply system

Dry wecight and NPR of strawberry plantlets cultured on the
sugar free liquid medium were greater when cultured in a large
vessel with a forced ventilation system under a PPFD of 96
umolm™s~!, compared to those of plants cultured using a
conventional method (Fujiwara et al., 1988).

However, forced ventilation with atmospheric air or a
N,-0,-CO, mixture reduced propagule weight and shoot number in
stage 2 Rhododendron cultured in the vessel with 400 ml air volume
and under a PPFD of 39 pmolm™s™' (Walker et al., 1988).
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In those systems described above, not only CO, concentration
but also RH, ethylene concentration, and gas diffusion in the vessel
are modified. Therefore, the changes in growth of plantlets in vitro
resulting from the use of these systems cannot be attributed totally
to CO, enrichment. However, in most cases the changes are
probably caused primarily by the CO, enrichment. More studies on
the effect of different gaseous environments and forced ventilation
on the photoautotrophic growth and development of the plantlet in
vitro are needed.

V. ADVANTAGES OF PHOTOAUTOTROPHIC
MICROPROPAGATION OVER CONVENTIONAL
MICROPROPAGATION METHOD

Some disadvantages and problems of hetero- and photomixo-
trophic micropropagation are summarized as follow: 1) Addition of
sugar as a carbon source in the medium increases the incidence of
biological contaminations, and airtight, small vessels are commonly
used to reduce these contaminations. Therefore, automation,
robotization and computerization of the micropropagation system is
practically difficult. 2) The air inside vessel is nearly saturated
with water vapor and vessel CO, and ethylene concentrations
become abnormal. Thus, high PPFD becomes ineffective in
promoting plantlct growth. 3) Growth regulators are often
necessary for plant regeneration. 4) These undesirable environment
conditions induce physiological and morphological disordecrs,
growth rctardation, and mutation. 5) Ultimately, unstable
production cycle, not uniform plantlet growth and high plantlet
death rate during the acclimatization stage raise production costs.

On the other hand, photoautotrophic micropropagation have
several advantages over the conventional micropropagation method
(Table 1) and may enhance plant productivity and plantlet quality
and therefore, considerable reduce production costs. Some of the
advantages shown in Table 1 have been experimentally proven.
However, still many of those points need to be investigated further,
especially on the effect of different environmental factors in the air
and medium on photosynthetic growth of the plantlet in vitro.

Potential benefits of photoautotrophic micropropagation,
using chlorophyllous shoots or nodal cuttings as explants, whether
automated or not, seems to be great.
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Table 1. Some advantages of photoautotrophic micropropagation

1. Growth and development of plantlets are promoted resulting
from improved environmental conditions for normal growth and
development.

2. Application of growth regulators and other organic matter is
minimized.

3. A larger vessel with environmental control and monitoring
systems can be used with decreased incidence of biological
contaminations.

4. A loss of plantlets due to biological contaminations is reduced
and procedures for rooting and acclimatization are simplified.

5. Physiological, morphological and genetic disorders are reduced,
and therefore, plantlet quality is improved.

6. The control of plantlet growth and development by means of
environmental control is relatively easier.

7. Automation, robotization and computerization can be practically
achieved.

8. Production cycle is stable and costs are lowered.
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I. INTRODUCTION

The control of agricultural production systems is, in general,
a difficult task, due to the complexity of the systems involved and
the disturbances by unpredictable factors like the weather, the
occurrence of pests and diseases and a lack of tools to control the
system. As a result the control of such systems is usually based on
empirical knowledge and experience. A more systematic and
scientifically based solution is, moreover, hampered by poorly
defined criteria for control.

In contrast to outdoor production, the growing conditions in
greenhouse cultivation can be controlled to a large extent. By means
of ventilators and a heating system, temperature and air humidity

Copyright © 1993 by Academic Press, Inc.
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can be regulated, and the CO, concentration of the air can be

increased by means of flue gasses or pure CO,. In the most

sophisticated greenhouses, in addition, therc are possibilities to
influence the level and the duration of radiation by means of screens
and/or supplementary lighting. Also, for many crops it is nowadays
feasible to control the root environment with respect to temperature
and availability of water and nutrients. Especially in soilless culture
the concentration and composition of the nutrient solution can be
adapted quickly in relation to the environment and the crop status.

The grower needs these wonderful and sophisticated technical
achievements to control the production process. Present control
systems, however, do not fully exploit the great potentials of

modern greenhouse technology (Challa and others, 1988).

Fundamental improvements are feasible in the diurnal climate con-

trol, if more knowledge on plant physiological and physical

processes could be incorporated in new, more intelligent control
systems (Challa, 1990). The solution of this problem is complex for

a number of reasons:

* the production process, as will be pointed out later, is a complex
of amultitude of processes, taking place simultaneously, reacting
with different response times and different response patterns to
the environmental factors, and characterised by many
interactions

* the grower has several objectives that often require, at least
partly, conflicting actions

* climate control is a process that takes place without interference
of the grower over appreciable periods of time where complex
information has to be dealt with in real time under environmental
conditions that may deviate considerably from the predictions

* there is a general lack of quantitative knowledge on the
greenhouse/crop system required to translate the objectives of
the grower into the proper actions

The problem of how to control greenhouse climate is
obviously an optimisation problem, because of the conflicting
objectives, the fact that each climate factor is affecting several
processes simultaneously (Challa, 1990) and because the balance of
costs and economic returns has to be taken into consideration. So
far this problem has been dealt with separately from different
disciplines, such as engineering, management, or horticulture. The
purpose of the present study is to investigate optimal climatc
control in greenhouses in a wider context, linking these disciplines
togcther.
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II. OPTIMAL CONTROL, AN ANALYSIS

A. What is Optimal Control?

Optimal control may be defined as the control that satisfies
most the goals set by the grower, which is obviously a definition
that in its implicit truth does not contribute to any practical solu-
tion. For a theoretical analysis of the problem it is thus necessary
to elaborate further on these goals and how they are achieved in the
management of the nursery. Furthermore the criteria for control, and
the relation with processes to be controlled have to be considered
more closely, before investigating optimisation of climate control.

B. Management

Management may be defined as the collection of activitics
directed to reach certain goals. One of the goals of a grower, as an
entrepreneur, in general is to maximise his profit. Climate factors
strongly affect the production process as well as the cost of
operation. Climate control in greenhouse culture is then one of the
tools the grower has to manage his nursery, and thus should be con-
sidered as a part of the overall management rather than as an
isolated activity.

In management theory different management levels are
usually distinguished (Anthony, 1965): strategical, tactical and
operational level, depending on the planning horizon (Fig. 1). The
argument for this distinction is that, in spite of interactions between
different levels, basically the decisions at each level are made
independently. E.g. there is no point in considcring the question of
building a new greenhouse (a strategical decision), or changing to
another cultivar (a tactical decision) once the crop is cstablished,
and likewise it is not feasible to deal with all possible situations
that might occur when making a strategical or tactical plan. On the
other hand it is clear that thc usual management at the operational
level does affect the planning at e.g. tactical level.

With respect to climate control, the management lcvels
distinguished have different implications. At the strategical level
decisions on capital investments for equipment determine the
technical possibilities for climate control. In addition decisions may
be made concerning the long-term policy of the nursery, for
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Figure 1. Management levels in relation to the planning horizon;
the time scale is indicative rather than absolute.

example with respect to product quality.

Before the start of a new cultivation, or planning cycle a tac-
tical plan is formulated, where the grower decides e.g. what crop
and cultivar to cultivate, when to plant or sow the crop, as well as
the temperature regime he plans to follow. This plan is, of course,
made within the framework of the strategical plan. Connected with
the tactical plan is an expectation of average climatic conditions,
prices that the grower will receive for his product, as well as a
"blueprint" of how the crop will grow, develop and produce as a
function of time.

During implementation of the tactical plan considerable
dcviations may occur, which have to be dealt with at the operational
level. Examples are the actual weather conditions, the behaviour of
the crop, or unexpected developments in the market. Although
deviations of the average do not necessarily have a negative effect,
they were not planned and therefore the consequences have to be
evaluated and some adaptations may be required. Climate control,
because of its close relation with weather conditions and crop
response, then is a tool of the operational management.

Operational management is often described as a cycle,
progressing in time, of planning—-implementation—control (Boehlje
and Eidman, 1984). In this cycle "control" refers to the management
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process and should not be confounded with climate control. It is
clear that control of the management process requires criteria. These
criteria are derived from the goals set at the tactical and strategical
levels and will be further discussed within the scope of the problem
of optimal climate control.

C. Criteria for Operational Management in Relation to
Climate Control

With respect to climate control the following criteria in
operational management can be formulated: physical yield (in kg,
or numbers per m?), crop quality, product quality, timing of the
production process, production costs and production risks. These
criteria will often give rise to conflicting climate requirements (e.g.
yield versus quality, yield versus costs). These conflicts have to be
solved, explicitly or implicitly, at the tactical level, but they play
also a role at the operational level. The criteria will now be briefly
reviewed.

Physical yield. Yield is strongly affected by the climate conditions
and as such it is a major criterion for climate control. At the
operational level it is important, however, to realise that short—term
yield increase may have negative long—term implications (sce crop
quality), an aspect considered at the tactical level. When yield
increase requires extra economic inputs, as may be the case with
e.g. CO, enrichment, additional yield and associated extra costs
have to be compared (Challa and Schapendonk, 1986).
Photosynthesis is a major yield determining process, that is primar-
ily sensitive to radiation and CO, concentration, but to a lesser
extent also influenced by air humidity (Bakker, 1991) and
temperature (Challa, 1989).

Crop quality. Especially with long season crops the grower is
anxious to keep his crop in a good condition for production. To
maintain the productivity of the crop the internal balance between
vegetative and generative growth is an important criterion with
many crops (Ho and Hewitt, 1986). Temperature is the major
climatic factor controlling this balance. Other phenomena affecting
crop quality are the occurrence of physiological disorders and of
pests and discases, which are dealt with under "risk prevention”.
Product quality. Quality is a concept with a wide scope. In relation
to climate control the external quality (e.g. size, weight, shape,
colour) and the absence of visible injury are particularly relevant
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for the selling price. With respect to internal quality keeping-
quality and taste are probably influenced by the climatic conditions
during cultivation. The relation between climate factors and product
quality are highly crop specific and besides are often poorly
understood and documented. Temperature and air humidity arc
important determinants of external product quality.

Timing. The market may show predictable patterns with some crops.
Known examples are Christmas (Poinsettia), Easter, Mother's Day,
etc. In these cases timing is extremely important. Timing, besides,
is also crucial for the cost of production in relation to labour
requirements and space utilisation in greenhouses (e.g. potplants).
After establishment of the culture the production process can be
advanced or delayed to a certain extent through temperature. With
daylength sensitive crops flowering can be controlled by the
duration of the light period. In practice days are shortened by means
of darkening screens, whereas longer days can be provided through
low level supplementary radiation.

Production costs. Part of the production costs can be directly
attributed to climate control, e.g. heating, CO,-enrichment,
electricity consumption for supplementary lighting. In addition there
are indirect effects of climate control due to e.g. cost of labour, or
length of the production cycle.

Risk prevention. During cultivation there is a continuous risk of
damage to the crop and the product, due to pests, diseascs,
physiological disorders and environmental stress. Climate control
to a certain extent contributes to prevention and control of these
risks. Humidity (Hand, 1988) and temperature, but sometimes also
radiation have to be kept within certain limits in order to prevent
acute problems. Beside these instantaneous reactions there arc long—
term adaptations of the crop to the climatic conditions that
determine its sensitivity to pests, disecases and environmental stress
(Levitt, 1980). Though pests and diseases may be controlled by
means of pesticides and through biological control it should be
realised that in order to attain environment-friendly production
techniques adequate climate control is an important tool.

A characteristic of many of the criteria mentioned is the
absence of an exact standard and the difficulty of quantification in
economic terms. There is a notion of an "ideal" and of unacceptable
situations, but in between there is often a gradual range. Moreover
the factors involved in the criteria mentioned are common to many
of them, which makes an independent control impossible. We
believe that these are important reasons why the grower has to be
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closely involved in the determination of control procedures.

D. Greenhouse Climate and Growth Processes

The production process.

Crop production is a process where, as a first step, radiative
energy of the sun is trapped and transformed into chemical energy.
This chemical energy subsequently is used to reduce CO, molecules
and to form the essential building blocks: sugars, amino acids and
organic acids (Penning de Vries, 1975). Sugars in addition provide
energy for growth and maintenance of the crop. The building blocks
are transported to the growing centres in the plant and together with
water and nutrients they are used for growth of cells and organs.
While growing, the crop is in continuous development: leaves are
formed, maturing and ageing, new shoots are developing, the crop
may pass from the vegetative to the generative phase and it may
form storage organs. This complex of processes is what can be
summarised as the production process. In relation to climate control
it is worthwhile to classify this complex process with respect to
response type and response time.

Response types.

Some crop reactions show a smooth, continuous response to
one or more climatic factors within the range normally encountered
in greecnhouses. Other reactions, usually unwanted reactions, only
become manifest if some boundary condition is exceeded. The
boundary conditions, beside showing an interaction with other
climatic factors, are often affected by pre-conditioning.

This distinction in smooth continuous and strongly non-linear
threshold reactions is important, becausc smooth continuous
reactions have always to be taken into account, whereas threshold
reactions have to be considered only when the boundary conditions
are approached. Given the multiple effects of each of the
controllable factors the control problem then can be largely reduced
by focusing on continuous responscs, while respecting the boundary
conditions of the remaining responses.

Response time.

The processes involved in production have largely deviating
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response times. Although this fact complicates the problem to a
certain extent, at the same time it offers a clue to handle this
complexity with respect to climate control: for processes with a
response time > 24 h it is usually acceptable that, within the
response time, in stead of a constant level of the factor in con-
sideration, certain deviations do occur that can be compensated for
later on (Cockshull, 1988). Requirements with respect to processes
with a slow response time then can be formalised as one or more
constraints on these processes or factors, rather than adopting fixed
set—-points, and in this way more room is left for requirements of
processes with a short response time.

Examples of processes with a response time > 24 h are
development of the crop, the distribution of assimilates over various
plant parts, formation of leaf area, flowers, fruits and tubers, the
development of Ca-deficiency, weak/soft plants, vegeta-—
tive/generative plants, etc. An example of rule based criteria is the
prevention of Ca-deficiency, where a suitable model is still lacking
(Aikman and Houter, 1990), but where practical experience could
be summarised in a set of rules concerning transpiration
requirements.

When dealing with processes with a response time < 24 h
there is clearly no or only very limited interaction with the grower
possible, and compensation in time is not possible either.

Typical processes with a short response time are
photosynthesis and transpiration. In addition acute stress, due to
temperature (chilling, overheating), radiation (e.g. photo-
bleaching), and extreme water conditions (water stress, tissue
damage due to too high water potential) fall in this category. Also
the occurrcnce of condensation on plant parts or high humidity (e.g.
poor release of pollen in tomato; Bakker, 1991) may require action
within 24 h.

ITI. OPTIMAL CONTROL, A SYNTHESIS

Because climate control is so intimately linked to
management, optimal control should be considered as one aspect of
optimisation of the management. At the operational level, the
grower uses climate control as a tool to optimise the production
process. Knowing the status of the crop, devclopments of the
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market, weather predictions and other relevant information, he
decides about required actions during the next planning interval,
including the desired climate conditions. Optimisation of this
process may be enhanced by decision support systems, a research
topic of management and computer science (Hofstede, 1992).

During implementation of the operational plan the climate
control system has the task to control the greenhouse climate. A
new element in the management process described so far is the
absence of interaction with the grower for most of the time. Because
the actual weather conditions may deviate considerably from
expected, climate control should be optimised in real time, that
means automatically. The control system, in order to accomplish
this task, has to be informed explicitly about the criteria for
optimisation and requires, in addition, sufficient information about
the processes to be controlled.

Major criteria for climate control have been mentioned
before, but cannot be used as such for automatic decisions. In
interaction with the grower they should be translated in more
specific criteria. In this translation step, the grower is forced to
attribute values to these criteria and, while doing so, he implicitly
or explicitly makes decisions about the relative importance of
different goals. He could (and probably should) be supported in this
process by the system by predictions of the consequences of his
suggestions.

Operational management, as stated previously, concerns
planning over periods of days to weeks. Ultimately, the goal of the
operational management would be the optimisation of economic
yield, but since the weather plays an important role in climate
control and reliable weather forecasts cover only one to a few days,
it is desirable to look for possibilities to detach minute-by-minute
automatic optimal control from medium and long term optimisation.
In view of the inability to forecast the weather, and besides
interaction with the grower normally takes place at least once a day,
it is reasonable to consider one full 24 h day/night cycle as a
suitable basis for unsupervised automatic optimal control. Based on
the analysis presented before we believe that the criteria for the
design of automatic optimal control could be formulated as follows
(a full account of the theoretical background of these criteria cannot
be given within the scope of this chapter, they are partly based on
the references indicated and supplemented by personal judgements):
1. All climate factors: ideal detachment between long and short

term control can be achieved if the actual value of a unit of
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photosynthesis can be assessed at any time. In this case the
control can be based upon maximisation of the economic value
of crop photosynthesis minus associated costs (Challa, 1990).
This issue will be discussed in larger detail below; it will appear
that this criterion is a special case of the more general but more
difficult to handle criterion of maximising the economic yield of
the crop minus the associated costs.

2. CO,: acceptable maximum concentration to avoid risks (Hand,
1990); technical boundary conditions: availability, both
instantaneously and over a whole day (Nederhoff, 1990).

3. Temperature: maximum and minimum value as related to other
conditions (stress); average daily temperature and average day
and night temperature (Cockshull, 1988).

4. Water vapour pressure of the air: prevention of condensation on
plant parts during a given maximum period of time; minimum
and maximum turgor (the water pressure within the cells);
minimum transpiration rate; minimum and maximum relative
humidity (pollination); transpiration integral by day, by night
and over 24 h (Hand, 1988).

The criteria 2 — 4 have the form of constraint conditions,
either instantaneously, or integrated over a period of time. They
arise because of effects not described by the crop models, and are
still largely based upon experience. It should be noticed that for
criteria based on process rates often no direct observation is
available, which complicates the determination of boundary values
as well as the control. Nevertheless we believe that the introduction
of process oriented criteria will lead to a greater universality and
flexibility. Models will be required to relate measurable variables
to internal plant phenomena.

It should be noticed that the boundary conditions formulated
might give rise to conflicting solutions. The system thecrefore
should, in some way, be informed about priorities and, related to
this, about the characteristics and uncertaintics with respect to these
boundary conditions.

A. Framework for Optimal Climate Control

Although the basis for diurnal automatic control is a short
period of, say, 24 hours, as argued before, the design of an
economically optimal control scheme cannot bc done without due
regard to the long term. The framework for model-based optimality
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is sketched as follows. First there is the dynamic behaviour of the
greenhouse climate factors in response to control actions. Linked to
this there is the immediate response of the photosynthetic rate with
respect to the climate factors and external light. Also crop
transpiration is of special interest because of its effect on air
humidity and on the energy balance of the greenhouse/crop system.
And, second, there is the response of the crop in the processing of
photosynthetically assimilated material.

Model representation
Mathematically, this dynamic behaviour can be formulated in
differential equation form as

dx,
dta = f(qu xpl u.l ua) (1a)
dx
5% - 9(xe, %, u,) (1b)
with
x, : the indoor climate state variables, e.g. temperature, CO,-
concentration and relative humidity,
x, : the plant state variables, e.g. biomass, leaf area index,

assimilate distribution over root and shoot, leaves and fruits,
u, : the external inputs, e.g. solar radiation, outdoor temperature,

outdoor humidity, outdoor CO,, wind speed
u, : the control inputs, e.g. heat supply, ventilation, CO,-input

flux.

Photosynthesis and respiration are not directly visible in this
generic representation, but appear as important terms within both
equations. This is shown in Figure 2. These terms respond in an
immediate fashion to indoor climate and radiation, and are therefore
controlled by the greenhouse climate states. The control variables
have no direct influence upon the crop status, but act through the
dependency of photosynthesis, respiration and transpiration upon
the climate state variables.

The separation of the state variables in this way is useful
because the vector function f in Eqn. (1a) has relatively fast
dynamics (at least in greenhouses without considerable heat
storage), while the vector function g in Eqn. (1b) has slow
dynamics. This means that the whole system has the characteristics
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of stiff differential equations.

Goal function

The economically optimal control of the system of Eqns. (1)
requires the explicit formulation of a goal function. As was
indicated before, the economical aspect can be seen as the
maximisation of the difference between crop yield and associated
costs. The other factors discussed in the previous section arise
because of phenomena which are not covered in the models, but
which are nevertheless important. As noted these factors will thus
have to be introduced as constraint conditions. A general
formulation of the optimal steering problem is: find the control time
pattern u, such that this maximises the goal

tr
T = d(xp(ty)) - fL(xa. X, Uy, U,) (2)
0

under the constraint that the states obey the dynamic equations (1),
and with further constraints on the states or integrated values of the
states originating from the limitations 2 - 4 in the previous scction.
In the case of vegetative crops harvested at the end of the growing
season, such as lettuce, the function ¢ represents the benefits
obtained from selling the product at harvest time. The market price
is an important paramecter in this function. The function L represents
the control costs made at any instant in time, which integrated over
time yields the total costs of control. Important parameters here are
prices to be paid for energy and CO,-supply. In the case of
generative crops, such as tomatoes, both costs and benefits are
contained in the function L. The time t; is the time over which the
optimization is performed, usually equal to the season length, and
possibly the result of a planning optimization.

Idealised soluti

Given the greenhouse model and the crop state model,
including the photosynthetic rate description, the task is to construct
an optimal path generator that calculates the optimal path of both
the climate factors x.. and the steering controls u. over the
optimisation horizon (see Figure 2). If the sequence of external
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Figure 2. Schematic information flow diagram in optimal control
of greenhouses.

weather u, is completely known over the optimization horizon t,,
then the optimization problem can be solved in principle. In other
words, a time path of control inputs u, must be found that
maximizes the goal function J, under constraints on the controls u,,
constraint rules on the calculated crop states x,, and constraint
rules, including integrated requircments, on the climate factors x.
Scveral calculation methods are available to perform this task (e.g.
Bryson and Ho, 1975) although the incorporation of integral con-
straints has not received much attention in the literature. An elegant
procedure is to form the Hamiltonian function

H(x,u, = L(x,u,, u,) + AT £f(x,u,, u,) (3)

where A is a vector of so called co-state variables, quite similar to
the Lagrange multiplier in static optimization. This shows that the
dynamic equation acts as an equality constraint. The derivative of
the Hamiltonian to A is just the systems dynamics equation, the
dcrivative with respect to x yields the costate dynamics equation,
which must be solved backward in time, whilc the derivative to the
control inputs u, lcads to the stationarity condition:

Together with the boundary conditions related to the final condition,
and the co-state equation this equations yields an expression of the
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control input as a function of the external inputs, the states and the
co-states (Lewis, 1986). The minimization problem is thus cast in
the form of a two-point boundary value problem. The numerical
solution is not obvious and may be difficult to obtain.
Approximations can be found by taking the controls piece-wise
continuous. Such a computation yields the optimal discrete sequence
of the controls {u,’}, as well as the associated optimal sequence of
the state variables. As on the seasonal scale the climate responsec is
fast, equation (la) can be treated as pseudo-static, as shown by
singular perturbation theory (Van Henten and Bontsema, 1992).
Also, the greenhouse plus conventional controllers can be viewed
as immediately following the set—points of the controllers. In this
case, the optimization does not calculate the control inputs, but
rather the set-points for temperature, CO,, and relative humidity. In
both cases the stiffness is removed from the dynamic calculation.
The idealized solutions have proved to be useful to gain insight in
the strategies to be followed over the season (Seginer, 1986, Van
Henten and Bontsema, 1991).

p ical soluti

The direct implementation of the idealised solution is not
possiblc becausc the weather is not known in advance. There are
various possibilities to advance towards practical solutions, some of
these still in their infancy:

a) An approach most directly related to the concept developed
before is to directly assign an approximated economic value to
each unit of photosynthesis (Challa, 1990, Tchamitchian et al.,
1992). This approach is particularly feasible with gencrative
crops. The assessment of an economic value to photosynthesis
has been discussed in specific cases by Challa and Schapendonk
(1986) and Heuvelink and Challa (1989), but has to be worked
out within a wider scope. In single harvest crops thcrc is a
relatively long period where photosynthesis is not contributing
directly to growth of the harvestable product, and hence a direct
assignment of valuc to photosynthesis is difficult.

b) A more generic solution to the problem is to employ the
Hamiltonian to first calculate the seasonal optimal path of the
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states and the co-states, using an expectation of the weather and
the price of the produce. The assumptions made here express by
the way in some sense the risk that a grower is prepared to take:
he might be either optimistic or pessimistic. In the next step the
results of the seasonal optimisation are used as a kind of strategy
for the direct automatic control. With vegetative crops it appears
that the co-state variables can be interprcted as the economic
value of a change in crop state variables in response to changes
in the climate factors. Given the practical observation made on
a lettuce crop that the co-state pattern is not very sensitive to
fluctuations in the weather, this offers the possibility to compute
a sub-optimal control in feedback form. (van Henten and
Bontsema, 1992). The control action is calculated to satisfy the
stationarity condition, using the actual weather and the averaged
co-state pattern calculated from the seasonal optimisation.
Effectively, this is a comprehensive and generic way to
circumvent the problem of assigning an economic value to a unit
of photosynthesis. In the approaches tried out thus far, the
response of the greenhouse to changes in set—points is still
treated as instantaneous, although on the time scale of interest
(in the order of minutes) the greenhouse dynamics will also play
a part.
A comprehensive approach that does not rely on detachment of
short and long term optimisation is the following. Once again,
the first step is to calculate the optimal solution over the full
planning horizon, by taking the actual weather condition, the
short term weather forecasts, and averages or high or low
assumptions for the longer term weather and prices, and giving
due account to the constraint conditions. However, from the
calculated control sequence, only the first one is actually
applied, and the full calculation is rcpeated for the next time
instant. The repetition of the calculation, supplemented with
actual observations on greenhouse and crop states, effectively
introduces a kind of feed-back, thus avoiding the problems
arising from model and input errors.

The implementation of any of these schemes in practical

situations requires that the optimal solution can be obtained within
the interval time, which is in the order of a few minutes in
greenhouse control. Especially in procedure ¢ this may be a
problem. An interesting option here is to calculate a large number
of optimal solutions under various external conditions, and then use
an artificial neural net to establish a link between control input and
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the external and state variables. This ncural nct is then used in stcad
of the full optimization, which offers the advantage of very fast
computations and computational robustness. By observing the actual
process, also a retraining of the net can be enforced as soon as the
deviations between the model and the true system become too large,
thus creating an adaptive capacity within the system. Retraining
would also be necessary if the grower wishes to change the
constraint conditions, or his expectations about weather and price.
More research is needed before these ideas can be put to practice.

B. Information Resources

In this complex optimisation problem the information
required comes from differcnt resources: actual climatic conditions
inside and outside the greenhouse are provided by sensors, dectailed
daily weather forecasts can be obtained nowadays commercially in
clcctronic form, and qualitative and quantitative models describe the
rclations betwecen environmental conditions, actuators and
greenhouse and crop reactions. The grower should provide infor-
mation on the crop, price forccasts and should be able to inform the
system about his policy and personal assessment of the criteria uscd
for control. One way of doing this, suggested by the framework
above, is in the form of constraint rules.

The structure of the knowledge system that should handle the
complex information requircments deserves much attention. In
particular the interaction with the grower is an essential aspect,
because he bears the final responsibility for the management of the
production process, and hc needs to feel confident with the
solutions provided by the system. The system then should be able
to inform the grower what the conscquences of his decisions will be,
as well as an explain facility to provide the grower insight in the
control strategy.

IV. CONCLUSIONS

Climate control should be considered within the framcwork
of the management of the nursery, where it is primarily a tool in
opcrational management. Optimisation of climatc control requircs
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criteria that are formulated explicitly, because this process has to
proceed automatically. The criteria, derived from the growers goals,
have to be tuned in interaction with the grower. The main criterion
for optimality is the crop yicld, possibly simplified to just the rate
of photosynthesis, expressed in economic terms, minus associated
costs. Other criteria for control can probably be formulated as
constraints.

In order to formulate these constraints some characteristics of
crop responses have to be taken into account: a distinction can be
made with respect to response time (<24 h and > 24 h) and response
type (smooth, continuous versus strongly non-linear threshold
reactions). For crop reactions with a responsc time > 24 h it is
usually acccptable that climatic conditions vary within a 24 h
period. This characteristic will then give rise to constraints on
diurnal integrals, more than on instantaneous values.

Due to the integral constraints an optimisation horizon of at
least 24 h is required. Optimisation has to be implemented at two
levels: an optimal path over the whole optimisation period has to be
generated, while short term control has to deal with the actual
conditions, that may deviate from the prognoses, due to the weather
conditions and model errors.

A sophisticated knowledge system based on quantitative and
qualitative models and a high level user interface is required to deal
adequately with the complex information exchange between grower
and the proposed climate control system.
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Chapter 6

OPTIMAL CONTROL FOR PLANT PRODUCTION IN
GREENHOUSES

H.-J. Tantau

Institute for Horticultural Engineering,
University of Hannover
Hannover, Germany

I. INTRODUCTION

One of the goals of horticultural production in greenhouses
is to increase the sustainable income of the grower. The investment
costs for greenhouses as well as labour and energy cost are much
higher compared with conventional plant production. This can be
balanced out only with a better utilization of the yielding potential
of plants, higher labour productivity and higher energy efficiency.
Another goal must be the reduction of pollution and energy
consumption.

Higher plant productivity and quality in combination with a
reduction of pollution and energy use require a better control of the
environment. Additionally to temperature, air humidity, CO,-
concentration and light intensity are controlled in commercial
greenhouses. For reducing the pollution of ground water, the control
of water and nutrition supply is getting more and more important.
Closed irrigation systems including soilless culture such as NFT and
Rockwool, can solve the pollution problem but require an improved
control of nutrition, e.g. using ion-selective sensors.

As more and more microcomputers are used in commercial
green-houses, it is possible to increase the accuracy of environ-
mental control by highly sophisticated control algorithms.

Modern control strategies lead to dynamic control. More
knowledge of plant physiology and physical processes can be
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incorporated in new, more intelligent control systems. The
optimization of plant production in greenhouses is a complex
problem for a number of reasons. The grower has several objectives,
which often require at least partly conflicting reactions. Each
climate factor is affecting several processes simultaneously. The
balance of costs and economic returns has to be taken into
consideration. The maximisation of return is subject to some
assessment of risk and forecasting of environmental and market
conditions. The solution of this problem opens a large field for
application of computers in horticulture.

II. CONCEPTION OF PRODUCTION CONTROL

Research and development have been done to improve the
control of plant production by more sophisticated control algorithms
and new control strategies. As new tasks have been added, the
complexity of the system is increasing. For the use in commercial
greenhouses the system must be as flexible as possible in order to
accomplish individual demands. This must be realised by a modular
system. Furthermore, dividing the system into different control
levels creates a hierarchical system. Fig. 1 shows a system with
three main levels. Each level may be divided into several sublevels.

The top level is the level of tactical production planning with
a planning horizon of about one year. For optimization simplified
plant growth models ("planning models") are used in combination
with mean values of climate and price data. The risk of production
can be estimated using more extrem data of environmental and
market conditions.

The middle level represents the operational management of
plant production with a planning horizon of 24 h to several weeks.
The optimal control problem is defined as to find daily temperature,
humidity, CO, and light intensity setpoint trajectories that minimize
the objective function.

On the bottom level the environmental control is realised
using feedback-feedforward control.

In order to increase flexibility the system should be modular,
that means, that each level will be divided into several modules or
components which are principally independent to each other. In such
a control system the modules must be able to communicate. This
makes a network necessary. The principle requiries for a network
are shown in fig. 2. From the bottom level (actor-sensor-level)
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Fig. 2: Criteria for a hierarchical structure of communication and control



142

to the top level the number of components is decreasing as well as
the frequency of communication; the number of bytes for one data
transfer and the life time of data is increasing. Local area networks
(LAN, e.g. Ethernet) can be used on the top level, while on the
lower levels other networks are required which have been developed
for industrial control applications.

In fig. 3 some examples are shown. For the application in
horticulture the maximum length of the connection link is very
important, especially for the control level (Fig. 2). The "Profibus"
with the physical link RS 485 is a useable solution for field bus

H.-J. Tantau

applications.
control transfer
rate |length |update | controller
bussystem| ©f bUs | [kbit/s] [m] [ms]
PDV-bus | central 312.5 1000 27.2 NEB 3000
Koax
Profibus | °¢r@ 1000 | 1000 40 80Cs1
decentral 80C31
Bitbus central 375 300 20~-40 | RUPI
82C200
central
1000 30 6.4-10.8
CANbus decentral 82526
Abus central 500 30 | 4.6-6.8 | Abus-IC
decentral

Fig. 3: Bus systems for industrial control applications (field bus).
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III. CONTROL OF PLANT PRODUCTION
(middle level, fig. 1)

For operation of commercial climate computers (bottom
level) the eventuallity is given to use more than 350 parameter or
setpoints for one compartment. With increasing complexity of the
control system the number of parameter will increase too. Thus,
operating such a system gets more difficult for the grower. The task
of the middle level is to calculate the daily setpoints trajectories for
the bottom level. The problem of how to control greenhouse climate
is obviously an optimization problem. The reasons are
—the conflicting objectives,

—the fact that each climate factor is affecting several
processes simultaneously and

—the required attention to the balance of costs and economic
returns.

One main problem is caused by the fact, that the future
development of outdoor climate and prices is unknown. If the
planning horizon is less than one week (at this level) a weather
forecast can help solving part of the problem. Due to investigations
of Seginer (1991) precise knowledge of the immediate future (about
one day) only is required to make correct control decisions. The
effect of wrong assumptions about future prices may be much more
important.

Plant growth and plant development must be controlled in
order to achieve the crop production which is expected at top level.
An optimal control of production should effect increasing plant pro-
ductivity and e.g. decreasing energy input for maximizing economic
net results (Schapendonk et al., 1984; Seginer et al., 1986; Day et
al., 1991). Repeated optimization helps to compensate the decline
that may be caused by deviations from the standard course of the
climate (Rheinisch et al., 1989).Considering the corrections which
are necessary due to the deviations from assumed standard outdoor
climate the demand for a long term strategy arises.

Knowledge about the crop reactions on a change of the
environment must be available for optimization. Two different
response types are important. Some crop reactions show a smooth
continous response to one or more climatic factors within the range
normally encountered in greenhouses. Other reactions only become
manifest if some boundary condition is exceeded. The destinction
in smooth continous and strongly non-linear threshold reactions is



144 H.-J. Tantau

important, because smooth continous reactions can be described by
plant growth models, whereas threshold reactions can be
summarized in a set of rules.

Several researchers are working in the field of modelling
plant growth (Augustin et al., 1980; Challa et al., 1986; Liebig,
1989; Nederhoff et al., 1989). Several growth models are available,
especially for different vegetables. Descriptive models are used
normally for optimization.

One example for the use of such models is the optimized
control of thermal screen (Bailey, 1988). By such a strategy the
screen will be closed whenever the amount of required energy cost
exceeds the monetary value of growth, which is lost due to light
reduction. Temperature control by temperature integration is an
other example (Bailey, 1985; Bailey, Seginer, 1989). Besides
temperature integration the daily course of temperature is important
for plant development. New control strategies —e.g. "diff" or "cool
morning"~ can influence the height of plants, which may be a
question of quality.

For control and optimization of plant production a feedback
from the plants would be favourable. This feedback can be used for
feedback control and for an on-line parameter adaption of the
growth models.

Several methods of measurements of plant growth and plant
development have been investigated (Hack, 1989; Matsui, Eguchi,
1976, 1977, Hashimoto, 1989; Schoch, 1987):

-net CO,-uptake (net photosynthesis)

using the greenhouse as a cuvette;

-remote sensing of plant temperature as an indicator of stomatal
opening

—transpiration rate using lysimeter or an electronic balance;
—-growth rate of leaves with image processing;

—fresh weight with an electronic balance;

—-height of the plants with mechanical sensor;

—-stem diameter to detect the water status;

-plant development by image processing.

These methods are applicable in experimental greenhouses,
especially for development of new control strategies. The frequency
for measurements of plant growth will be in the range 1/h to 1/day
(Fig. 2).This approach has been called "speaking plant-approach”
(Hashimoto, 1989) or "reading face approach" (Takakura, 1991).

Present day greenhouse crop models contain many state
variables. Optaining an optimal environmental control trajectory



Plant Production 145

requires large computational resources, which will limitate the
application for on-line optimization. That means, these models
should be replaced by mor simple models for control purposes. The
equivalent models may contain just a few properly selected state
variables, which can be adapted by on-line parameter estimation.

For the optimization of plant production on the middle level
numerical optimization techniques offer opportunities to derive op—
timal control from complex simulation models. The performance of
different methods depends largely on the nature of the problem. If
little is known about the surface or the solution space, random
strategies mostly perform better than directed search methods. One
problem is to find the global optimum and not local optima,
especially when an on-line optimization is gained.

The implementation of on-line optimization will require the
confidence of the grower in the system. Therefore the interface
between the grower and the "intelligent" machine must be carefully
designed. One possibility is the use of an expert system (s. fig.4).

top level tactical planning

teedback
ok

| tactical planning
decision-making

user » expert system

trajectories

operational planning |

4 h 4
expert system on-line-optimization
explanation unit limitations for of plant production
knowledge base optimization plantgrowth models
inference machine economical models %

—b! setpoint algorithm ‘}4——

middel level

h 4
24h trajectories for
environmental control

bottom level measurements of
environmental control plant response and
environmental factors

Fig. 4: Structure of the middle level (Fig.1) using
on-line optimization and expert systems
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The grower can interrogate aspects of the optimization
routines to establish the factors leading to particular set point
decisions and he can evaluate these factors in relation to his
experience and crop management expertise. For this the explanation
unit is very important, but unfortunately not included in most of the
commercial expert systems.

Several researchers are working in the field of artificial
intelligence, using expert systems for the control of plant
production (Harazono et al., 1988; Jacobsen et al., 1987; Jones et
al., 1988; Kozai, 1985; Kurata, 1988; Leung et al., 1985). The
combination of heuristic and procedural knowledge is of high
importance for optimal control strategies on the middle level.

IV. ENVIRONMENTAL CONTROL
(Bottom level, fig.1)

In the past most of research and development has been carried
out to improve control on the bottom level. For environmental
control commercial climate computers for climate control and
substrate computers for control of water and nutrition supply
(Takakura, 1989) are available.

From the engineering point of view exacte control of the
climate in greenhouse is difficult, because of time delay and long
time constant of the system (Veerwaaijen et al., 1985). The very
thin covering material is necessary to get a high light
transmissivity, but disturbances, e.g. solar radiation, outside air
temperature and wind velocity, can so influence the climate inside
a greenhouse very rapidly. Besides this, the heat load of a green-
house can be reduced to 50% or even less within a few minutes by
using thermal screens or other methods for energy saving.

Several investigations have been carried out to improve the
control accuracy. One possibility is the use of adaptive control
algorithms (Henten, 1989; Hooper, 1985; Tantau, 1985; Chotai,
Young, 1991).

Normally a parameter optimized controller is used (e.g. PI or
PID, PIP)(Young, 1991). However, several problems restrict the
application of parameter-adaptive-controllers to real process: the
necessity to provide a number of spezification parameter in
advance, unsatisfactory control behaviour during the adaption phase,
undesired effects like bursting of parameter estimates.
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Fig. 5: Structure of feedback—feedforward control
(bottom level, fig.1 XTantau, 1991)

Feedback control is improved by using feed-forward control
additionally. (Tantau, 1985; Tantau, 1989). Fig. 5 shows the
structure of the bottom level (Fig. 1) using feedforward—-feedback
control. Feedforward control includes the measurement of the
disturbance variables (e.g. outside climate) and the calculation of
the actuators change by means of process models.

Black box models or mathematical models based on heat
balances may be used. The processes in the greenhouses are time
and place dependent and must be described by partial differential
equations (Bot, 1983; Bot, 1989). The system has distributed
parameter. Ordinary differential equations, describing the
greenhouse as a single compartment, working with single energy
buffers, are usual for feedforward control. This method seems to
give a reasonable result for the "average” temperature, humidity or
CO,-concentration, even when gradients in the greenhouse occur
(Udink ten Cate, Vooren, 1983; Biemond, 1989).

The use of feedforward control has several advantages
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compared with feedback control (Tantau, 1990).

-The stability of the control loop will increase.

-The control system can react earlier on changes of outdoor
weather conditions.

—Overshoots and undershoots will be avoided.

-Movements of the actuators are reduced.

Applying feedforward control needs an on-line process
identification and an adaption of the model parameter. This requires
models on a higher level of abstraction or the reduction of "tunable"
model parameter. On-line parameter estimation is very important
for the use of feedforward control in commercial climate computers.
Wrong identification and "bursting" of parameter estimates must be
prevented. Statistical methods and numerical optimization tech-
niques are applicable for parameter estimation.

V. CONCLUSIONS

In the past most of research in the field of environmental
control has been carried out on the bottom level (Fig. 1). The ap-
plication of mathematics and control have led to an increase of
control precision, an increase of stability of the control loops and
a decrease of energy consumption. This is one base for an on-line
optimization of plant production (middle level).

Another base is the knowledge of the plant response to a
change of environmental condition. This must be expressed with
plant growth models and rules for plant production. The lack of
knowledge is still a serious restriction for the use of on-line
optimization in commercial holdings. The use of expert systems is
a possibility to make heuristic knowledge available for the control
system and to develop an "user friendly" interface. For further
research activities is the development of an explanation unit, which
allows to handle "uncertain" knowledge, important. Another demand
is a self-learning facility.

A problem, which must be solved is the standardization of the
communication link between the different levels (Fig. 1), especially
between the top level and the middle level.
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Chapter 7

OPTIMAL GREENHOUSE TEMPERATURE
TRAJECTORIES
FOR A MULTI-STATE-VARIABLE TOMATO MODEL

Ido Seginer
Arnold Sher

Department of Agricultural Engineering
Technion, Haifa 32000, Israel

I. INTRODUCTION

Temperature control in greenhouses affects simultaneously
several crop processes, most basic of which are photosynthesis and
development. While it is normally desirable to increase
photosynthesis rate, there may be situations where development
must be retarded in order to meet timing requirements. Conflicts
between photosynthesis and development requirements may arise at
times. An optimal solution to the control problem must consider the
biological and engineering properties of the crop-greenhouse
system, as well as the weather and the economic environment. In
principle, if a sufficiently accurate model of the system is available,
and the exogenous variables (weather and prices) are known or
assumed, an optimal solution can be obtained by the Pontryagin
maximum principle (PMP; Pontryagin and others, 1962), or by
dynamic programming (Bellman and Dreyfus, 1962). This approach
involves, however, a prohibitive amount of computations when
models with more than very few state variables are involved. The
purpose of the present study is to explore computationally certain
shortcuts, which, for the problem under consideration, seem to
produce acceptable results.

Copyright © 1993 by Academic Press, Inc.
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Computational studies of optimal control for a greenhouse
with a simple, single-state—variable crop, showed that for every set
of outside conditions there is a unique control, independent of the
state of the crop (Challa and van de Vooren, 1980; Challa and
Schapendonk, 1986; Seginer and others, 1986; Critten, 1991). When,
however, a two-state—variable (lettuce) model was considered, the
optimal setpoints became also a function of the state of the crop, not
just of the outside conditions (Marsh and Albright, 1991; Seginer
and others, 1991). Seginer and McClendon (in preparation), who
trained a neural network (NN) with optimal control results for the
same two-state—variable crop model, found that, indeed,
information about the state of the crop improved considerably the
performance of the NN as a control-generating device.

The extension to general multi-state-variable models is not
simple. Two main alternatives exit: Searching for the optimal
trajectory over state-space, as with the PMP, or searching over
control-space, for instance by non-linear programming methods
(van Henten and Bontsema, 1991). A very simple version of the
latter approach was successfully applied by Swaney and others
(1983), to an irrigation problem involving a multi-state-variable
soybean model. Swaney used an optimization method similar to that
of Marsh and Albright (1991), which may be classified as a version
of model predictive control (MPC; Garcia and others, 1989), and
which will be called here sequential control search (SCS). The SCS
cannot guarantee an optimal solution, since its control decisions are
almost independent of future developments. Nevertheless, this rather
primitive method gave surprisingly good results in the
aforementioned studies. In particular, Seginer and McClendon (in
preparation) showed that the control trajectory obtained by SCS was
identical with the one obtained by the PMP.

The SCS apparently produces good results for multi-state—
variable systems in which current control decisions are largely
independent on future events. It does not, however, provide
information about the relative importance of the various state
variables of the system. Since this is expressed by the co-state
variables, a modified PMP method was devised to supplement the
information obtained by the SCS (Seginer and McClendon, in
preparation). In the present study both methods were applied to a
multi-state—variable tomato model (TOMGRO; Jones and others,
1991).

Most of the computations were designed to explore the
behavior of a typical control trajectory and its response to different
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input information. Additional computations were carried out to
search for the best transplanting and termination dates, to compare
optimal trajectories with constant-temperature trajectories, and to
study the usefulness of neural nets as control generating devices.
The emphasis was on the qualitative behavior of the system.

II. METHODS

The problem was formulated as follows: A tomato crop was
assumed to be growing in a capacity-less greenhouse. The crop
model had over 50 state-variables, including 10 classes of leaves,
stems and fruit, while the greenhouse model had none. The available
control equipment consisted of a ventilation fan and a convective
heater. An upper limit was placed on the capacity of the fan, while
the capacity of the heater was unlimited. Weather conditions and
prices were assumed to be known in advance for the whole season
(deterministic problem).

An optimal daytime setpoint temperature was to be
determined for each day separately. The nighttime setpoint was
fixed in advance and was constant throughout the whole season. The
temperature in the greenhouse was maintained at the setpoint by
heating or ventilation. Ventilation was not applied during the night
and sometimes was incapable of maintaining the required setpoint
during daytime. The energy balance of the greenhouse did not
consider evaporation explicitly. Heat was exchanged through the
greenhouse glazing by convection, conduction, and radiation, all
lumped into a single overall transfer coefficient. In addition,
sensible heat and CO, were exchanged through ventilation and
(constant) infiltration.

A suitable seasonal performance criterion for the problem
(based on a unit floor area) was formulated:

t t t
J = [k{t}{t}dt - ct, - cJF{t}dt - cJO{t}dt, [1]
0 0 0

where the terms on the right are, respectively, the income from
selling marketable fruit, cost of rent, cost of heating and cost of
ventilation. Here t is time and t, is termination time; f is the rate at
which marketable fruit is produced; F is heating flux and Q is
ventilation flux; k, c,, ¢, and c, are the unit prices of fruit, rent, heat
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and ventilation. Note that the market price of tomato may vary with
time.

As already mentioned, two methods were used to obtain the
required daytime setpoints: the SCS and a modified maximum
principle method. Both are described by Seginer and McClendon (in
preparation), and the following is a brief abstract of that
description.

The SCS assumes a reasonable sequence of future
disturbances (weather), as well as a reasonable future control policy.
At decision time, a number of control options for the ensuing day
are put to the test, by running corresponding seasonal simulations
of the system. The control decision which yields the best value of
the seasonal performance criterion is implemented.

The modified maximum principle method utilizes a reduced
form of the Hamiltonian and a correspondingly reduced set of co-
state equations. In this study the "reduced maximum principle"
(RMP) utilized only two of the state variables, namely number of
plant nodes, N, and total dry weight, W. The first is a measure of
plant development, and responds mainly to temperature. The second
is a measure of assimilation and responds mainly, but not solely, to
solar radiation and CO, concentration. The rates of change of N and
W are functions of the state of the crop, the weather conditions and
the control fluxes F and Q. The form of the reduced Hamiltonian is

H{t} = k{t}f{t} - c, - c,F{t} -c,Q{t}+py{t}(dN/dt)
+pw{t}(dW/dt) [2]

where py{t} and py{t} are the co-state variables of N and W.

The numerical solution started with initial values of the state
variables corresponding to transplanted seedlings. A guess of the
initial co-state values py{0} and py{0} made it possible to search
for the control fluxes which maximize the Hamiltonian (Eq. [2]).
The state and co-state variables were then advanced by the state
equations (the complete TOMGRO model) and the co-state
equations for py and py. The latter step required numerical
evaluations of dH/9N and dH/9W. The whole cycle was repeated
until termination time has been reached, at which point the
performance criterion (Eq. [1]) could be evaluated. An outer
computational loop, searching for the pair [py{0}, pw{0}] which
maximizes the performance criterion, completed the program. Note
that the performance criterion is still based on a complete
simulation of the system behavior. The approximation is restricted
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to the control decision mechanism.

The neural net computation were carried out with a
commercially available program (NeuroShell™, Ward System
Group, Inc.). It was used first to train the NN with optimal results
obtained by the SCS method, and later to test its performance as a
control generating rule over a set of validation data, which were
new to the NN.

III. RESULTS

The results can be divided into three unequal parts. The first,
and largest, explores computationally some of the intrinsic
properties of the system, such as sensitivity to assumptions about
the future and relative importance of state variables. The second
part, reported in the penultimate sub-section, gives examples of
applications: finding best transplanting and termination dates, and
comparing optimal contro! with constant-setpoint control. The final
subsection shows the performance of trained NNs as control
generating devices.

REFERENCE CASE

The somewhat arbitrary reference case considered a tomato
crop transplanted on 1 January 1963 and grown for the next 240
days under Ohio (USA) weather. All prices, including the price of
tomato, were fixed throughout the season as follows: c, = 0.02
$/MJ; ¢, = 2x107° $/m?; k = 2 $/kg. Expenditure for rent, which is
proportional to the length of the growing season, was not charged,
but can be properly corrected for whenever t; is given in advance.
A coarse setpoint scale was considered: 10 to 35°C with 5K
intervals.

The reference solution to this problem was obtained with the
SCS. Future temperature setpoints were taken to be constant at
30°C, since this was the temperature which produced the highest
yield. It was also found to be the economically best constant
setpoint for the reference situation.

The mean daytime outside temperature and the total solar
radiation for each day are shown at the top of Figure 1. Below
these, the daytime temperature setpoints for the reference case, as
obtained by the SCS, are shown (Figure 1[a]). The results show a
transition from low setpoints (mostly 15°C) during the first 50 days,
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to high setpoints (mostly 30°C) during the rest of the season. The
excursions of the setpoints on individual days (upward from 15°C
and downward from 30°C), correlate positively with exceptional

1. Seginer and A. Sher

solar radiation levels (not shown).
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Figure 1. Weather conditions and calculated optimal daytime

setpoints for greenhouse tomato under 1963 Ohio weather. Top to
bottom: Mean daytime outside temperature; Total daily solar

radiation; [a] Optimal daytime setpoints with SCS; [f] RMP
setpoints obtained with py; [g] RMP setpoints obtained with py,.
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The total marketable yield, total heating energy and total
ventilation volume, as well as the resulting performance criterion,
are shown in Table 1A, Line [a] (Columns 3 to 6). Deviations from
the relevant reference performance criterion are also shown in the
table (Column 7). It should be mentioned that the results do not
reflect the actual performance of spring tomato crop in Ohio. There
are important differences between the true and simulated cases in
terms of variety, schedule, CO, enrichment (none in the simulation)
and prices.

The results of a variation on the reference case, with a finer
setpoint scale (10°C to 36°C at 2K intervals) are presented in Table
1A, Line [b]. There is an improvement of over 0.4 $/m? in the
performance of the system, but there is no qualitative change of the
setpoint sequence (not shown). As a result, and in order to
economize on computer time, the reference case was not replaced
by case [b].

SENSITIVITY TO ASSUMPTIONS ABOUT THE FUTURE

The SCS makes at each decision time assumptions about the
future values of the control actions, the weather and the prices. The
sensitivity of the solution to the assumed future control sequence
was examined first, by setting it to a constant 10°C, rather than to
the 30°C level of the reference case. The resulting setpoint sequence
(not shown) and the performance criterion (Table 1B, Line [c]) are
only marginally different from those of the reference case.

Along the same vein, instead of an arbitrary initial setpoint
sequence, the solution of the reference case could be used as the
initial sequence in a second iteration. As Table 1B, Line [d] shows,
the improvement obtained in this manner was also marginal.

Having shown that the solution is hardly sensitive to what the
control might be in the future, the effect of assumed future weather
was explored next. Run [e] was started with the weather sequence
of 1962, which was replaced day-by-simulation-day with that of
1963 (standard sequence). This process is an emulation of a real on-
line operation with a perfect 24 hour forecast. The results in Table
1B Line [e] show again that precise knowledge of only the
immediate future is required to make correct control decisions.

It should be clear that ridiculous assumptions about the
control or weather of the far future may lead to a wrong solution.
For example, if future weather is absurdly extreme (say no solar
radiation), the current SCS decision would be to cut the losses to a
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Table 1  Summary of results

1 2 3 4 5 6 7
Run transp season total heating vent perform relative
date length yield energy volume criterion loss™
Julian

day days kg/m* MJ/m® k(m’)/m? $/m®  $/m?

A reference

[a] reference 1 240 19.00 1019 219 17.173 0.000
[b] variation 1 240 19.02 1000 211 17.606 -0.433
B sensitivity to future

[c] initally 10°C 1 240 1891 1012 224 17.133 0.040
[d] 2nd iteration I 240 19.10 1029 217 17.196 -0.023
[e] 1962 weather 1 240 18.97 1018 216 17.152 0.021

C RMP versus SCS

[f1 p« 1 240 18.99 1046 187 16.682 0.491
2] pw 1 240 12.99 790 333 9.507 7.666
[h] py and pw 1 240 18.94 1038 186 16.738 0.435
D Effect of state (uniform weather)

[i] optimal 240 16.68 911 63 15.018 0.000
{j] constant 30°C 240 17.46 1061 36  13.611 1.407

E Various price sequences; standard timing

(k] const pnc opt. 1 240 19.00 1019 219 17.173 0.000
{1 " , 30°C 1 240 20.41 1264 186 15.160 2.013
(m] hightolow, opt. 1 240 19.49 1208 265 24.113 0.000
[n] " " ,30°C 1 240 20.41 1264 186 22.883 1.230
[0] low to high, opt. 1 240 12.22 824 305 19.312 0.000
p1 " ", 30°C 1 240 20.41 1264 186 7.438 11.874

F Various price sequences; best timing

[a] const pnce opt. 71 235 22.22 352 279 36.832 0.000
(r] ,30°C 71 235 22.31 389 239  36.366 0.466
[s] hxoh o, low opt. 5 175 12.11 1146 102 24.612 0.000
[t 30°C 5 175 12.04 1164 87 23.924 0.688
[u] low to hxvh opt. 10l 265 21.08 700 270 66.575 0.000
[v] " " 30°C 101 265 21.58 900 233 64.638 1.937

* negative numbers in Col. 7 represent gain relative to relevant reference.
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minimum by never heating above the required minimum (10°C).
The effect of wrong assumptions about future prices (of
tomato) will be considered in the penultimate subsection.

COMPARISON OF THE SCS WITH THE RMP

Based on previous experience (Seginer and McClendon, in
preparation) and the tests just mentioned, it is likely that the SCS
solution is in fact close to the global optimal solution. The next
question, of how well does the RMP method do in comparison,
could now be raised. Three runs were conducted to explore this
question: In the first, [f], only py was retained in the Hamiltonian
(Eq. [2]), in the second, [g], - only py, and in the third, [h], - both
Py and py,.

The results, Table 1C, show the expediency of retaining py
rather than py, in the Hamiltonian. Compared to the reference
solution, retaining just py (out of the 50 odd co-state variables of
the system) resulted in a loss of less than 0.5 $/m? per season.
Retaining only py, resulted in a severe loss - over 7.6 $/m% Adding
Pw as a second co-state variable to py, resulted in a negligible
improvement. Other choices of co-state variables were not tried.

Figures 1[f] and 1[g] show the setpoints obtained with py and
pw srespectively. Sequence [f] is similar to the reference solution
[a], except that it clings to 30°C from about day 90 and on.
Sequence [g] is quite different from [a] and [f], particularly in that
the transition from low to high temperatures is postponed by
roughly 80 days. This proved to be a bad strategy.

Figure 2 shows the trajectories py{t} and py{t} for Run [h].
The value of py is practically constant with time, while py{t} first
rises slightly and then dips considerably toward the end. This may
be interpreted as indicating that promoting plant development is
equally important throughout the season, while the production of dry
matter becomes less important toward its end. This behavior may be
an artifact of the truncated Hamiltonian, but probably not, since it
makes sense: During the first part of the season promotion of
development is presumably required in order to initiate production
as early as possible, while toward the end of the season its main
purpose is to ripen already formed green fruit. In contrast, there is
not much point in creating new dry matter toward the end of the
season, when most of it may not mature in time for marketing.
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Figure 2. Evolution of the co-state variables py and py, with time
along the season.

EFFECT OF THE STATE OF THE CROP

All the results to this point were for essentially the same
problem, and they all show how the chosen setpoints increase from
the beginning of the season to its end. It is not clear, however, if
this change is mainly related to the transition from winter to
summer or to the changing state of the crop. To explore this
question, an artificially uniform weather sequence was created,
repeating a daily cycle typical of April (solar radiation 20.4
MJ/(m?d) and temperature range 1.7°C to 10.6°C). The setpoint
results as obtained by the SCS are shown in Figure 3. The season
starts and ends with high (30°C) setpoints (presumably promoting
earliness in the beginning of the season and fruit maturity toward
the end), while around day 175 therc is a pronounced minimum
(15°C). Line [i] of Table 1D summarizes the results for this case in
comparison with the results of a constant 30°C setpoint on Line [j].
A loss of about 1.4 $/m? is predicted as a result of maintaining a
constant 30°C. This shows that the optimal setpoint trajectory
depends to a measurable degree on the changing state of the crop.
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Figure 3. Optimal setpoints for a uniform weather sequence.

BEST TIMING OF GROWING SEASON

Given a particular climate and economic environment, one expects
that there should be an optimal transplanting time and an optimal
termination time. To explore this problem, three artificial tomato-
price sequences were considered:

(1) Constant price at 2 $/kg throughout the year (as was assumed
for the reference case).

(2) Price of 4 $/kg for the first 180 days of the year and zero for
the rest of the year (high to low in Tables 1E and 1F).

(3) Zero value for the first 180 days and 4 $/kg for the rest of the
year (low to high).

First, the optimal solution was calculated for the standard
timing: transplanting on Julian day 1 and growing for 240 days. The
results for the three price sequences are compared in Table 1E, lines
[k] (which is a copy of [a]), [m] and [o], with corresponding results
for a constant 30°C setpoint, on lines [l], [n] and [p]. The optimal
solutions for the three price sequences show an economic
performance of the same order. The optimal solution is always
significantly better than its constant 30°C counterpart, and
remarkably better for price sequence (3). Note that the yield is
always higher for the constant 30°C regime.
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Figure 4 shows the optimal setpoints and the resulting
accumulation of marketable fruit for price sequence (3), Run [0], in
comparison with the results for the reference solution [k] (=[a]). It
is clear that the control attempted to minimize the expenditure on
heating during the first 110 days, and by doing so it effectively
delayed the development of the crop. Marketable fruit only starts to
appear on day 140, about 35 days later than for the constant—price
case [k]. Marketing starts on Julian day 180 (vertical segment in the
figure), when 4 $/kg can finally be fetched for the fruit (note that
the rate of production has just reached its maximum about day 180).
This suggests that a better performance could be obtained by
postponing the transplanting date, and by moving the termination
date, perhaps to the end of the year, when the price of tomato drops
back to zero.
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The best transplanting and termination dates (+2.5 days) for
the three price sequences and a constant 30°C regime (Lines [r], [t]
and [v] in Table 1F) were obtained by trial and error. The
improvement over the standard timing is relatively small for price
sequence (2), but otherwise it is very impressive. The improvement
for sequence (1) (Line [r] compared to Line [1]) is due to shifting of
the production period into the summer, resulting in a higher yield
and lower expenses for energy. The small improvement for sequence
(2) (Line [t] compared to Line [n]) is mainly due to termination on
day 180, when the price of tomato drops to zero. As a result, the
greenhouse is only occupied for 175 days. The improvement for
sequence (3) (Line [v] compared to Line [p]) is dramatic and is a
consequence of shifting and expanding the growing season, as
suggested in the previous paragraph. Note that finding the optimal
timing requires information about the cost of rent (here c,=0).

The optimal solutions for the new timing are summarized in
Table 1F, Lines [q], [s] and [u]. The improvement over the constant
temperature regime, Lines [r], [t] and [v], is now by an order of
magnitude smaller than observed for the standard timing. This
suggests that while proper timing produces much better results than
arbitrary timing, the gain by optimization is less pronounced when
the proper timing is selected. In other words, adjusting the
temperature setpoint to the day to day variation of weather has only
a minor effect on the performance. Note that this may not be the
case with CO, control.

NEURAL-NET RESULTS

The reference SCS solution (1963) was used to train several
neural nets. The nets differed in terms of the inputs they accepted
and the number of nodes in the (single) hidden layer (not to be
confused with plant nodes, where leaves emerge from the stem). The
inputs were of two kinds:

State inputs : N number of plant nodes,
L dry weight of leaves,
M fresh mass of mature fruit,
D time from transplanting,
Weather inputs: T daytime mean outside temperature,
S daily solar radiation.

All six data elements were readily available in the outputs of
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the SCS program. The weather inputs represent a perfect weather

forecast for the ensuing day. Note that, strictly, D is not a state

variable of the system; it is, however, readily available in practice

and is, presumably, well correlated with the state of the crop.
Three NN configurations were tried:

NN1, trained with D alone as input, and with 2 hidden nodes.
NN3, trained with D,T and S as input, and with 4 hidden nodes.
NN, trained with D,T,S,N,L and M as input, and with 5 hidden
nodes.

The NNs trained in this manner are only expected to produce
useful setpoints for Ohio weather, for transplanting on 1 January
and for tomato price of k = 2 $/kg throughout the year (reference
case).

Figure 5 compares the sequence of optimal setpoints for 1963
with the values generated with NN6 and NN1 (trained with the data
of the same year). The graph shows that NN6 somewhat
underestimates the setpoints during the first two months and
overestimates them later on. In most cases the peaks and troughs are
well determined. Note that the NN-generated setpoints are not
restricted to multiples of 5K. As to be expected, NN1 is only
capable of fitting a smooth curve through the optimal trajectory.
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Figure 5. Comparison of optimal setpoints (fine line) with setpoints
produced by neural nets NN6 (dotted line) and NN1 (heavy solid line).
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The training of NN3, which, like NN6, had weather input, produced
a fit (not shown) only slightly inferior to that of NN6. The main
difference was that the 35°C peaks were not simulated with NN3.

The trained NNs were used to generate temperature setpoints
for 15 years: 1964 to 1978 (N,L and M were taken from the optimal
solutions). These were then used as input to the simulation model,
resulting in performance criterion values which were compared with
the optimal results for those years.

The performance criteria obtained with the NN-generated
setpoints for 1963 (arrow), as well as for each of the 15 test years,
are shown in Figure 6. The SCS generated setpoint sequence always
produced the best performance criterion. The success of the NNs
clearly increases as the number of inputs increases.

Over the 15 years, the performance criteria obtained with NN6
are, on the average, only 0.45 $/m? lower than optimal. The loss
increases to 0.71 $/m? per year with NN3 and to 1.45 $/m? per year
with NN1.

Performance Criterion ($/m?)

6 8 10 12 14 16 18 20
Performance Criterion at Optimum ($/m?)

— Opt © NN1 x NN3 a4 NNei

Figure 6. Performance criteria obtained with NN1, NN3 and NNG6,
compared with the optimal performance over 15 years. The NNs were
trained with the optimal solution for 1963 (arrow).
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IV. DISCUSSION AND CONCLUSIONS

Optimal control of the greenhouse climate is often viewed as
having a hierarchical structure, where the control rule (law, policy)
is obtained off-line, perhaps once a year. This rule is then invoked
on-line at frequent intervals, to generate specific control decisions.
The present study deals mainly with the first stage of developing a
control rule, namely finding optimal solutions to historic control
problems. It also touches on the second stage, in which these
solutions are used to train NNs, so that they can serve as on-line
control generators.

This study is merely a preliminary exploration into the
properties of multi-state—variable crop models from the point of
view of greenhouse environmental control. Nevertheless, some
tentative conclusions may be drawn from this limited evidence.

1. The SCS apparently could find optimal solutions under wrong
(but not absurdly wrong) control and weather assumptions beyond
the immediate future (Table 1B). This indicates that the control
decisions of this and similar problems may be based on the current
state of the system and on simple, short term, weather forecasts.
Any simplified rule, such as a neural net, designed to emulate the
optimal control process, will also only require current input.

If the system includes an important operational storage, such as
soil water capacity, or temperature integration capability of the
crop, decisions may become dependent on the assumptions made
about the future. The characteristic of an operational storage is that
it is limited. As a result, its inclusion in a system leads to an
optimization problem with constraints on the state variable
representing the storage (e.g., Bailey and Seginer, 1989).
Intuitively, if the characteristic time of the operational storage is of
the order of several days, a weather forecast for that duration will
be required. In addition, the optimal control sequence for that whole
period will have to be obtained at each decision time. Israeli and
Lambert (1986) applied a similar approach to irrigation scheduling.

2. Unlike assumptions about future control and weather,
assumptions about future prices have had a significant effect on the
control decisions in this study (Table 1E; Figure 4). The dramatic
effect is, however, the result of comparing very different price
sequences. The price difference from one season to the next is in
reality not nearly as drastic. Therefore, one may expect to manage
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quite well with last year's prices as a guide.

Figure 4 shows that in Run [0] heating started on Julian day
105, 75 days in advance of the price step. This is more than the time
required for fruits to mature (30 to 50 days; not shown). The extra
time was required to reach day 180 not just with mature fruit but
with the maximum possible rate of production. This suggests that an
initially unexpected steep rise in tomato price should be known
almost two months in advance in order to take full advantage of it.
On the other hand, if prices drop suddenly and are expected not to
rise again (Run [m]), heating can be stopped on a short notice.

3. Experimentation with the RMP method (Table 1C, Figure 2)
showed that a properly chosen single state variable is capable of
producing a satisfactory control trajectory. The choice of state
variables for inclusion in the reduced Hamiltonian differs between
problems. The single state-variable formulation of Seginer and
others (1986) resulted in a constant value for the co-state variable,
independent of the state of the crop. (This constant value may be
regarded as an expression of the intensity of cultivation (Seginer,
1989)). The study of a two state-variable lettuce model (Seginer
and others, 1991), showed total dry matter to be dominant, its
importance growing steadily towards harvest time. In the present
study N (and not dry matter, W) turned out to be a very dominant
state variable (Table 1C). The value of its co—state variable, py, is,
however, roughly constant throughout the season (Figure 2), which
means that, to a first approximation, the control is independent of
the state of the crop. The change of control along the season (Figure
1[f]) is, therefore, due to weather changes along the season (similar
to the single-state-variable crop mentioned above). Note that the
behavior of co-state variables may depend not only on the basic
system equations, but also on the control available in the
greenhouse, on the general nature of the disturbances (weather and
prices) and on the performance criterion.

4. Optimal timing of the season is a critical factor, because it
considerably affects the performance criterion, even when the price
of produce is constant throughout the year (Run [q] compared with
Run [a]=[k]). In practice, however, the optimal timing requires only
minor adjustments from one year to the next. Since TOMGRO tends
to produce maximum yield at a constant 30°C daytime setpoint,
optimal timing tends to match the growing season with the period
when pushing for maximum yield is justified. As a result, when
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timing is optimal, further gain from day by day optimization is not
large (Table 1F). Day by day optimization may be more critical
whenever CO, enrichment is considered.

5. Neural nets may be trained to serve as black-box control rules
(strategies). They have been demonstrated previously (Seginer and
McClendon, in preparation) and now, again, to emulate usefully
optimal decisions. In the present study, neural nets, trained with just
a single (whole season) optimal trajectory (1963), generated
successfully optimal day by day control decisions for other years.
Once trained, the on-line computing time required by the NN is
minimal.

The training process revealed the following interesting point.
The present version of TOMGRO aborts fruits excessively when
temperatures higher than 30°C persist. As a result, the loss in terms
of the performance criterion is asymmetric around 30°C: more loss
is suffered by too high temperatures than by too low ones. This
would suggest that the training error should not be evaluated by
deviations from the desired output of the NN (i.e. temperature
setpoints), but rather by the loss of performance criterion.
Unfortunately, Neuroshell does not have the capability of alternative
error definitions.

In summary, the SCS seems to produce close to optimal
setpoint trajectories. This will probably hold true for similar
problems, provided that the system contains no important
operational storage, and as long as the uncertainty about the future
is not substantial. Further, despite the multi-state—variable structure
of present-day crop models, the RMP results suggest that they may
be replaced by much simpler models for control purposes. The
equivalent models may contain just a few properly selected state
variables, preferably measurable under commercial conditions. They
may be explicitly determined or implicitly included in a control rule
trained with optimal solutions based on the complete model. In the
latter approach, the argument list of the control rule would include
the selected state variables together with parameters describing the
impending weather and the expected prices.
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NOTATION

symbols SI units
C, unit price of heating energy $/
c, unit price of rent $/(m?*[soil]s)
c, unit price of ventilation $/(m?)
D time from transplanting s
F heat flux from heater W/m?[soil]
f rate at which marketable fruit is produced kg/(m?[soil]s)
H Hamiltonian $/(m>?[soil]s)
J seasonal performance criterion $/m?*[soil]
k unit market price for tomato $/kg[f.w.]
L dry weight of leaves kg[d.w.]/m?[soil]
M fresh mass of mature fruit kg[f.w.]/m?[s0il]
N number of plant nodes [node]/m?[soil]
Pn co-state variable of N $/[node]
Pw co-state variable for W $/kg[d.m.]
Q ventilation rate m3/(m?[soil]s)
S solar radiation received during one day J/m?[soil]
T daytime mean outside temperature K
t time s
t; termination time s
w total dry matter kg[d.m.]/m?



SECTION 3
Computer Applications and Artificial
Intelligence



This page intentionally left blank



Chapter 8

COMPUTER INTEGRATED SYSTEM
FOR
THE CULTIVATING PROCESS
IN
AGRICULTURE AND HORTICULTURE

- Approach to "Intelligent Plant Factory" -
Y. Hashimoto

Department of Biomechanical Systems
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I. INTRODUCTION

Computers have been introduced to almost all industries.
Computer network composed of both workstation and several usual
personal computers may amplify the probable ability of the
computer. Now, we could see the highly performed systems with
computer network, which are called as "computer integrated
system”. From the view of greenhouse, I would like to discuss the
application of the computer integrated system.

It seems very difficult to control the environment factors
strictly in solar greenhouse from the engineering point of view,
because of the great disturbance from the time-variable sunlight. As
for the environmental (namely climate) control of greenhouse, great
progress in physics model and control system has been made for
these ten years (Bot, 1983; Udink ten Cate, 1983; Takakura, 1991).
In the environment control of greenhouse, it has been proved valid
that optimal control is much more important than strictly constant
control based on the setpoint (Tantau, 1990). Furthermore, wide
applications of computers are introduced to the management of

Copyright © 1993 by Academic Press, Inc.
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greenhouse production as well as the environment control (Cros and
Martin-Clouaire, 1990).

On the contrary, under these controlled environment in the
greenhouse, horticultural crops show the different behavior from
the traditional one which have been acquired through a long history
of agriculture and horticulture, cultivated in the field. Especially,
it might be interesting problem that the crop response is closely
related to the control strategies in greenhouse (Challa and Van
Straten, 1991). Optimal conditions for the horticultural crops should
be examined both from the horticultural operation (Vogel et al.,
1989) based on physiological plant ecology as well as plant and cell
physiology (Nonami et al., 1991a, 1991b) and from the management
strategies for economic yield, resulting the decision of the strategies
for the setpoints of the control in the greenhouse (Reinisch et al.,
1989).

Recently, plant growth factory becomes prosperous. There are
two types in the plant factory system. These are perfectly controlled
system with artificial light and solar system. The former control
system is similar to that in the growth chamber. On the other hand,
the latter one is similar to that in the greenhouse. Comparing with
the greenhouse, plant factory is not so familiar to our readers.
Therefore, we would like to describe it in more detail. When plant
is limited for producing vegetable only, it is sometimes called
vegetable factory. If we are asked to find the origin of the plant
factory, we should go back to thirty years ago when the first plant
factory in the world was born in Denmark. Therefore the history is
not so long. In the original system, the cultivation stage is treated
as a manufacturing process. Several cultivating processes are
combined into a batch process and controlled as assembling line.
This made a great change in the concept of agriculture, and had an
impact on the image of the traditional cultivation. Since then,
several plant factories have been developed in the world. Now, the
plant factory noticed in Japan (Takatsuji, 1991) has environmental
control system like a large growth chamber. In this system, the
emphasis is laid on the process control rather than on manufacturing
process. It is the system with standardized cultivating process,
with which the optimum production can be realized in the shortest
time. In detail, the system can make plants growing three to five
times faster than in the field cultivation by supplying the twenty
four daily illumination hours with artificial lighting system,
controlling the CO, concentration in several times of that in the
natural environment, and regulating the temperature, pH, EC in the
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optimal state. This system is the factory with process control.
Moreover, in the factory, computer, all the sensor possible for use
and some robots are invested to reduce the personnel expenses and
to get the maximum harvest in the shortest time. In other words, this
system seems to be the factory automation in agriculture and
horticulture. Now the concept and system of the plant factory are
going to be introduced to a seed bed and a nursery of young plant.
Although it is hardly to say that system for seed bed and nursery are
not different from cultivating systems for various crops, from the
process control or the system automation point of view, they may
be much the same.

In such a symbolized system as plant factory including
advanced greenhouse, several types of computers and its networks
as well as almost all kinds of high technologies are introduced.
Therefore, it might be necessary for us to examine these computer
integrated system, which we proposed as "computer integrated
system" in our previous paper (Hashimoto, 1991).

II. PROCESS CONTROL FOR GREENHOUSE AND PLANT
FACTORY

A. Environmental Control

Environmental control in the agricultural field has been
developed by greenhouse engineers. Now a lot of controlling
technologies are introduced to the advanced system of greenhouse
and plant factory from process industries. From the aspect of
computer control of the system, the routine of the process control
is established based on micro-computer (micro—processor). Control
algorithm is also ready in PID algorithm based on feedback control
system. Computer calculates the deviation between the set—point for
the environment and the data monitored from the change of the
environment in each sampling interval, and decides the
manipulating signal by operating PID action on the deviation.
Environmental factors including the light, temperature, relative
humidity and CO, concentration can be divided into several
sub-systems when those factors are controlled respectively. Then,
several minutes of sampling interval may be sufficient enough to
control the environmental factors. Furthermore, only very short
time is needed for processing sampled data in PID control
algorithm. Therefore, it is not difficult to combine all the
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sub-systems by one micro-computer based on a time sharing
method. Nutrient control, however, has a big dead time. Therefore,
it might be necessary that the system should be examined based on
feedforward control algorithm as well as feedback one. Furthermore,
EC and pH could not identify the state of nutrient solution.
Therefore the ion sensors are introduced to the system (Hashimoto
et al., 1988b). New method for the nutrient supply is also proposed
(Kurata, 1991). As for the control of light, the intensity and
spectrum of the light have strong effect on plant growth. It seems
interesting that the effect of frequency involved in the on-off
interval of fluorescent lamp is not meaningless (Hashimoto et al.,
1987, 1988c). These technology of environmental control is now
introduced to the process of micropropagation of tissue culture and
nursery system (Kozai, 1991).

B. Adaptive, Optimal, and Fuzzy Control

To control the environment more flexibly, it is necessary to
change the set point of the environment and the system parameters
disturbed by the sudden changes in the outside. This belongs to one
of the adaptive control problems. To reduce the cost to the minimum
in non-biological<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>