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Preface

This book begins with an introduction to algebraic geometry in the language of
schemes. Then, the general theory is illustrated through the study of arithmetic
surfaces and the reduction of algebraic curves. The origin of this work is notes
distributed to the participants of a course on arithmetic surfaces for graduate
students. The aim of the course was to describe the foundation of the geometry
of arithmetic surfaces as presented in [56] and [90], and the theory of stable
reduction [26]. In spite of the importance of recent developments in these subjects
and of their growing implications in number theory, unfortunately there does not
exist any book in the literature that treats these subjects in a systematic manner,
and at a level that is accessible to a student or to a mathematician who is not a
specialist in the field. The aim of this book is therefore to gather together these
results, now classical and indispensable in arithmetic geometry, in order to make
them more easily accessible to a larger audience.

The first part of the book presents general aspects of the theory of schemes.
It can be useful to a student of algebraic geometry, even if a thorough exami-
nation of the subjects treated in the second part is not required. Let us briefly
present the contents of the first seven chapters that make up this first part.
I believe that we cannot separate the learning of algebraic geometry from the
study of commutative algebra. That is the reason why the book starts with a
chapter on the tensor product, flatness, and formal completion. These notions
will frequently recur throughout the book. In the second chapter, we begin with
Hilbert’s Nullstellensatz, in order to give an intuitive basis for the theory of
schemes. Next, schemes and morphisms of schemes, as well as other basic notions,
are defined. In Chapter 3, we study the fibered product of schemes and the fun-
damental concept of base change. We examine the behavior of algebraic varieties
with respect to base change, before going on to proper morphisms and to projec-
tive morphisms. Chapter 4 treats local properties of schemes and of morphisms
such as normality and smoothness. We conclude with an elementary proof of
Zariski’s Main Theorem. The global aspect of schemes is approached through
the theory of coherent sheaves in Chapter 5. After studying coherent sheaves
on projective schemes, we define the Čech cohomology of sheaves, and we look
at some fundamental theorems such as Serre’s finiteness theorem, the theorem
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of formal functions, and as an application, Zariski’s connectedness principle.
Chapter 6 studies particular coherent sheaves: the sheaf of differentials, and, in
certain favorable cases (local complete intersections), the relative dualizing sheaf.
At the end of that chapter, we present Grothendieck’s duality theory. Chapter 7
starts with a rather general study of divisors, which is then restricted to the
case of projective curves over a field. The theorem of Riemann–Roch, as well
as Hurwitz’s theorem, are proven with the help of duality theory. The chapter
concludes with a detailed study of the Picard group of a not necessarily reduced
projective curve over an algebraically closed field. The necessity of studying sin-
gular curves arises, among other things, from the fact that an arithmetic (hence
regular) surface in general has fibers that are singular. These seven chapters can
be used for a basic course on algebraic geometry.

The second part of the book is made up of three chapters. Chapter 8 begins
with the study of blowing-ups. An intermediate section digresses towards com-
mutative algebra by giving, often without proof, some principal results concern-
ing Cohen–Macaulay, Nagata, and excellent rings. Next, we present the general
aspects of fibered surfaces over a Dedekind ring and the theory of desingulariza-
tion of surfaces. Chapter 9 studies intersection theory on an arithmetic surface,
and its applications. In particular, we show the adjunction formula, the factoriza-
tion theorem, Castelnuovo’s criterion, and the existence of the minimal regular
model. The last chapter treats the reduction theory of algebraic curves. After
discussing general properties that essentially follow from the study of arithmetic
surfaces, we treat the different types of reduction of elliptic curves in detail. The
end of the chapter is devoted to stable curves and stable reduction. We describe
the proof of the stable reduction theorem of Deligne–Mumford by Artin–Winters,
and we give some concrete examples of computations of the stable reduction.

From the outset, the book was written with arithmetic geometry in mind. In
particular, we almost never suppose that the base field is algebraically closed,
nor of characteristic zero, nor even perfect. Likewise, for the arithmetic surfaces,
in general we do not impose any hypothesis on the base (Dedekind) rings. In
fact, it does not demand much effort to work in general conditions, and does not
affect the presentation in an unreasonable way. The advantage is that it lets us
acquire good reflexes right from the beginning.

As far as possible, the treatment is self-contained. The prerequisites for read-
ing this book are therefore rather few. A good undergraduate student, and in
any case a graduate student, possesses, in principle, the background necessary
to begin reading the book. In addressing beginners, I have found it necessary to
render concepts explicit with examples, and above all exercises. In this spirit,
all sections end with a list of exercises. Some are simple applications of already
proven results, others are statements of results which did not fit in the main
text. All are sufficiently detailed to be solved with a minimum of effort. This
book should therefore allow the reader to approach more specialized works such
as [25] and [15] with more ease.
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1

Sometopics incommutative
algebra

Unless otherwise specified, all rings in this book will be supposed commutative
and with unit.

In this chapter, we introduce some indispensable basic notions of commuta-
tive algebra such as the tensor product, localization, and flatness. Other, more
elaborate notions will be dealt with later, as they are needed. We assume that
the reader is familiar with linear algebra over a commutative ring, and with
Noetherian rings and modules.

1.1 Tensor products

In the theory of schemes, the fibered product plays an important role (in particu-
lar the technique of base change). The corresponding notion in commutative
algebra is the tensor product of modules over a ring.

1.1.1 Tensor product of modules

Definition 1.1. Let A be a commutative ring with unit. Let M , N be two
A-modules. The tensor product of M and N over A is defined to be an A-module
H, together with a bilinear map φ : M×N → H satisfying the following universal
property:

For every A-module L and every bilinear map f : M ×N → L, there
exists a unique homomorphism of A-modules f̃ : H → L making the
following diagram commutative:

M ×N �f

�
φ

L

H
��

����f̃



 

2 1. Some topics in commutative algebra

Proposition 1.2. Let A be a ring, and let M , N be A-modules. The tensor
product (H, φ) exists, and is unique up to isomorphism.

Proof As the solution of a universal problem, the uniqueness is automatic, and
its proof is standard. We give it here as an example. Let (H, φ) and (H ′, φ′) be
two solutions. By the universal property, φ and φ′ factor respectively as φ = φ̃◦φ′

and φ′ = φ̃′ ◦ φ. It follows that φ = (φ̃ ◦ φ̃′) ◦ φ. As φ = Id ◦ φ, it follows from
the uniqueness of the decomposition of φ that (φ̃ ◦ φ̃′) = Id. Thus we see that
φ̃ : H → H ′ is an isomorphism.

Let us now show existence. Consider the free A-module A(M×N) with basis
M ×N . Let {ex,y}(x,y)∈M×N denote its canonical basis. Let L be the submodule
of A(M×N) generated by the elements having one of the following forms:




ex1+x2,y − ex1,y − ex2,y

ex,y1+y2 − ex,y1 − ex,y2

eax,y − ex,ay, aex,y − eax,y, a ∈ A.

Let H = A(M×N)/L, and φ : M × N → H be the map defined by φ(x, y) =
the image of ex,y in H. One immediately verifies that the pair (H, φ) verifies the
universal property mentioned above.

Notation. We denote the tensor product of M and N by (M⊗AN,φ). In general,
the map φ is omitted in the notation. For any (x, y) ∈ M×N , we let x⊗y denote
its image by φ. By the bilinearity of φ, we have a(x ⊗ y) = (ax)⊗ y = x ⊗ (ay)
for every a ∈ A.

Remark 1.3. By construction, M ⊗A N is generated as an A-module by its
elements of the form x ⊗ y. Thus every element of M ⊗A N can be written
(though not in a unique manner) as a finite sum

∑
i xi ⊗ yi, with xi ∈ M and

yi ∈ N . In general, an element of M ⊗A N cannot be written x⊗ y.

Example 1.4. Let A = Z, M = A/2A, and N = A/3A. Then M ⊗A N = 0.
In fact, for every (x, y) ∈ M × N , we have x ⊗ y = 3(x ⊗ y) − 2(x ⊗ y) =
x⊗ (3y)− (2x)⊗ y = 0.

Proposition 1.5. Let A be a ring, and let M , N , Mi be A-modules. We have
the following canonical isomorphisms of A-modules:

(a) M ⊗A A � M ;
(b) (commutativity) M ⊗A N � N ⊗A M ;
(c) (associativity) (L⊗A M)⊗A N � L⊗A (M ⊗A N);
(d) (distributivity) (⊕i∈IMi)⊗A N � ⊕i∈I(Mi ⊗A N).

Proof Everything follows from the universal property. Let us, for example,
show (a) and (d).

(a) Let φ : M ×A → M be the bilinear map defined by (x, a) �→ ax. For any
bilinear map f : M × A → L, set f̃ : M → L, x �→ f(x, 1). Then f = f̃ ◦ φ, and
f̃ is the unique linear map M → L having this property. Hence (M,φ) is the
tensor product of M and A.
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(d) Let φ : (⊕i∈IMi)×N → ⊕i∈I(Mi ⊗A N) be the map defined by

φ :
(∑

i

xi, y
)
�→
∑

i

(xi ⊗ y).

Let f : (⊕i∈IMi)×N → L be a bilinear map. For every i ∈ I, f induces a bilinear
map fi : Mi × N → L which factors through f̃i : Mi ⊗A N → L. One verifies
that f factors uniquely as f = f̃ ◦ ψ, where ψ : (⊕i∈IMi)×N → (⊕i∈IMi)⊗N

is the canonical map and f̃ = ⊕if̃i. Hence ⊕i∈I(Mi ⊗A N) is the tensor product
of (⊕i∈IMi) with N .

Corollary 1.6. Let M be a free A-module with basis {ei}i∈I . Then every ele-
ment of M ⊗A N can be written uniquely as a finite sum

∑
i ei⊗yi, with yi ∈ N .

In particular, if A is a field and {ei}i∈I (resp. {dj}j∈J) is a basis of M (resp. of
N), then {ei ⊗ dj}(i,j)∈I×J is a basis of M ⊗A N .

Remark 1.7. The associativity of the tensor product allows us to define the
tensor product M1 ⊗A · · · ⊗A Mn of a finite number of A-modules. This tensor
product has a universal property analogous to that of the tensor product of two
modules, with the bilinear maps replaced by multilinear ones.

Definition 1.8. Let u : M → M ′, v : N → N ′ be linear maps of A-modules.
By the universal property of the tensor product, there exists a unique A-linear
map u ⊗ v : M ⊗A N → M ′ ⊗A N ′ such that (u ⊗ v)(x ⊗ y) = u(x) ⊗ v(y). In
fact, the map g : M ×N → M ′ ⊗A N ′ defined by g(x, y) = u(x)⊗ v(y) is clearly
bilinear, and hence factors uniquely as (u⊗ v) ◦ φ, where φ is the canonical map
M × N → M ⊗ N . The map u ⊗ v is called the tensor product of u and v. The
notation is justified by Exercise 1.2.

Let ρ : A → B be a ring homomorphism, and N a B-module. Then ρ induces,
in a natural way, the structure of an A-module on N : for any a ∈ A and y ∈ N ,
we set a · y = ρ(a)y. We denote this A-module by ρ∗N , or simply by N .

Definition 1.9. Let M be an A-module. We can endow M ⊗A N with the
structure of a B-module as follows. Let b ∈ B. Let tb : N → N denote the
multiplication by b, and for any z ∈ M ⊗A N , set b · z := (IdM ⊗tb)(z). One
easily verifies that this defines the structure of a B-module. We denote the B-
module M ⊗A B by ρ∗M . This is called the extension of scalars of M by B. By
construction, we have b(x⊗ y) = x⊗ (by) for every b ∈ B, x ∈ M , and y ∈ N .

Proposition 1.10. Let ρ : A → B be a ring homomorphism, M an A-module,
and let N , P be B-modules. Then there exists a canonical isomorphism of B-
modules

M ⊗A (N ⊗B P ) � (M ⊗A N)⊗B P.

Proof Let us show that there exist A-linear maps

f : M⊗A (N⊗B P ) → (M⊗A N)⊗B P, g : (M⊗A N)⊗B P → M⊗A (N⊗B P )

such that for every x ∈ M , y ∈ N , and z ∈ P , we have f(x⊗(y⊗z)) = (x⊗y)⊗z
and g((x⊗ y)⊗ z) = x⊗ (y⊗ z). This will imply that f is an isomorphism, with
inverse g. The B-linearity of f follows from this identity.
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Let us fix x ∈ M . Let tx : N → M ⊗A N denote the A-linear map defined
by tx(y) = x ⊗ y. Consider the map h : M × (N ⊗B P ) → (M ⊗A N) ⊗B P
defined by h(x, u) = (tx⊗ IdP )(u). This map is A-bilinear, and hence induces an
A-linear map f as desired. The construction of g is similar.

Taking N = B in the proposition above, we obtain:

Corollary 1.11. Let ρ : A → B be a ring homomorphism, let M be an A-
module, and N a B-module. There exists a canonical isomorphism of B-modules

(M ⊗A B)⊗B N � M ⊗A N (simplification by B).

1.1.2 Right-exactness of the tensor product

Let us recall that a complex of A-modules consists of a (finite or infinite) sequence
of A-modules Mi, together with linear maps fi : Mi → Mi+1, such that fi+1◦fi =
0. A complex is written more visually as

· · · → Mi
fi−→ Mi+1

fi+1−−−→ Mi+2 → · · · .

The complex is called exact if Ker(fi+1) = Im(fi) for all i. An exact complex is
also called an exact sequence. For example, a sequence

0 → M
f−→ N (resp. M

f−→ N → 0)

is exact if and only if f is injective (resp. surjective).

Let f : N ′ → N be a linear map of A-modules. For simplicity, for any A-
module M , we denote the linear map f ⊗ IdM : N ′ ⊗A M → N ⊗A M by fM .

Proposition 1.12. Let A be a ring, and let

N ′ f−→ N
g−→ N ′′ → 0

be an exact sequence of A-modules. Then for any A-module M , the sequence

N ′ ⊗A M
fM−−→ N ⊗A M

gM−−→ N ′′ ⊗A M → 0

is exact.

Proof The surjectivity of gM follows from that of g (use Remark 1.3). It
remains to show that Ker(gM ) = Im fM ; in other words, that the canonical
homomorphism g̃ : (N ⊗A M)/(Im fM ) → N ′′ ⊗A M is an isomorphism. Let
h : N ′′ ×M → (N ⊗A M)/(Im fM ) be defined by h(x, z) = the image of y⊗ z in
the quotient, where y ∈ g−1(x). The map h is well defined and moreover bilinear.
It therefore induces a linear map h̃ : N ′′ ⊗A M → (N ⊗A M)/(Im fM ), and it is
easy to see that this is the inverse of g̃.
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Corollary 1.13. Let A be a ring. Let N , M be A-modules, and i : N ′ → N a
submodule of N . There exists a canonical isomorphism

(N ⊗A M)/(Im iM ) � (N/N ′)⊗A M.

In particular, if I is an ideal of A, then we have M ⊗A (A/I) � M/(IM).

Proof It suffices to apply Proposition 1.12 to the exact sequence N ′ → N →
(N/N ′) → 0. If N = A and N ′ = I, we also use Proposition 1.5(a).

1.1.3 Tensor product of algebras

An A-algebra is a commutative ring B with unit, endowed with a ring homomor-
phism A → B. Let B and C be A-algebras. We can canonically endow B ⊗A C
with the structure of an A-algebra, as follows. Let g : B×C ×B×C → B⊗A C
be defined by g(b, c, b′, c′) = (bb′) ⊗ (cc′). This is a multilinear map, and hence
factors through g̃ : B⊗A C⊗A B⊗A C → B⊗A C (see Remark 1.7). We can then
define the product on B⊗A C using the composition of (B⊗A C)× (B⊗A C) →
(B⊗A C)⊗A (B⊗A C) with g̃. More precisely, we set

∑
i(bi ⊗ ci) ·

∑
j(b

′
j ⊗ c′

j) =∑
i,j(bib

′
j)⊗ (cic

′
j). The point was to see that this is well defined.

We have homomorphisms of A-algebras p1 : B → B ⊗A C, p2 : C → B ⊗A C
defined by p1(b) = b ⊗ 1 and p2(c) = 1 ⊗ c. The following proposition can be
verified immediately:

Proposition 1.14. Let us keep the notation above. The triplet (B⊗A C, p1, p2)
satisfies the following universal property:

For every A-algebra D, and for every pair of homomorphisms of
A-algebras q1 : B → D, q2 : C → D, there exists a unique homo-
morphism of A-algebras q : B ⊗A C → D such that qi = q ◦ pi.

Example 1.15. Let A[T1, . . . , Tn] be the polynomial ring in n variables over A.
Let B be an A-algebra. One easily verifies (either with the universal property
given above or using Proposition 1.5(d)) that the homomorphism of B-algebras

A[T1, . . . , Tn]⊗A B → B[T1, . . . , Tn]

defined by (
∑

ν aνT ν)⊗b �→∑
ν(baνT ν) is an isomorphism. In particular, taking

a polynomial ring for B, we obtain

A[T1, . . . , Tn]⊗A A[S1, . . . , Sm] � A[T1, . . . , Tn, S1, . . . , Sm].

Exercises

1.1. Let {Mi}i∈I , {Nj}j∈J be two families of modules over a ring A. Show that

(⊕i∈IMi)⊗A (⊕j∈JNj) � ⊕(i,j)∈I×J(Mi ⊗A Nj).

1.2. Show that there exists a unique A-linear map

f : HomA(M,M ′)⊗A HomA(N,N ′) → HomA(M ⊗A N,M ′ ⊗A N ′)

such that f(u ⊗ v) = u ⊗ v.
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1.3. Let M , N be A-modules, and i : M ′ → M , j : N ′ → N submodules of M
and N , respectively. Then there exists a canonical isomorphism

(M/M ′)⊗A (N/N ′) � (M ⊗A N)/(Im iN + Im jM ).

Show that (Z/nZ)⊗Z (Z/mZ) = Z/lZ, where l = gcd(m, n).

1.4. Let M , N be A-modules, and let B, C be A-algebras.
(a) If M and N are finitely generated over A, then so is M ⊗A N .
(b) If B and C are finitely generated over A, then so is B ⊗A C.
(c) Taking A = Z, M = B = Z/2Z, and N = C = Q, show that the

converse of (a) and (b) is false.

1.5. Let ρ : A → B be a ring homomorphism, M an A-module, and N a
B-module. Show that there exists a canonical isomorphism of A-modules

HomA(M, ρ∗N) � HomB(ρ∗M, N).

1.6. Let (Ni)i∈I be a direct system of A-modules. Then for any A-module M ,
there exists a canonical isomorphism lim−→(Ni ⊗A M) � (lim−→Ni) ⊗A M .
(Hint: show that lim−→(Ni⊗A M) verifies the universal property of the tensor
product lim−→(Ni)⊗A M .)

1.7. Let B be an A-algebra, and let M , N be B-modules. Show that there exists
a canonical surjective homomorphism M ⊗A N → M ⊗B N .

1.2 Flatness

The flatness of a module over a ring is a property concerning extensions of
scalars. In algebraic geometry, it assures a certain ‘continuity’ behavior. In this
section, we study a few elementary aspects of flatness. We conclude the section
with faithful flatness.

1.2.1 Left-exactness: flatness

Definition 2.1. An A-module M is called flat (over A) if for every injective
homomorphism of A-modules N → N ′, N ⊗A M → N ′ ⊗A M is injective. An
A-algebra B is called flat if B is flat over A for its A-module structure, and the
canonical homomorphism A → B will be called a flat homomorphism.

It follows from Proposition 1.12 that if 0 → N ′ → N → N ′′ → 0 is an exact
sequence of A-modules, and M is flat over A, then

0 → N ′ ⊗A M → N ⊗A M → N ′′ ⊗A M → 0

is an exact sequence.
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Proposition 2.2. Let A be a ring. We have the following properties:

(a) Every free A-module is flat.
(b) (Product) The tensor product of modules that are flat over A is flat

over A.
(c) (Base change) Let B be an A-algebra. If M is flat over A, then M ⊗A B

is flat over B.
(d) (Transitivity) Let B be a flat A-algebra. Then every B-module that is

flat over B is flat over A.

Proof These easily follow from the definition and the general properties of the
tensor product (Proposition 1.5 and Corollary 1.11).

Example 2.3. Let A = Z, n ≥ 2, and M = A/nA. Then M is not flat over A.
In fact, if we tensor the canonical injection nA → A by M , the image of nA⊗AM
in A⊗A M = M is equal to nM = 0, while nA ⊗A M � A⊗A M = M 
= 0.

Theorem 2.4. Let M be an A-module. Then M is flat if and only if for every
ideal I of A, the canonical homomorphism I ⊗A M → IM is an isomorphism.

Proof If M is flat over A, then for any ideal I of A, we can tensor the canonical
injection I ↪→ A by M . This shows that I ⊗A M → A ⊗A M = M is injective.
The image of this map is clearly IM , whence the isomorphism I ⊗A M � IM .

Conversely, let us suppose that we have this isomorphism for every ideal I,
and let us show that M is flat. Let N ′ → N be an injective homomorphism of
A-modules. We need to show that N ′ ⊗M → N ⊗M is injective.

Let us first suppose that N is free of finite rank, and let us show the injectivity
by induction on the rank n of N . The case n = 1 follows from the hypothesis.
Let us suppose that n ≥ 2 and that the result holds for every free module of rank
< n. The module N is a direct sum of two free submodules N1 and N2, different
from N . Let N ′

1 = N1 ∩ N ′, and let N ′
2 be the image of N ′ in N2 = N/N1. We

then have the following commutative diagram

N ′
1 �

�

N ′ �

�

N ′
2

�
N1 � N � N2

whose horizontal lines are exact, and whose vertical arrows are injective. Ten-
soring by M gives the commutative diagram

N ′
1 ⊗M �

�
β

N ′ ⊗M �

�

N ′
2 ⊗M

�
γ

N1 ⊗M �α N ⊗M � N2 ⊗M

whose horizontal lines are still exact (Proposition 1.12). The map α is injective
because N1 is a direct factor of N (Proposition 1.5(d)), and β, γ are injective by
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the induction hypothesis applied to the Ni. It follows that N ′ ⊗M → N ⊗M is
injective.

Let us now suppose N is free of arbitrary rank. Let N0 be a direct factor of
N of finite rank. By the above, the map (N ′ ∩N0)⊗M → N0 ⊗M is injective.
Hence so is (N ′ ∩N0)⊗M → N ⊗M , since N0 is a direct factor of N . Because
for every x ∈ N ′ ⊗ M there exists an N0 such that x is contained in the image
of (N ′ ∩N0)⊗M → N ′ ⊗M (use Corollary 1.6), we see that N ′ ⊗M → N ⊗M
is injective.

Let N now be an arbitrary A-module. There exist a free A-module L and
a surjective homomorphism p : L → N . Let us set L′ = p−1(N ′). We have a
commutative diagram

Ker(p) � L′ �

�

N ′ �

�

0

Ker(p) � L �p
N � 0

whose horizontal lines are exact, whence the commutative diagram

Ker(p)⊗M � L′ ⊗M �

�

N ′ ⊗M �

�

0

Ker(p)⊗M � L⊗M � N ⊗M � 0
whose horizontal lines are also exact. As the middle vertical arrow is injective,
this shows the injectivity of N ′ ⊗M → N ⊗M .

Let A be an integral domain and M an A-module. An element x ∈ M is
called a torsion element if there exists a non-zero a ∈ A such that ax = 0. We
call M torsion-free (over A) if there is no non-zero torsion element in M . When
A is a principal ideal domain, flatness can be expressed in a very simple way.

Corollary 2.5. Let A be a principal ideal domain. An A-module M is flat if
and only if it is torsion-free over A.

Proof Let I = aA 
= 0 be an ideal of A. Let ta (resp. ua) denote multiplication
by a in A (resp. in M). Then ta : A → I is an isomorphism. We have the following
commutative diagram:

M = A⊗A M �ta⊗IdM

�
ua

I ⊗A M���������� f

IM

where f is the canonical homomorphism. Consequently, f is an isomorphism if
and only if ua is an isomorphism, which is equivalent to saying that ax = 0 for
x ∈ M implies that x = 0. Hence the corollary follows from Theorem 2.4.
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Proposition 2.6. Let A be a ring. Let 0 → M ′ → M → M ′′ → 0 be an
exact sequence of A-modules. Let us suppose that M ′′ is flat. Then the sequence
0 → M ′ ⊗N → M ⊗N → M ′′ ⊗N → 0 is also exact for any A-module N .

Proof It suffices to show the injectivity of M ′⊗N → M⊗N (Proposition 2.12).
Let us write N as the quotient of a free A-module L by a submodule K. We then
have a commutative diagram of exact sequences:

M ′ ⊗K �

�

M ⊗K �

�

M ′′ ⊗K

�
α

0 � M ′ ⊗ L �

�
β

M ⊗ L �

�

M ′′ ⊗ L

M ′ ⊗N � M ⊗N

with α injective (M ′′ is flat) and β surjective. Some diagram chasing now imme-
diately implies that M ′ ⊗N → M ⊗N is injective.

1.2.2 Local nature of flatness

Let A be a ring. The intersection of all maximal ideals of A is denoted by Rad(A).
If A is a local ring, i.e. a ring having only one maximal ideal m, then Rad(A) = m.
The following lemma is very useful:

Lemma 2.7 (Nakayama’s lemma). Let A be a ring, I = Rad(A) and M a
finitely generated A-module such that M = IM . Then M = 0.

Proof Let {x1, . . . , xn} be a system of generators of M . We may suppose n
minimal. There exist αi ∈ I such that xn =

∑
αixi. Hence (1 − αn)xn =∑

i<n αixi. As 1 − αn is invertible, and n is assumed to be minimal, it follows
that n = 1 and xn = 0.

Remark 2.8. Let us note that following Corollary 1.13, the condition M = IM
is equivalent to M ⊗A A/I = 0.

Corollary 2.9. Let A be a ring, I = Rad(A), M a finitely generated A-module,
and N a submodule of M . Suppose that M ⊆ N + IM . Then M = N .

Proof In fact, M/N is a finitely generated A-module, and (M/N) = I(M/N).
Hence M/N = 0.

Some properties of the localization of modules

Let A be a ring, S a multiplicative subset of A (i.e., a subset of A that is stable
for multiplication, and which contains the unit element of A), and M an A-
module. We define the localization S−1M of M with respect to S as follows. It
is the set of elements written (formally) m/s, with m ∈ M and s ∈ S, modulo
the equivalence relation m/s ∼ m′/s′ ⇐⇒ there exists an s′′ ∈ S such that
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s′′(s′m−sm′) = 0. We endow S−1M with the structure of a commutative group
by setting

m/s + m′/s′ = (s′m + sm′)/(ss′).

Note that if 0 ∈ S, then S−1M = 0. If M = A, we define a ring structure on
S−1A by setting

(a/s) · (a′/s′) = (aa′)/(ss′).

The canonical homomorphism ρ : A → S−1A defined by ρ(a) = a/1 makes S−1A
into an A-algebra. Moreover, the correspondences I �→ I(S−1A), J �→ ρ−1(J)
establish a bijection between those prime ideals of A that are disjoint from S
and the prime ideals of S−1A. Let φ : A → B be a ring homomorphism. Then
φ(S) ⊆ B∗ (invertible elements of B) if and only if φ factors through some
A-algebra homomorphism S−1A → B.

For any A-module M , we have the structure of an S−1A-module on S−1M
by setting

(a/s) · (m/s′) = (am)/(ss′).

For f ∈ A, we let Mf denote the localization of M with respect to the multi-
plicative set {fn | n ≥ 1} ∪ {1}. For a prime ideal p of A, the localization of M
with respect to the multiplicative set A \ p is denoted Mp.

Lemma 2.10. Let A be a ring, S a multiplicative subset of A, and M an
A-module. There exists a canonical isomorphism of S−1A-modules M ⊗A S−1

A � S−1M .

Proof We have a canonical homomorphism of A-modules M⊗AS−1A → S−1M
defined by m ⊗ (a/s) �→ (am)/s. This is an isomorphism because it has an
inverse given by m/s �→ m ⊗ (1/s) (this map is well defined). Moreover, this
homomorphism is clearly compatible with the structure of S−1A-modules.

Corollary 2.11. For any multiplicative subset S of A, the canonical homomor-
phism A → S−1A is flat.

Proof Let N be a sub-A-module of M . It is clear, by construction, that S−1N
is a submodule of S−1M . Hence N ⊗A S−1A → M ⊗A S−1A is injective.

Lemma 2.12. Let M be an A-module. Then M = 0 if and only if Mm = 0 for
every maximal ideal m of A.

Proof Let x ∈ M . Let us consider the ideal I = {a ∈ A | ax = 0}. If I 
= A,
there exists a maximal ideal m of A such that I ⊆ m. As Mm = 0, there exists
an s ∈ A \ m such that sx = 0. Hence s ∈ I, which contradicts the assumption
that I ⊆ m. Consequently, I = A and 1 ∈ I, and hence x = 0.

Proposition 2.13. Let M be an A-module. The following properties are equi-
valent:

(i) M is flat over A.
(ii) Mp is flat over Ap for every prime ideal p of A.
(iii) Mm is flat over Am for every maximal ideal m of A.
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Proof (i) =⇒ (ii) follows from Lemma 2.10 and Proposition 2.2(c). As (ii)
trivially implies (iii), it remains to show that (iii) implies (i). Let N ′ → N be an
injective homomorphism. Let L denote the kernel of N ′ ⊗A M → N ⊗A M . We
have an exact sequence

0 → L → N ′ ⊗A M → N ⊗A M. (2.1)

For any maximal ideal m of A, we have an exact sequence

0 → L⊗A Am → (N ′ ⊗A M)⊗A Am → (N ⊗A M)⊗A Am

(by virtue of Corollary 2.11). As (N ′ ⊗A M) ⊗A Am = (N ′
m) ⊗Am Mm, and

N ′
m → Nm is injective, we have Lm = L⊗A Am = 0. It follows by Lemma 2.12

that L = 0. Hence M is flat over A.

Let us recall that a Dedekind domain is a Noetherian integral domain A whose
localizations Ap at the prime ideals p are principal ideal domains (we will see the
equivalence with the usual definition in Subsection 4.1.1). The following corollary
is an immediate consequence of the proposition above and Corollary 2.5.

Corollary 2.14. Let A be a Dedekind domain. An A-module is flat if and only
if it is torsion-free over A. In particular, every injective ring homomorphism
A → B with B an integral domain is flat.

Corollary 2.15. Let ρ : A → B be a ring homomorphism. The following prop-
erties are equivalent:

(i) A → B is flat.
(ii) For every prime ideal q of B, Bq is flat over Ap, where p = ρ−1(q).
(iii) For every maximal ideal q of B, Bq is flat over Ap.

Proof (i) implies (ii): it is easy to see that Bq is a localization of (and hence is
flat over) B ⊗A Ap. Now, the latter is flat over Ap since B is flat over A. Hence
Bq is flat over Ap by the transitivity of flatness (Proposition 2.2(d)).

The proof of (iii) =⇒ (i) is analogous to that of Proposition 2.13: one can
replace M by B in exact sequence (2.1); then L is a B-module, and L⊗B Bq = 0
for every maximal ideal q of B. Hence L = 0 and B is flat over A.

Let us conclude with the following theorem, which is a partial converse to
Proposition 2.2(a). This converse is false in general, as is shown by the example
A = ZpZ and M = Frac(A).

Theorem 2.16. Let M be a finitely generated flat module over a local ring A.
Then M is free over A.

Proof Let m be the maximal ideal of A, and k = A/m the residue field of A.
Then M/mM = M ⊗A k is a vector space over k. Let {x1, . . . , xn} be a set of
elements of M whose images in M/mM form a free set over k. Let us show that
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the set is free over A. Suppose that
∑

i aixi = 0 with ai ∈ A. Consider the linear
map f : An → A defined by f(b1, . . . , bn) =

∑
i aibi. We have an exact sequence

Ker(f) → An f→ A.

This gives an exact sequence when we tensor by M (here we use the flatness
assumption on M):

Ker(f)⊗A M → Mn fM−−→ M,

where fM is defined by fM (y1, . . . , yn) =
∑

i aiyi. Hence (x1, . . . , xn) ∈ Ker(f)⊗
M . There exist r ∈ N and elements bj = (b1j , . . . , bnj) ∈ Ker(f), yj ∈ M ,
1 ≤ j ≤ r, such that (x1, . . . , xn) =

∑
j bj ⊗ yj . At least one of the coordinates

bij is not an element of m. We can, for example, suppose that b11 /∈ m (hence it
is invertible). From the equality

∑
i bi1ai = 0, we deduce that

a1 + a2c2 + · · ·+ ancn = 0, where ci = bi1b
−1
11 .

In particular, if n = 1, then a1 = 0. If n ≥ 2, we have

a2(x2 − c2x1) + · · ·+ an(xn − cnx1) = 0.

A reasoning using induction on n shows that {xi}i is free.
Now let {x1, . . . , xn} be a set of elements of M whose images in M/mM form

a basis over k. Let N be the submodule of M generated by the xi. Then the
canonical homomorphism N ⊗ k → M ⊗ k is surjective. Hence (M/N)⊗ k = 0.
By Nakayama’s lemma, M/N = 0. Hence the xi form a basis of M .

1.2.3 Faithful flatness

Proposition 2.17. Let M be a flat A-module. Then the following properties
are equivalent:

(i) M 
= mM for every maximal ideal m of A.
(ii) Let N be an A-module. If M ⊗A N = 0, then N = 0.
(iii) Let f : N1 → N2 be a homomorphism of A-modules. If fM : N1 ⊗M →

N2 ⊗M is an isomorphism, then so is f .

Proof (i) implies (ii): it suffices to show that for every finitely generated sub-
module N0 of N , we have N0 = 0. As it is, for every submodule N0 of N , we have
N0 ⊗M ↪→ N ⊗M , so N0 ⊗M = 0. We may assume that N is itself finitely gen-
erated. Moreover, by virtue of Lemma 2.12, we may assume that A is local with
maximal ideal m. By tensoring with k := A/m, we obtain M/mM⊗k N/mN = 0.
It follows that N/mN = 0 (Corollary 1.6). Hence N = 0, by Nakayama’s lemma.

(ii) implies (iii): we have Coker(fM ) = Coker(f) ⊗ M , and since M is flat,
Ker(fM ) = Ker(f)⊗M . Hence if fM is an isomorphism, then so is f .

Finally, (iii) implies (i) since if M = mM , then the constant map 0 → A/m
is an isomorphism after tensoring with M , so A/m = 0. This is impossible.
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Definition 2.18. Let M be a flat module over a ring A. We say that M is
faithfully flat over A if it verifies one of the properties of the proposition above.
Let f : A → B be a ring homomorphism. We say that B is faithfully flat over A
if it is faithfully flat as an A-module. We will also say that f is faithfully flat.

Remark 2.19. One can immediately verify that Proposition 2.2 remains true
when we replace ‘flat’ by ‘faithfully flat’ and take only non-zero modules.

Corollary 2.20. Let f : A → B be a flat ring homomorphism. The following
properties are equivalent:

(i) f is faithfully flat.
(ii) For every prime ideal p of A, there exists a prime ideal q of B such that

f−1(q) = p.
(iii) For every maximal ideal m of A, there exists a maximal ideal n of B such

that f−1(n) = m.

Proof Let us show the only non-trivial implication, (i) =⇒ (ii). Let us first
note that f is necessarily injective, because Ker(f)⊗A B � Ker(f)B = 0. Since
A/p → B/pB is faithfully flat (see Remark 2.19), we may assume that p = 0, and
that A is an integral domain. Let ρ : B → B⊗AFrac(A) be the canonical map. Let
m be a maximal ideal of B ⊗A Frac(A). Then q := ρ−1(m) is a prime ideal of B.
Since ρ◦f : A → B⊗AFrac(A) factorizes into A → Frac(A) → B⊗AFrac(A), and
the inverse image of m in Frac(A) is zero, we have f−1(q) = (ρ◦f)−1(m) = 0.

Exercises

2.1. Let M be an A-module. We call the ideal {a ∈ A | aM = 0} of A the
annihilator of M , and we denote it by Ann(M). Let I ⊆ Ann(M) be an
ideal.
(a) Show that M is endowed, in a natural way, with the structure of an

A/I-module, and that M � M ⊗A A/I.
(b) Let N be another A-module such that I ⊆ Ann(N). Show that the

canonical homomorphism M ⊗A N → M ⊗A/I N is an isomorphism.

2.2. Let ρ : A → B be a ring homomorphism, S a multiplicative subset of
A, and T = ρ(S). Show that T is a multiplicative subset of B, and that
T−1B � B ⊗A S−1A as A-algebras.

2.3. Show that Nakayama’s lemma is false for modules M that are not finitely
generated.

2.4. Let I be a finitely generated ideal of A. Show that the following properties
are equivalent:
(i) A/I is flat over A;
(ii) I = I2;
(iii) there exists an e ∈ A such that e2 = e and I = eA.
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2.5. Let A be an integral domain. Show that every A-module is flat if and only
if A is a field.

2.6. Let B be a flat A-algebra.
(a) Show that for any finite family {Iλ}λ∈Λ of ideals of A, we have

∩λ∈Λ(IλB) = (∩λ∈ΛIλ)B.
(b) Let us suppose that B is faithfully flat. Show that IB ∩ A = I for

any ideal I of A.
(c) Let k be a field, A = k[t, s], and C = A[z]/(tz − s). By considering

the ideals tA and sA, show that C is not flat over A.

2.7. Give an example of a finitely generated flat module that is not free (over
a suitable ring A).

2.8. Let A be a Noetherian ring, M a finitely generated A-module, and N
an A-module. Let B be a flat A-algebra. Let us consider the canonical
homomorphism

ρ : HomA(M,N)⊗A B → HomB(M ⊗A B,N ⊗A B).

(a) Show that ρ is an isomorphism if M is free of finite rank.
(b) Let 0 → K → L → M → 0 be an exact sequence of A-modules. Show

that we have a canonical exact sequence

0 → HomA(M,N) → HomA(L, N) → HomA(K, N).

(c) By taking for L a free module of finite rank, show that ρ is injective.
By applying the injectivity to K, show that ρ is an isomorphism.

2.9. Let A be an integral domain, and K its field of fractions. Let M be a
finitely generated sub-A-module of K. Show that M is flat if and only if
it is locally free of rank 1 (i.e., Mp is free of rank 1 over Ap for every
prime ideal p of A).

2.10. Let A be an integral domain, and B its integral closure in the field of
fractions Frac(A). Suppose that B is a finitely generated A-module. Show
that B is flat over A if and only if B = A. One can show that this result
is true without the assumption of finiteness of B over A.

2.11. Let M be a flat A-module, and let ρ : A → B be a ring homomorphism.
Show that the following properties are true.
(a) If A is an integral domain, then M is torsion-free.
(b) The canonical homomorphism M → M ⊗A B is injective if and only

if Ker(ρ) is contained in Ann(M).

2.12. Let B be a flat algebra over a Dedekind domain A. Let f ∈ B be such
that for every maximal ideal m of A, the image of f in B/mB is not a
zero divisor. Show that B/fB is still flat over A. See also Lemma 4.3.16.
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2.13. Let M be a faithfully flat A-module. Let N ′ → N → N ′′ be a sequence of
A-modules. Show that it is exact if and only if the sequence N ′ ⊗ M →
N ⊗M → N ′′ ⊗M is exact.

2.14. Let A → B be a ring homomorphism, and let J be an ideal of B such that
B/J is flat over A. Show that for any ideal I of A, we have (IB)∩J = IJ
(tensor the injection I → A by B/J).

2.15. Let 0 → M ′ → M → M ′′ → 0 be an exact sequence of modules over a
ring A. Let us suppose that M ′′ is flat. Show that M ′ is flat if and only
if M is flat.

2.16. Let (A, m) be a Noetherian local ring, and

C• : 0 → M ′ → M → M ′′ → 0

a complex of finitely generated flat A-modules. Show that if there exists
an ideal I ⊆ m such that C• ⊗A A/I is exact, then C• is exact.

2.17. Let M be a finitely generated flat A-module. Show that it is faithfully flat
if and only if Ann(M) = 0.

2.18. Let B be an A-algebra, and let E be a faithfully flat B-module. Show
that E is flat over A if and only if B is flat over A.

2.19. Let f : A → B be faithfully flat ring homomorphism.
(a) Show that f is injective and that I → I ⊗A B is injective for every

ideal I of A.
(b) Let N = Coker(f) be the cokernel of f . Let I be an ideal of A. Using

the commutative diagram

I � I ⊗A B �

�

I ⊗A N �

�

0

IB � IN

and Exercise 2.6(b), show that I ⊗A N → IN is injective, and hence
N is a flat A-module.

(c) Show that for any A-module M , the canonical map M → M ⊗A B is
injective.

1.3 Formal completion

1.3.1 Inverse limits and completions

Let us first recall some notions and properties of topological groups. An
(Abelian) topological group is an Abelian group G endowed with the structure
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of a topological space for which the homomorphism G × G → G defined by
(x, y) �→ x − y is continuous. Such a structure is entirely determined by giving
a fundamental system V of neighborhoods of 0 such that every element V of V
contains the difference V1 − V2 of two elements of V.

A (descending) filtration (Gn)n (i.e., a descending chain of subgroups (Gn)n

of G) defines a unique structure of topological group on G for which the Gn

form a fundamental system of neighborhoods of 0. In this section we are essen-
tially interested in topologies of this type. For this topology, G is separated (i.e.,
Hausdorff) if and only if ∩nGn = {0}. Two filtrations (Gn)n, (G′

n)n define the
same topology on G if and only if for every n, there exists an m such that
G′

m ⊆ Gn, and vice versa.
Let us note that a group homomorphism f : G → H between two topological

groups is continuous if and only if for every neighborhood V of 0 in H, f−1(V )
is a neighborhood of 0 in G.

A (commutative) topological ring is a ring A endowed with a topology for
which the maps A × A → A defined by (x, y) �→ x − y and (x, y) �→ xy are
continuous. A topological A-module M is an A-module whose additive structure
is a topological group, and for which the map (a, x) �→ ax from A × M to M
is continuous. Let A be a commutative ring, and I an ideal. The ideals In of
A define a topology on A called the I-adic topology. Let M be an A-module;
then the filtration (InM)n defines a structure of topological A-module, called
the I-adic topology on M .

Let G be a topological group defined by a filtration (Gn)n. A sequence (xm)m

of elements of G is called a Cauchy sequence if for every n there exists an m0
such that xm−xm0 ∈ Gn for every m ≥ m0. The topological group G is complete
if every Cauchy sequence has a limit in G. One way to construct complete groups
is to construct inverse limits.

An inverse system (of sets) consists of a collection of sets (An)n≥0 and maps
πn : An+1 → An for every n. The inverse limit of the (An)n is the set

lim←−
n

An := {(an)n ∈
∏
n

An

∣∣ an = πn(an+1) for all n}.

For every m, the projection onto the mth coordinate defines a canonical map
pm : lim←−n

An → Am.
Let B be a set, and let fn : B → An be maps such that fn = πn◦fn+1 for

every n. Then there exists a unique map f : B → lim←−An such that fm = pm◦f .
This universal property characterizes the inverse limit.

We define inverse limits of groups, of rings, and of modules in the same way,
imposing that the transition maps πn be compatible with the group, ring, or
module structure. The inverse limits are then groups, rings, or modules.

A homomorphism of inverse systems (An)n → (Bn)n of Abelian groups con-
sists of homomorphisms An → Bn that are compatible with the projection maps
An+1 → An and Bn+1 → Bn. This canonically induces a group homomorphism
lim←−An → lim←−Bn. A sequence of homomorphisms

0 → (An)n → (Bn)n → (Cn)n → 0
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of inverse systems of Abelian groups is called an exact sequence if 0 → An →
Bn → Cn → 0 is exact for all n.

Lemma 3.1. Let 0 → (An)n → (Bn)n → (Cn)n → 0 be an exact sequence
of inverse systems of Abelian groups. Then 0 → lim←−An → lim←−Bn → lim←−Cn is
exact. Moreover, the last homomorphism is surjective if there exists an n0 such
that An+1 → An is surjective for every n ≥ n0 (see also Exercise 3.15).

Proof Let us check the surjectivity of lim←−Bn → lim←−Cn; the rest follows imme-
diately from the definition. As the inverse limit of a system does not depend on
its first terms, we may assume that n0 = 0. Let πn : Bn+1 → Bn denote the tran-
sition homomorphism. Let (cn)n ∈ lim←−Cn. Let bn ∈ Bn be an arbitrary preimage
of cn. Identifying An with a submodule of Bn, we have an := πn(bn+1)−bn ∈ An.
Hence there exists an an+1 ∈ An+1 such that πn(an+1) = an. It follows that
πn(bn+1 − an+1) = bn. Thus we can modify the bn one after the other to obtain
πn(bn+1) = bn for all n. Consequently, (bn)n ∈ lim←−Bn, and its image in lim←−Cn

is (cn)n.

Let G be a topological group defined by a filtration (Gn)n. We then have a
natural inverse system (G/Gn)n. Consider Ĝ := lim←−(G/Gn). Let

Ĝn := {(am)m ∈ Ĝ | am = 0 for every m ≤ n}.

This defines a filtration (Ĝn)n on Ĝ and makes the latter into a topological group.
We have a natural homomorphism π : G → Ĝ defined by π(g) = (gn)n, where
gn is the canonical image of g in G/Gn. As π−1(Ĝn) = Gn, π is continuous.

Let G be an Abelian topological group. The completion of G is a complete
separated Abelian topological group K together with a continuous homomor-
phism φ : G → K such that every continuous homomorphism from G to a
complete separated Abelian topological group factors uniquely through φ. We
will in general omit the term ‘separated’ and use ‘complete’ to mean ‘separated
and complete’.

Proposition 3.2. Let us keep the notation above. Then π : G → Ĝ is the
completion of G. Moreover, π induces an isomorphism G/Gn � Ĝ/Ĝn for every n.

Proof It is clear that ∩nĜn = 0. Hence Ĝ is separated. Let (gm)m be a Cauchy
sequence in Ĝ. For every r ≥ 0, there exists an nr such that for every n ≥ nr, we
have gn − gnr ∈ Ĝr. If we write gn = (gn

1 , . . . , gn
k , . . .), this implies that gn

i = gnr
i

for every i ≤ r and every n ≥ nr. Let ĝ = (gn1
1 , gn2

2 , . . .). One immediately verifies
that ĝ ∈ Ĝ, and that this is the limit of the sequence (gm)m. Hence Ĝ is indeed
complete.

Let (gn)n ∈ Ĝ. If g ∈ G is a preimage of gm in G, then π(g) − (gn)n ∈ Ĝm.
Therefore π(G) is dense in Ĝ. The isomorphism G/Gn � Ĝ/Ĝn immediately
follows from the construction.

Let us now show the factoring property. Let f : G → H be a contin-
uous homomorphism to a complete Abelian topological group. Let α ∈ Ĝ.
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Then there exists a sequence (αm)m of elements of G such that π(αm) tends
to α. As π−1(Ĝn) = Gn, this implies that (αm)m, and therefore (f(αm))m,
is a Cauchy sequence. Let β be the limit of (f(αm))m. Since H is separated,
Kerπ = ∩n≥0Gn ⊆ Ker f , which implies that β does not depend on the choice
of the sequence (αm)m. We can therefore factor f as f̃ ◦ π by setting f̃(α) = β.
The uniqueness of f̃ comes from the density of π(G), and its continuity is easy
to verify.

Lemma 3.3. Let M , N be Abelian groups endowed respectively with filtrations
(Mn)n, (Nn)n. Let φ : M → N be a homomorphism such that for some n0 ≥ 0,
we have N = φ(M) + Nn and Nn = φ(Mn) + Nn+1 for every n ≥ n0. Then the
canonical homomorphism M̂ → N̂ is surjective.

Proof As explained in the proof of Lemma 3.1, we may assume that n0 = 0.
The hypotheses imply that the canonical homomorphisms φn : M/Mn → N/Nn

and Kerφn = φ−1(Nn)/Mn → Kerφn−1 = φ−1(Nn−1)/Mn−1 are surjective.
The surjectivity of M̂ → N̂ then results from Lemma 3.1 applied to the exact
sequence of inverse systems 0 → (Kerφn)n → (M/Mn)n → (N/Nn)n → 0.

Let A be a ring endowed with the I-adic topology. We denote the completion
of A by Â. We also call Â the formal completion of A for the I-adic topology. As
A is a ring, so is Â. Let M be an A-module. Then any submodule filtration (Mn)
of M defines the structure of a topological A-module on M . We let M̂ denote
the completion of M for the I-adic topology (i.e., that defined by the filtration
(InM)). This is an Â-module.

Example 3.4. Let p be a prime number. The completion of Z for the p-adic
topology is denoted Zp, and is called the ring of p-adic integers.

Definition 3.5. Let A be a commutative ring with unit. The ring of formal
power series in one variable A[[T ]] is defined in the following way. Let AN be
the group of sequences with coefficients in A. To simplify, we denote a sequence
(an)n≥0 by

a0 + a1T + a2T
2 + . . . .

We endow AN with a multiplicative law by setting
∑

i≥0

aiT
i




∑

j≥0

bjT
j


 =

∑
k≥0

ckT k,

where ck =
∑

i+j=k aibj . This ring clearly contains the polynomial ring A[T ].
We define inductively the ring of formal power series

A[[T1, . . . , Tr]] = A[[T1, . . . , Tr−1]][[Tr]].

Example 3.6. Let B = A[T1, . . . , Tr] be a polynomial ring with coefficients
in a commutative ring A. Let m be the ideal of B generated by T1, T2, . . . , Tr.
Then the m-adic completion B̂ is isomorphic to A[[T1, . . . , Tr]], the latter being
endowed with the n-adic topology for the ideal n generated by the Ti.
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In fact, the following facts are very easy to verify: A[[T1, . . . , Tr]] is complete,
and the canonical map B → A[[T1, . . . , Tr]] is continuous and induces an isomor-
phism B/mn � A[[T1, . . . , Tr]]/nn for every n ≥ 1. This implies our assertion.

Proposition 3.7. Let A be a Noetherian ring; then the ring of formal power
series A[[T1, . . . , Tr]] is also Noetherian.

Proof By induction on r, it suffices to show that A[[T ]] is Noetherian. Let I be
an ideal of A[[T ]]. We have to show that I is finitely generated. For each i ≥ 0,
let Ji = {α ∈ A | αT i ∈ I + T i+1A[[T ]]}. This defines an ascending sequence of
ideals of A. Hence there exists a d ≥ 0 such that Jn = Jd for every n ≥ d. Since
I/(I ∩ T dA[[T ]]) is a submodule of A[[T ]]/(T d) = A[T ]/(T d) which is finitely
generated over A, it is enough to show that I ∩ T dA[[T ]] is finitely generated
over A[[T ]]. Let f1, . . . , fm be generators of Jd, and let Fj ∈ I be such that
Fj − fjT

d ∈ T d+1A[[T ]]. Then Fj ∈ I ∩ T dA[[T ]]. We are going to show that
F1, . . . , Fm generate I ∩ T dA[[T ]]. We can suppose that I ⊆ T dA[[T ]].

Let F =
∑

i≥0 aiT
i ∈ I. Let q = min{i ≥ 0 | ai 
= 0} ≥ d. Then aq ∈ Jq = Jd.

Hence there exist b1, . . . , bm ∈ A such that aq =
∑

1≤j≤m bjfj . It follows that
F −∑1≤j≤m(bjT

q−d)Fj ∈ I ∩ T q+1A[[T ]]. By induction on n ≥ q, we see that
F can be written as

F = Gq + Gq+1 + · · ·+ Gn + Hn,

with Gi ∈ T i−d(F1, . . . , Fm) and Hn ∈ I ∩ Tn+1A[[T ]]. It is clear that the series
Gq + Gq+1 + . . . tends to an element of (F1, . . . , Fm) and that Hn tends to 0.
Hence F ∈ (F1, . . . , Fm).

Corollary 3.8. Let A be a Noetherian ring, and let I be an ideal of A. Then
the formal completion of A for the I-adic topology is a Noetherian ring.

Proof Let t1, . . . , tr be a system of generators of I. Let us consider the surjective
homomorphism of A-algebras φ : B = A[T1, . . . , Tr] → A defined by φ(Ti) =
ti, and endow B with the m-adic topology, where m is the ideal generated by
the Ti. For any n ≥ 1, we have φ(mn) = In. It follows from Lemma 3.3 that
A[[T1, . . . , Tr]] = B̂ → Â is surjective. Hence Â is Noetherian by the proposition
above.

Let M , N be two I-adic A-modules. It is clear that the product topology on
M ⊕N = M ×N is also the I-adic topology. Consequently, (M ⊕N)∧ = M̂ ⊕ N̂ .
In particular, every isomorphism of A-modules Ar → L canonically induces an
isomorphism of Â-modules Âr → L̂. Let M be an I-adic A-module. There exists
a canonical homomorphism M ⊗A Â → M̂ . It is in general neither injective nor
surjective. However, we do have the following lemma:

Lemma 3.9. Let M be a finitely generated A-module. Then M ⊗A Â → M̂ is
surjective.
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Proof Let p : L → M be a surjective homomorphism of A-modules, with L free
of finite rank. We have p(InL) = InM . It follows from Lemma 3.3 that L̂ → M̂
is surjective. It results from the commutative diagram

L⊗A Â � M ⊗A Â

�
L̂ � M̂

that M ⊗A Â → M̂ is surjective.

1.3.2 The Artin–Rees lemma and applications

Let us first make a digression towards graded rings and modules. The topological
notions do not intervene at first.

Let B be a commutative ring (with unit). A grading on B consists of a
decomposition of B in subgroups

B = ⊕d≥0Bd,

such that BdBe ⊆ Bd+e. The elements of Bd are called the homogeneous elements
of degree d. If B is an algebra over a ring A, we also ask that the image of A
in B be contained in B0. We then call B a graded algebra over A. A polynomial
ring B = A[T0, . . . , Tr], for example, is naturally graded by taking for Bd the
sub-A-module generated by the monomials of degree d.

A graded B-module is a B-module E which has a decomposition in subgroups
E = ⊕d≥0Ed such that BdEe ⊆ Ed+e.

Let A be a commutative ring, and I an ideal of A. Let Ã denote the graded
ring Ã = ⊕d≥0I

d. We can also see Ã as the subring
∑

d≥0 IdT d ⊆ A[T ]. Let
us note that if I is finitely generated, then Ã is a finitely generated A-algebra;
that is, it is the quotient of a polynomial ring A[T1, . . . , Tr] by an ideal. In fact,
let t1, . . . , tr be a system of generators of I. Then the map A[T1, . . . , Tr] → Ã

defined by Ti �→ ti ∈ Ã1 is a surjective ring homomorphism. In particular, if A
is Noetherian, then Ã is Noetherian because A[T ] is Noetherian.

Let M be an A-module. An I-filtration of M is a filtration (Mn)n of M by
submodules Mn such that IMn ⊆ Mn+1. We call the filtration stable if there
exists an n0 such that Mn+1 = IMn for every n ≥ n0.

Let M̃ := ⊕n≥0Mn. This is a graded Ã-module.

Lemma 3.10. Let A be a Noetherian ring, M a finitely generated A-module,
and (Mn)n an I-filtration on M . The following properties are equivalent:

(i) The filtration (Mn)n is stable.

(ii) The module M̃ is finitely generated over Ã.
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Proof Let Nn = ⊕i≤nMi. This is a finitely generated A-module. Let

Pn = Nn ⊕ (⊕j≥1I
jMn) ⊆ M̃

(where IjMn is in the component Mn+j). Then the Pn are finitely generated
Ã-modules, and form an ascending sequence whose union equals all of M̃ . As
Ã is a Noetherian ring, M̃ is finitely generated if and only if there exists an
n0 such that Pn+1 = Pn for every n ≥ n0. Now, this equality is equivalent to
IMn = Mn+1.

Proposition 3.11. Let A be a Noetherian ring, I an ideal of A, and M a
finitely generated A-module endowed with a stable I-filtration (Mn)n. Then for
any submodule N of M , the I-filtration (Mn ∩N)n of N is also stable.

Proof In fact, the filtration (Mn ∩ N)n induces on Ñ the structure of a sub-
module of M̃ . The proposition results from Lemma 3.10.

Taking Mn = InM , we obtain the following corollary:

Corollary 3.12 (The Artin–Rees lemma). Let A be a Noetherian ring, I an
ideal of A, M a finitely generated A-module, and N a submodule of M . Then
there exists an n0 such that

(In+1M) ∩N = I((InM) ∩N)

for every n ≥ n0.

An immediate application of this result is a theorem of Krull:

Corollary 3.13. Let A be a Noetherian ring, I an ideal of A, and M a finitely
generated A-module. Then ∩n≥0(InM) is the set of elements x ∈ M for which
there exists an α ∈ I such that (1 + α)x = 0.

Proof If (1 + α)x = 0 for an α ∈ I, then x = −xα ∈ IM . We see by induction
that x ∈ InM for every n. Conversely, let us suppose that x ∈ ∩n≥0(InM). Let
us consider the submodule N := xA of M . Then by the Artin–Rees lemma, there
exists an integer n ≥ 1 such that InM ∩ N ⊆ IN , and hence x ∈ IN = xI,
whence the result.

Let us return to topological modules.

Corollary 3.14. Let A be a Noetherian ring, I an ideal of A, and M a finitely
generated A-module. Let M̂ be the completion of M for the I-adic topology. Then
the canonical homomorphism M ⊗A Â → M̂ is an isomorphism. In particular, if
A is complete for the I-adic topology, then so is M .

Proof Let 0 → N → L → M → 0 be an exact sequence of A-modules with
L free of finite rank. As the filtrations (InN)n, ((InL) ∩ N)n define the same
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topology on N by the Artin–Rees lemma, 0 → N̂ → L̂ → M̂ → 0 is an exact
sequence (Lemma 3.1). Let us consider the commutative diagram

N ⊗A Â �

�

L⊗A Â � M ⊗A Â

�

� 0

N̂ � L̂ � M̂ � 0
whose lines are exact. As the vertical arrows are surjective (Lemma 3.9), the
map M ⊗A Â → M̂ is bijective.

Theorem 3.15. Let A be a Noetherian ring, and I an ideal of A. Then the
completion Â of A for the I-adic topology is a flat ring over A.

Proof Let J be an ideal of A. By Corollary 3.14, we have J ⊗A Â � Ĵ . Let us
consider the canonical homomorphism Ĵ → Â. Let us show that it is injective,
which will imply the flatness of Â over A (Theorem 2.4).

Let α = (αn)n be an element of the kernel of Ĵ → Â. Let us fix an n ≥ 1. By
virtue of the Artin–Rees lemma, there exists an m ≥ n such that Im ∩ J ⊆ InJ .
Let βm ∈ J be an element whose image in J/ImJ equals αm; then βm ∈ InJ . As
αn is the image of βm in J/InJ , it follows that αn = 0 and therefore α = 0.

1.3.3 The case of Noetherian local rings

Theorem 3.16. Let (A,m) be a Noetherian local ring, and Â its m-adic com-
pletion. We have the following properties:

(a) For every n ≥ 1, we have a canonical isomorphism A/mn � Â/mnÂ.
(b) Â is a local ring with maximal ideal mÂ, which is faithfully flat over A.
(c) Let (B, n) be a local ring such that A ⊆ B ⊆ Â and mB = n. Then the

n-adic completion B̂ is isomorphic to Â.

Proof (a) The topology on A/mn induced by the m-adic topology on A is
discrete, giving the exact sequence 0 → m̂n → Â → A/mn → 0, and moreover
m̂n � mnÂ (Corollary 3.14 and Theorem 3.15). This proves (a).

(b) Since Â/mÂ � A/m is a field, mÂ is a maximal ideal. Let α ∈ Â. We
can write α = a + ε with a ∈ A and ε ∈ mÂ. If α /∈ mÂ, then a /∈ m, and hence
α = a(1− δ) with δ ∈ mÂ. It follows that

a−1(1 + δ + δ2 + . . . )

is the inverse of α in Â. Hence this is a local ring. We already know that it is
flat over A, and the faithful flatness follows from Corollary 2.20.

(c) Let n ≥ 1. We have nn = mnB. Since the composition A/mn → B/mnB →
Â/mnÂ is an isomorphism, B/mnB → Â/mnÂ is surjective. It remains to show
that it is injective; that is, that mnÂ ∩ B = mnB. We have B = A + mB =
A + m2B = · · · = A + mnB, so every element b ∈ B can be written b = a + ε
with a ∈ A, ε ∈ mnB ⊆ mnÂ. If, moreover, b ∈ mnÂ, then a ∈ mnÂ ∩ A = mn,
so b ∈ mnB.
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Exercises

3.1. Is the usual topology on R defined by a subgroup filtration?

3.2. Show that Zp is a principal local ring, with maximal ideal pZp.

3.3. Let A be the ring of germs of real analytic functions in 0 ∈ R. Let x ∈ A
be the identity map on R. Show that the map f �→ ∑

n(f
(n)(0)/n!)Tn

from A to R[[T ]] is injective, and induces an isomorphism from the xA-
adic completion of A onto R[[T ]]. Show that this is false if we replace A
by the C∞-functions in 0.

3.4. Find examples where M ⊗A Â → M̂ is not surjective, or is not injective.

3.5. Let B = ⊕n≥0Bn be a graded ring.
(a) Show that B0 is a subring of B, with unit.
(b) Show that if B is Noetherian, then so is B0, and B is a finitely

generated algebra over B0.

3.6. Let A be an integral domain that is not a field, and let K be its field of
fractions. Show that the conclusion of Proposition 3.11 does not hold if
we take M = K, N = A, and I 
= 0.

3.7. Let (A,m) be a Noetherian local ring. Show that ∩n≥0m
n = 0. Give a

counter-example with A not Noetherian.

3.8. Let A be a Noetherian ring, and I, J ideals of A. Let Â be the I-adic
completion of A and (A/J)∧ the completion of A/J for the (I+J)/J-adic
topology. Show that there is a canonical isomorphism Â/JÂ � (A/J)∧.

3.9. (nth root) Let n ≥ 2 be an integer. Let D = Z[1/n].
(a) Consider the polynomial S = (1+T )n−1 ∈ D[T ]. Show that D[[S]] =

D[[T ]] and that there exists an f(S) ∈ SD[[S]] such that 1 + S =
(1 + f(S))n.

(b) Let A be a complete ring for the I-adic topology, where I is an ideal
of A. Suppose that n is invertible in A. Let x ∈ I. Show that there
exists a unique continuous homomorphism φ : D[[S]] → A such that
φ(S) = x. Conclude that there exists a y ∈ I such that 1+x = (1+y)n.

(c) Show, by giving an example, that statement (b) is false if n is not
invertible in A.

3.10. Let k be a field of characteristic different from 2, and A = k[x, y]/(y2 −
x2(x + 1)). Let Â be the m-adic completion, where m = (x, y)A. Show
that Â � k[[u, v]]/uv.

3.11. Let A be a complete ring for the I-adic topology, where I is an ideal of A.
Let (Mn)n≥0 be A-modules such that In+1Mn = 0 and that there exist
surjective homomorphisms πn : Mn+1 → Mn with Ker(πn) = In+1Mn+1.
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Let M = lim←−n
Mn and denote the (surjective) canonical homomorphisms

by un : M → Mn.
(a) Fix d ≥ 0. Show that for any n ≥ d, there is an exact sequence

0 → Id+1Mn → Mn → Md → 0.

(b) Let us suppose that M0 is generated over A by a finite number of
elements e0,1, . . . , e0,m. Let e1, . . . , em ∈ M be such that u0(ei) = e0,i,
and define φn : Am → Mn by (a1, . . . , am) �→∑

i aiun(ei). Show that
φn is surjective, and, using Lemma 3.1, that M is generated by the ei.

(c) Let us moreover suppose that A is Noetherian and that M0 is finitely
generated over A. We are going to show that Kerun = In+1M (in
other words, un induces an isomorphism M/In+1M � Mn).
(1) Let Kn = Kerun. Show that Kn = In+1M + Kn+1.
(2) Show that the canonical homomorphism lim←−n

M/In+1M →
lim←−n

Mn is an isomorphism (use Corollary 3.14).

(3) Apply Lemma 3.1 to the exact sequence of inverse systems

0 → (Kn/In+1M)n → (M/In+1M)n → (Mn)n → 0

and show that Kn = In+1M .

3.12. Let A be a Noetherian ring, I an ideal of A, and Â the I-adic completion
of A. Let a ∈ A. Show that if a is not a zero divisor in A, then it is not
a zero divisor in Â. However, show, by giving an example, that A can be
an integral domain without Â being one.

3.13. Let A be a Noetherian ring, I an ideal of A, and M a finitely generated
A-module. Suppose that A is complete for the I-adic topology. Show that
every submodule of M is closed.

3.14. Let A be a Noetherian ring, I an ideal of A, and Â the formal I-adic
completion of A. Show that the topology on Â induced by that on A is
the IÂ-adic topology.

3.15. (Mittag–Leffler condition) Let (An, πn)n be an inverse system of sets.
For any pair m > n, let us denote the map πn ◦ πn+1 ◦ · · · ◦ πm−1 :
Am → An by πm,n. We say that the system (An, πn)n satisfies theMittag–
Leffler condition if for every n, the descending sequence (πm,n(Am))m>n

is stationary.
(a) Let A′

n = ∩m>nπm,n(Am). Show that (A′
n, πn−1|A′

n
)n is an inverse

system and that the canonical map lim←−n
A′

n → lim←−n
An is bijective.

(b) Let us suppose that (An, πn)n satisfies the Mittag–Leffler condition
and that An 
= ∅ for all n. Show that A′

n 
= ∅, A′
n+1 → A′

n is surjec-
tive, and that lim←−n

A′
n 
= ∅. Deduce from this that lim←−n

An 
= ∅.
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(c) Let 0 → (An)n → (Bn)n
ρ−→ (Cn)n → 0 be an exact sequence

of inverse systems of Abelian groups such that (An)n satisfies the
Mittag–Leffler condition. Let (cn)n ∈ lim←−n

Cn and Xn = ρ−1
n (cn),

where ρn : Bn → Cn is the nth component of ρ. Show that (Xn)n

is an inverse system of sets satisfying the Mittag–Leffler condition.
Deduce from this that lim←−n

Bn → lim←−n
Cn is surjective. This gener-

alizes Lemma 3.1.



 
2

Generalproperties
of schemes

In this chapter we introduce the notion of schemes. The first three sections are
devoted to the definitions of schemes and morphisms of schemes, as well as
to examples. After that, in Sections 2.4 and 2.5, we consider some elementary
properties, more particularly topological properties (irreducible components,
dimension), of schemes.

2.1 Spectrum of a ring

A (topological or differential) variety is made up of local charts which are open
subsets of an Rn. The construction of schemes is done in a similar way. The local
charts are affine schemes. In this section, we define the underlying topological
space of an affine scheme. To keep a certain intuition in algebraic geometry, we
will study the particular case of algebraic sets.

2.1.1 Zariski topology

Let A be a (commutative) ring (with unit). We let SpecA denote the set of prime
ideals of A. We call it the spectrum of A. By convention, the unit ideal is not a
prime ideal. Thus Spec{0} = ∅.

We will now endow SpecA with a topological structure. For any ideal I of
A, let V (I) := {p ∈ SpecA | I ⊆ p}. If f ∈ A, let D(f) := SpecA \ V (fA).

Proposition 1.1. Let A be a ring. We have the following properties:

(a) For any pair of ideals I, J of A, we have V (I) ∪ V (J) = V (I ∩ J).
(b) Let (Iλ)λ be a family of ideals of A. Then ∩λV (Iλ) = V (

∑
λ Iλ).

(c) V (A) = ∅ and V (0) = SpecA.
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In particular, there exists a unique topology on SpecA whose closed subsets are
the sets of the form V (I) for an ideal I of A. Moreover, the sets of the form
D(f), f ∈ A, constitute a base of open subsets on SpecA.

Proof This follows immediately. For the last assertion, we note that by
definition, every open subset of SpecA is of the form SpecA \ V (I) for some
ideal I. This is equal to the union of the D(f) where f runs through the ele-
ments of I.

Definition 1.2. Let A be a ring. We call the topology defined by Proposition 1.1
the Zariski topology on SpecA. An open set of the form D(f) is called a principal
open subset, while its complement V (f) := V (fA) is called a principal closed
subset.

In the remainder of the book, the set SpecA will always be endowed with
the Zariski topology.

Remark 1.3. Let p ∈ SpecA. Then the singleton {p} is closed for the Zariski
topology if and only if p is a maximal ideal of A. We will then say that p is a
closed point of SpecA. More generally, a point x of a topological space is said to
be closed if the set {x} is closed.

Example 1.4. Let k be a field, and let A1
k := Spec k[T ] be the affine line over k.

Then A1
k consists of the ‘generic’ point ξ (we will come back to this in Section 2.4)

corresponding to the prime ideal {0}, and of the points corresponding to the
maximal ideals of k[T ]. The proper closed subsets of A1

k are finite sets. Indeed,
such a subset is of the form V (I), with I 
= 0. Let P (T ) ∈ k[T ] be a generator of
I, let P1(T ), . . . , Pr(T ) be the irreducible factors of the polynomial P (T ). Then
V (I) is the set of prime ideals {P1(T )k[T ], . . . , Pr(T )k[T ]}.

The point ξ is not closed since 0 is not a maximal ideal of k[T ], while all of
the other points are closed. Moreover, if {ξ} ⊂ V (I), then I ⊆ {0}, and hence
V (I) = A1

k. This means that the closure of {ξ} is all of A1
k. The existence of

a non-closed point implies, in particular, that the topological space A1
k is not

separated in the usual sense. However, we will see later on that A1
k is separated

as a scheme (Proposition 3.3.4).

Example 1.5. The arithmetic counterpart of the preceding example is SpecZ.
All of the statements above hold for SpecZ. The points of SpecZ are the generic
point ξ = {0} and the closed points pZ, with p a prime number.

SpecZ
2 3 0p

Figure 1. The spectrum of Z.

Let us note that in a space SpecA, two ideals I and J can define the same
closed subset. Indeed, let

√
I be the radical of I (this is the set of elements a ∈ A

such that an ∈ I for some n ≥ 1); then V (I) = V (
√

I).
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Lemma 1.6. Let A be a ring. Let I, J be two ideals of A. The following prop-
erties are true.

(a) The radical
√

I equals the intersection of the ideals p ∈ V (I).
(b) We have V (I) ⊆ V (J) if and only if J ⊆

√
I.

Proof (a) It is clear that
√

I ⊆ ∩p∈V (I)p. Let us show the other inclusion. By
replacing A by A/I, we may assume that I = 0 and therefore V (I) = SpecA.
Let f ∈ ∩p∈Spec Ap. We want to show that f is nilpotent (i.e., f ∈

√
0). Let us

suppose that the contrary is true. Then the localization Af is a non-zero ring.
Let p′ be a prime ideal of Af . It induces a prime ideal p ∈ SpecA such that
f /∈ p (see Subsection 1.2.2). Which contradicts the hypothesis on f .

(b) This follows immediately from (a).

Let ϕ : A → B be a ring homomorphism. Then we have a map of sets
Specϕ : SpecB → SpecA defined by p �→ ϕ−1(p) for every p ∈ SpecB.

Lemma 1.7. Let ϕ : A → B be a ring homomorphism. Let f = Specϕ be the
map associated to ϕ as above. The following properties are true.

(a) The map f is continuous.
(b) If ϕ is surjective, then f induces a homeomorphism from SpecB onto the

closed subset V (Kerϕ) of SpecA.
(c) If ϕ is a localization morphism A → S−1A, then f is a homeomorphism

from Spec(S−1A) onto the subspace {p ∈ SpecA | p ∩ S = ∅} of SpecA.

Proof (a) Let I be an ideal of A. We let IB denote the ideal of B generated
by ϕ(I). It is easy to see that f−1(V (I)) = V (IB). Hence f is continuous.

(b) If ϕ is surjective, f clearly establishes a continuous bijection from SpecB
onto V (Kerϕ). Moreover, it sends a closed set V (J) onto a closed set V (ϕ−1(J)).
It follows that f is closed, and therefore a homeomorphism.

(c) The assertion concerning the image of f , as well as the injectivity of f ,
follows directly from the definition (see 1.2.2). Let B = S−1A, and let J be an
ideal of B. Then we easily see that f(V (J)) = V (ϕ−1(J)) ∩ f(SpecB), which
shows that f is a closed map.

Example 1.8. Let us consider a more sophisticated example than previously.
Let A1

Z
:= SpecZ[T ]. Let f : A1

Z
→ SpecZ denote the continuous map induced

by the canonical homomorphism Z → Z[T ]. Then we have a partition

A1
Z

= f−1({0}) ∪
(
∪p prime f−1(pZ)

)
.

Let us now study the parts of this partition. Let S be the multiplicative part
Z \ {0} of Z[T ]. Then a prime ideal p ∈ A1

Z
is contained in f−1({0}) if and only

if p ∩ Z = 0, which is equivalent to p ∩ S = ∅. As S−1Z[T ] = Q[T ], we therefore
have a canonical homeomorphism between f−1({0}) and SpecQ[T ] = A1

Q
, by

Lemma 1.7(c). Let p be a prime number; then p ∈ f−1(pZ) if and only if p ∈ p. As
Z[T ]/(p) = Fp[T ], it follows from Lemma 1.7(b) that we have a homeomorphism
between f−1(pZ) and SpecFp[T ] = A1

Fp
.
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To summarize, we see that SpecZ[T ] can be seen as a family of affine lines,
parameterized by the points of SpecZ, and over fields of different characteristics.
In a way, we have brought the affine lines A1

Q
, A1

Fp
together in a single space. We

will come back to this in Section 3.1.

2.1.2 Algebraic sets

We fix a field k. Let A be a finitely generated k-algebra (i.e., A is an algebra
which is the quotient of a polynomial ring over k). We will give a more concrete
description of SpecA, or more precisely of its closed points, via the Nullstellen-
satz (Corollary 1.15).

We say that a ring homomorphism ϕ : A0 → A is integral, or that A is integral
over A0, if every element a ∈ A is integral over A0, that is to say that there exists
a monic polynomial

∑
i αiT

i ∈ A0[T ] such that
∑

i ϕ(αi)ai = 0. Such an equality
is called an integral equation for a over A0. The set of elements of A that are
integral over A0 form a subring of A. We say that A is finite over A0 if it is a
finitely generated A0-module. The composition of two finite homomorphisms is
clearly a finite homomorphism. It is easy to see that A is finite over A0 if and
only if it is integral and finitely generated over A0.

Proposition 1.9 (Noether normalization lemma). Let A be a non-zero finitely
generated algebra over a field k. Then there exist an integer d ≥ 0 and a finite
injective homomorphism k[T1, . . . , Td] ↪→ A.

Proof By assumption, we have A = k[X1, . . . , Xn]/I. We will use induction on
n. If n = 0, or if I = 0, there is nothing to prove. Let us suppose that n ≥ 1 and
I 
= 0. Let P (X) =

∑
ν∈Nn ανXν ∈ I \{0}. Let m = (m1, . . . , mn−1, 1) ∈ Nn. Let

us set Si = Xi − Xmi
n for i ≤ n − 1. Then k[X1, . . . , Xn] = k[S1, . . . , Sn−1, Xn].

So P (X) is a polynomial in S1, . . . , Sn−1 and Xn. Let us show that by choosing
m well, we can arrange for P (X) to be monic in Xn, that is of the form

P (X) = αXe
n + Q1(S)Xe−1

n + · · ·+ Qe(S),

with α ∈ k∗, e ≥ 1, and the Qj(S) ∈ k[S] := k[S1, . . . , Sn−1]. Let ν0 be the
maximum (for the lexicographical order) of the indices ν for which αν 
= 0. Then
it is easy to see that there exists an m ∈ Nn, with mn = 1, such that the scalar
product 〈m, ν0〉 is strictly superior to 〈m, ν〉 for every ν 
= ν0 with αν 
= 0. With
such an m, P (X) is indeed of the described form, with e = 〈m, ν0〉 and α = αν0 .

The polynomials S1, . . . , Sn−1 ∈ k[X] canonically induce an injective homo-
morphism k[S]/(I ∩ k[S]) ↪→ A. This homomorphism is finite by virtue of the
way in which P (X) has been written. We conclude by applying the induction
hypothesis to k[S]/(I ∩ k[S]).

Example 1.10. Let A = k[X1, X2]/(X1X2). Then the homomorphism
k[T ] → A defined by T �→ X1 + X2 is finite and injective.

The method of Proposition 1.9 in fact allows us to obtain a somewhat better
result.
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Proposition 1.11. Let k be a field, and I a proper ideal of k[X1, . . . , Xn].
Then there exist a polynomial sub-k-algebra k[S1, . . . , Sn] of k[X1, . . . , Xn] and
an integer 0 ≤ r ≤ n such that:

(a) k[X1, . . . , Xn] is finite over k[S1, . . . , Sn];
(b) k[S1, . . . , Sn] ∩ I = (S1, . . . , Sr) (this is the zero ideal if r = 0);
(c) k[Sr+1, . . . , Sn] → k[X1, . . . , Xn]/I is finite injective.

Proof Property (c) (which is Proposition 1.9) follows from (a) and (b). We
will show (a) and (b) by induction on n. There is nothing to show if n = 0.
Let us suppose n ≥ 1 and I 
= 0 (otherwise we take Si = Xi and r = 0). As
in the proof of Proposition 1.9, after, if necessary, applying a k-automorphism
to k[X1, . . . , Xn], there exists a non-zero P ∈ I that is monic in X1. By the
induction hypothesis, we can find a sub-k-algebra k[S2, . . . , Sn] of k[X2, . . . , Xn]
and an r ≥ 0 such that I ∩ k[S2, . . . , Sn] = (S2, . . . , Sr), and that k[X2, . . . , Xn]
is finite over k[S2, . . . , Sn]. Let us set S1 = P . It can then immediately be ver-
ified that k[S1, . . . , Sn] ∩ I = (S1, . . . , Sr), and that k[X1, . . . , Xn] is finite over
k[S1, . . . , Sn].

Corollary 1.12. Let A be a finitely generated algebra over a field k. Let m be
a maximal ideal of A. Then A/m is a finite algebraic extension of k.

Proof As A/m is a finitely generated k-algebra, there exists a finite injective
homomorphism A0 ↪→ A/m, where A0 = k[T1, . . . , Td] is a polynomial ring over k.
Let us suppose that d ≥ 1. We have 1/T1 ∈ A/m since A/m is a field. Hence
1/T1 is integral over A0. By considering an integral equation for 1/T1 over A0,
we see that T1 is invertible in A0, which is impossible. Hence A0 = k and A/m
is finite over k.

This corollary makes it possible to describe the maximal ideals of a finitely
generated algebra over k concretely. If (α1, . . . , αn) ∈ kn, then the ideal of
k[T1, . . . , Tn] generated by the Ti − αi is a maximal ideal since the quotient
algebra is isomorphic to k. Conversely, we have the following corollary:

Corollary 1.13 (Weak Nullstellensatz). Let k be an algebraically closed field.
Then for any maximal ideal m of k[T1, . . . , Tn], there exists a unique point
(α1, . . . , αn) ∈ kn such that m is the ideal generated by T1 − α1, . . . , Tn − αn.

Proof By the preceding corollary, k → k[T1, . . . , Tn]/m is an isomorphism. Let
αi ∈ k be the image of Ti in k[T1, . . . , Tn]/m. Then Ti − αi ∈ m. It follows that
m contains the ideal (T1 −α1, . . . , Tn −αn). Since the latter is maximal, there is
equality. The uniqueness of the αi is immediate.

Definition 1.14. Let k be an algebraically closed field. Let P1(T ), . . . , Pm(T )
be polynomials in k[T1, . . . , Tn]. Let

Z(P1, . . . , Pm) := {(α1, . . . , αn) ∈ kn
∣∣ Pj(α1, . . . , αn) = 0, 1 ≤ j ≤ m}.

We call such a set an algebraic set. It is therefore the set of solutions of a system
of polynomial equations. Let us note that it is also the set of common zeros of
the polynomials belonging to the ideal generated by the Pj(T ).
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For example, if p is a positive integer, the set of (a, b) ∈ k2 such that

ap + bp = 1

is an algebraic set.

Corollary 1.15. Let k be an algebraically closed field. Let A = k[T1, . . . , Tn]/I
be a finitely generated algebra over k. Then there is a bijection between the
closed points of SpecA and the algebraic set

Z(I) := {(α1, . . . , αn) ∈ kn
∣∣ P (α1, . . . , αn) = 0, for every P (T ) ∈ I}.

Proof We can identify the closed points of SpecA with the maximal ideals of
k[T1, . . . , Tn] containing I. Let m = (T1 −α1, . . . , Tn −αn) be a maximal ideal of
k[T1, . . . , Tn]. Let P (T ) ∈ k[T1, . . . , Tn]. Using the Taylor expansion of P (T ) at
α := (α1, . . . , αn), we see that P (T ) ∈ m if and only if P (α) = 0. It follows that
I ⊆ m if and only if P (α) = 0 for every P (T ) ∈ I.

Remark 1.16. The object of algebraic geometry is the study of solutions of
systems of polynomial equations over a field k. Corollary 1.15 explains why such
a study corresponds to that of the spectra of finitely generated algebras over k.

Example 1.17. Let k be an algebraically closed field of characteristic different
from 2. The set of closed points of Spec k[X, Y ]/(Y 2 − X2(X + 1)) corresponds
to the algebraic set {(x, y) ∈ k2 | y2 − x2(x + 1) = 0} (see Figure 2).

y

x

Figure 2. An algebraic set.

Lemma 1.18. Let A be a non-zero finitely generated algebra over a field k.
Then the intersection of the maximal ideals of A is equal to the nilradical

√
0 of

A.

Proof Let f be an element of the intersection. We must show that f is nilpotent.
Let us suppose that the contrary is true. Then the localization Af (see 1.2.2)
is a finitely generated k-algebra, because it is isomorphic to A[T ]/(Tf − 1). Let
ρ : A → Af be the canonical homomorphism. There exists a maximal ideal
m ⊂ Af because Af 
= 0. Then A/ρ−1(m) is a sub-k-algebra of Af/m. Since
the latter is an algebraic extension of k, A/ρ−1(m) is a field. Hence ρ−1(m) is a
maximal ideal of A that does not contain f , whence a contradiction.

Let us finish with another form of the Nullstellensatz:

Proposition 1.19. Let k be an algebraically closed field. Let I be an ideal of
k[T1, . . . , Tn]. If a polynomial F ∈ k[T1, . . . , Tn] is such that F (α) = 0 for every
α ∈ Z(I), then F ∈

√
I.
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Proof Let A = k[T1, . . . , Tn]/I and let f denote the image of F in A. We must
show that f is nilpotent. Every maximal ideal m of A corresponds to a point
α ∈ Z(I) (Corollary 1.15). Hence F (α) = 0 and f ∈ m. By Lemma 1.18, f is
indeed nilpotent.

Remark 1.20. This proposition says that we can recover the ideal I, up to its
radical, from its set of zeros Z(I).

Exercises

1.1. Let A = k[[T ]] be the ring of formal power series with coefficients in a
field k. Determine SpecA.

1.2. Let ϕ : A → B be a homomorphism of finitely generated algebras over a
field. Show that the image of a closed point under Specϕ is a closed point.

1.3. Let k = R be the field of real numbers. Let A = k[X, Y ]/(X2 +Y 2 +1). We
wish to describe SpecA. Let x, y be the respective images of X, Y in A.
(a) Let m be a maximal ideal of A. Show that there exist a, b, c, d ∈ k such

that x2 + ax + b, y2 + cy + d ∈ m. Using the relation x2 + y2 + 1 = 0,
show that m contains an element f = αx+βy + γ with (α, β) 
= (0, 0).
Deduce from this that m = fA.

(b) Show that the map (α, β, γ) �→ (αx + βy + γ)A establishes a bijection
between the subset P(k3)\{(0, 0, 1)} of the projective space P(k3) (see
the notation before Lemma 3.43) and the set of maximal ideals of A.

(c) Let p be a non-maximal prime ideal of A. Show that the canonical
homomorphism k[X] → A is finite and injective. Deduce from this
that p ∩ k[X] = 0. Let g ∈ p, and let gn + an−1g

n−1 + . . . + a0 = 0
be an integral equation with ai ∈ k[X]. Show that a0 = 0. Conclude
that p = 0.

1.4. Let A be a ring.
(a) Let p be a minimal prime ideal of A. Show that pAp is nilpotent.

Deduce from this that every element of p is a zero divisor in A.
(b) Show that if A is reduced, then any zero divisor in A is an element of

a minimal prime ideal. Show with an example that this is false if A is
not reduced (use Lemma 1.6). See also Corollary 7.1.3(a).

1.5. Let k be a field. Let m be a maximal ideal of k[T1, . . . , Tn].
(a) Let P1(T1) be a generator of m∩k[T1] and k1 = k[T1]/(P1). Show that

we have an exact sequence

0 → P1(T1)k[T1, . . . , Tn] → k[T1, . . . , Tn] → k1[T2, . . . , Tn] → 0.

(b) Show that there exist n polynomials P1(T1), P2(T1, T2), . . . ,
Pn(T1, . . . , Tn) such that k[T1, . . . , Ti] ∩ m = (P1, . . . , Pi) for all i ≤ n.
In particular, m is generated by n elements.
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1.6. We say that a topological space X is quasi-compact if from any open cov-
ering {Ui}i of X, we can extract a finite subcovering. Show that any closed
subspace of a quasi-compact space is quasi-compact. Show that SpecA is
quasi-compact.

1.7. Describe the closed subsets of SpecZ[T ]. Show that they are not all
principal.

1.8. Let ϕ : A → B be an integral homomorphism.
(a) Show that Specϕ : SpecB → SpecA maps a closed point to a closed

point, and that any preimage of a closed point is a closed point.
(b) Let p ∈ SpecA. Show that the canonical homomorphism Ap → B ⊗A

Ap is integral.
(c) Let T = ϕ(A \ p). Let us suppose that ϕ is injective. Show that T is

a multiplicative subset of B, and that B ⊗A Ap = T−1B 
= 0. Deduce
from this that Specϕ is surjective if ϕ is integral and injective.

1.9. Let A be a finitely generated algebra over a field k.
(a) Let us suppose that A is finite over k. Show that SpecA is a finite set,

of cardinality bounded from above by the dimension dimk A of A as a
vector space. (Construct a strictly descending chain of ideals by taking
intersections of maximal ideals.) Show that every prime ideal of A is
maximal.

(b) Show that Spec k[T1, . . . , Td] is infinite if d ≥ 1.
(c) Show that SpecA is finite if and only if A is finite over k.

2.2 Ringed topological spaces

One way of defining schemes is to consider them as ringed topological spaces
which are locally affine schemes. Before introducing the notion of ringed topo-
logical space, we briefly recall the theory of sheaves. This is an essential tool in
algebraic geometry. It makes it possible to collect local data in order to deduce
global information.

2.2.1 Sheaves

We recall here some definitions and local properties of sheaves on a topological
space. One can consult [40] for a detailed account of the theory of sheaves.

Definition 2.1. Let X be a topological space. A presheaf F (of Abelian groups)
on X consists of the following data:

– an Abelian group F(U) for every open subset U of X, and
– a group homomorphism (restriction map) ρUV : F(U) → F(V ) for every

pair of open subsets V ⊆ U
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which verify the following conditions:

(1) F(∅) = 0;
(2) ρUU = Id;
(3) if we have three open subsets W ⊆ V ⊆ U , then ρUW = ρV W ◦ ρUV .

An element s ∈ F(U) is called a section of F over U . We let s|V denote the
element ρUV (s) ∈ F(V ), and we call it the restriction of s to V .

Definition 2.2. We say that a presheaf F is a sheaf if we have the following
properties:

(4) (Uniqueness) Let U be an open subset of X, s ∈ F(U), {Ui}i a covering
of U by open subsets Ui. If s|Ui = 0 for every i, then s = 0.

(5) (Glueing local sections) Let us keep the notation of (4). Let si ∈ F(Ui),
i ∈ I, be sections such that si|Ui∩Uj = sj |Ui∩Uj . Then there exists a
section s ∈ F(U) such that s|Ui = si (this section s is unique by con-
dition (4)).

We can define in the same way sheaves of rings, sheaves of algebras over a
fixed ring, etc. There is a natural notion of subsheaf F ′ of F : F ′(U) is a subgroup
of F(U), and the restriction ρ′

UV is induced by ρUV .

Example 2.3. Let X be a topological space. For any open subset U of X, let
C(U) = C0(U, R) be the set of continuous functions from U to R. The restrictions
ρUV are the usual restrictions of functions. Then C is a sheaf on X. If we let
F(U) = RU be the set of functions on U with values in R, this defines a sheaf F
of which C is a subsheaf.

Example 2.4. Let A be a non-trivial Abelian group. Let X be a topological
space. Let AX(U) = A and ρUV = IdA if U and V are non-empty. This defines
a presheaf on X. In general, AX is not a sheaf. For example, if X is the disjoint
union of two non-empty open sets, then condition (5) for sheaves is not verified.
See also Exercise 2.1.

Remark 2.5. If U is an open subset of X, every presheaf F on X induces, in
an obvious way, a presheaf F|U on U by setting F|U (V ) = F(V ) for every open
subset V of U . This is the restriction of F to U . If F is a sheaf, then so is F|U .

Remark 2.6. Let B be a base of open subsets on X (we mean that B is a set of
open subsets of X, that any open subset of X is a union of open subsets in B, and
that B is stable by finite intersection). We can define B-presheaves and B-sheaves
by replacing ‘open subset U of X’ by ‘open set U belonging to B’ in the definition
above. Then every B-sheaf F0 extends in a unique way (up to isomorphism to be
more precise, see Definition 2.10) to a sheaf F on X. Indeed, for any open subset
U of X, we can write U as a union of open sets Ui ∈ B, in which case F(U)
is the set of elements (si)i ∈

∏
i F0(Ui) such that si|Ui∩Uj = sj |Ui∩Uj . In other

words, a sheaf is completely determined by its sections over a base of open sets.
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Let U = {Ui}i be a family of open subsets of X. Let U = ∪iUi and Uij =
Ui∩Uj . For any presheaf F on X, we have a complex of Abelian groups C•(U ,F):

0 → F(U) d0−→
∏

i

F(Ui)
d1−→
∏
i,j

F(Uij),

defined by d0 : s �→ (s|Ui
)i and d1 : (si)i �→ (si|Uij

− sj |Uij )i,j .

Lemma 2.7. With the above notation, F is a sheaf if and only if C•(U ,F) is
exact for every family of open subsets U of X.

Proof We note that the injectivity of d0 is equivalent to condition (4) of
Definition 2.2, while the equality Ker d1 = Im d0 is equivalent to condition (5).

Definition 2.8. Let F be a presheaf on X, and let x ∈ X. The stalk of F at x
is the group

Fx = lim−→
U
x

F(U),

the direct limit being taken over the open neighborhoods U of x. If F is a presheaf
of rings, then Fx is a ring. Let s ∈ F(U) be a section; for any x ∈ U , we denote
the image of s in Fx by sx. We call sx the germ of s at x. The map F(U) → Fx

defined by s �→ sx is clearly a group homomorphism.

Lemma 2.9. Let F be a sheaf on X. Let s, t ∈ F(X) be sections such that
sx = tx for every x ∈ X. Then s = t.

Proof We may assume that t = 0. For every x ∈ X, there exists an open
neighborhood Ux of x such that s|Ux = 0, because sx = 0. As the Ux cover X
when x varies, we indeed have s = 0.

Definition 2.10. Let F , G be two presheaves on X. A morphism of presheaves
α : F → G consists of, for every open subset U of X, a group homomorphism
α(U) : F(U) → G(U) which is compatible with the restrictions ρUV .

A morphism of presheaves α is called injective if for every open subset U of
X, α(U) is injective (take care: a surjective morphism is not defined in the same
way, see further on). We can, of course, compose two morphisms of presheaves.
An isomorphism is an invertible morphism α. This amounts to saying that α(U)
is an isomorphism for every open subset U of X.

Let α : F → G be a morphism of presheaves on X. For any x ∈ X, α canon-
ically induces a group homomorphism αx : Fx → Gx such that (α(U)(s))x =
αx(sx) for any open subset U of X, s ∈ F(U), and x ∈ U . We say that α is
surjective if αx is surjective for every x ∈ X. By definition of the direct limit,
this means that for every tx ∈ Gx, there exist an open neighborhood U of x and
a section s ∈ F(U) such that (α(U)(s))x = tx.

Example 2.11. Let X = C \ {0}, and let F be the sheaf of holomorphic func-
tions on X, G the sheaf of invertible holomorphic functions on X. Let us consider
the homomorphism α : F → G defined by α(U)(f) = exp(f) for every open set
U and for every f ∈ F(U). Then it is well known that α is surjective. However,
α(X) : F(X) → G(X) is not surjective. For example, the identity function is not
the exponential of a holomorphic function on X.
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Proposition 2.12. Let α : F → G be a morphism of sheaves on X. Then α is
an isomorphism if and only if αx is an isomorphism for every x ∈ X.

Proof Suppose that αx is an isomorphism for every x ∈ X. Let us show that
α is an isomorphism (the converse is trivial). Let s ∈ F(U) be a section. If
α(U)(s) = 0, then for every x ∈ U , we have αx(sx) = (α(U)(s))x = 0. It follows
that sx = 0 for every x ∈ U . Hence s = 0 (Lemma 2.9) and α is injective. Next,
let t ∈ G(U). Then we can find a covering of U by open sets Ui and sections
si ∈ F(Ui) such that α(Ui)(si) = t|Ui

. As we have just seen that α is injective,
si and sj coincide on Ui ∩ Uj . The si therefore glue to a section s ∈ F(U) (i.e.,
s|Ui

= si). By construction, α(U)(s) and t coincide on every Ui, and are therefore
equal. This proves that α(U) is surjective.

A similar proof shows that F → G is injective if and only if Fx → Gx is
injective for every x ∈ X.

Corollary 2.13. Let α : F → G be a morphism of sheaves. Then it is an
isomorphism if and only if it is injective and surjective.

There exists a canonical way to construct a sheaf from a presheaf while pre-
serving the stalks.

Definition 2.14. Let F be a presheaf on X. We define the sheaf associated to
F to be a sheaf F† together with a morphism of presheaves θ : F → F† verifying
the following universal property:

For every morphism α : F → G, where G is a sheaf, there exists a
unique morphism α̃ : F† → G such that α = α̃ ◦ θ.

Proposition 2.15. Let F be a presheaf on X. Then the sheaf F† associated
to F exists and is unique up to isomorphism. Moreover, θx : Fx → F†

x is an
isomorphism for every x ∈ X.

Proof The uniqueness of F† immediately results from the universal property.
Let us show existence. Let U be an open subset of X. Let us consider the set
F†(U) of functions f : U → ∐

x∈U Fx such that for every x ∈ U , there exist
an open neighborhood V of x and a section s ∈ F(V ) verifying f(y) = sy

for every y ∈ V . We have an obvious natural homomorphism θ(U) : F(U) →
F†(U). We leave it to the reader to verify that F† is a sheaf and that the pair
(F†, θ) satisfies the conditions of the proposition. Another construction is given
in Exercise 2.3.

Let us note that if F is already a sheaf, we have F† � F by virtue of the
universal property.

Let us now look at some notions relating to exact sequences. Let F be a sheaf
on X and F ′ a subsheaf of F . Then U �→ F(U)/F ′(U) is a presheaf on X. The
associated sheaf F/F ′ is called the quotient sheaf. Let α : F → G be a morphism
of sheaves. Then U �→ Ker(α(U)) is a subsheaf of F , denoted by Kerα. This
sheaf is called the kernel of α. On the other hand, U �→ Im(α(U)) is in general
only a presheaf, and the associated sheaf Imα is called the image of α. The next
lemma follows immediately.
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Lemma 2.16. Let F , G be sheaves on X, F ′ a subsheaf of F , α : F → G
a morphism. We have (F/F ′)x = Fx/F ′

x, (Imα)x = Im(αx), and Imα is a
subsheaf of G.

Definition 2.17. We say that a sequence of sheaves F α−→ G β−→ H is exact if
Imα = Kerβ.

Proposition 2.18. A sequence of sheaves F → G → H is exact if and only if
Fx → Gx → Hx is an exact sequence of groups for every x ∈ X.

Proof This is an immediate consequence of the lemma above and
Proposition 2.12.

Up to now, we have only considered sheaves on a single topological space. We
can, however, transfer sheaves from one space to another by continuous functions.
Let f : X → Y be a continuous map of topological spaces. Let F be a sheaf on
X and G a sheaf on Y . Then V �→ F(f−1(V )) defines a sheaf f∗F on Y which
we call the direct image of F . On the other hand,

U �→ lim−→
V ⊇f(U)

G(V )

defines a presheaf on X; the associated sheaf is called the inverse image of G
and is denoted by f−1G. The construction of f−1G is a bit complex, but we will
remember the property (easy to prove using Proposition 2.15)

(f−1G)x = Gf(x), for every x ∈ X.

Let us note that if V is an open subset of Y and if we let i : V → Y denote the
canonical injection, then i−1G = G|V .

2.2.2 Ringed topological spaces

Definition 2.19. A ringed topological space (locally ringed in local rings) con-
sists of a topological space X endowed with a sheaf of rings OX on X such that
OX,x is a local ring for every x ∈ X. We denote it (X,OX). The sheaf OX is
called the structure sheaf of (X,OX). When there is no confusion possible, we
will omit OX from the notation.

Let mx be the maximal ideal of OX,x; we call OX,x/mx the residue field of
X at x, and we denote it k(x).

Definition 2.20. A morphism of ringed topological spaces

(f, f#) : (X,OX) → (Y,OY )

consists of a continuous map f : X → Y and a morphism of sheaves of rings
f# : OY → f∗OX such that for every x ∈ X, the stalk f#

x : OY,f(x) → OX,x is a
local homomorphism (i.e., f#

x
−1(mx) = mf(x) or, equivalently, f#

x (mf(x)) ⊆ mx).
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We define in an obvious manner the composition of two morphisms
(Exercise 2.6). An isomorphism is an invertible morphism.

Example 2.21. Let X = Cn. For any open subset U , we let Oh
X(U) be the set

of holomorphic functions on U . Then (X,Oh
X) is a complex analytic variety. It is

a ringed topological space. The property that we need to verify is that the stalks
of Oh

X are indeed local rings.
Let z ∈ Cn. Then Oh

X,z can be identified with the holomorphic functions
defined on a neighborhood of z. Let mz be the set of those which vanish in z.
This is a maximal ideal of Oh

X,z because Oh
X,z/mz � C. If a holomorphic function

f does not vanish in z, then 1/f is still holomorphic in z. This shows that mz is
the unique maximal ideal of Oh

X,z and hence the latter is a local ring.

Definition 2.22. We say that a morphism (f, f#) : (X,OX) → (Y,OY ) is an
open immersion (resp. closed immersion) if f is a topological open immersion
(resp. closed immersion) and if f#

x is an isomorphism (resp. if f#
x is surjective)

for every x ∈ X.

Let V be an open subset of Y . Then (V,OY |V ) is clearly a ringed topological
space. In all that follows, an open subset V will always be endowed with this
structure induced by OY . It is clear that (f, f#) is an open immersion if and only
if there exists an open subset V of Y such that (f, f#) induces an isomorphism
from (X,OX) onto (V,OY |V ) (see Proposition 2.12).

In what follows, we will give a characterization of the closed immersions. Let
(X,OX) be a ringed topological space. Let J be a sheaf of ideals of OX (i.e.,
J (U) is an ideal of OX(U) for every open subset U). Let

V (J ) := {x ∈ X | Jx 
= OX,x}.

Lemma 2.23. Let X be a ringed topological space. Let J be a sheaf of ideals
of OX . Let j : V (J ) → X denote the inclusion. Then V (J ) is a closed subset
of X, (V (J ), j−1(OX/J )) is a ringed topological space, and we have a closed
immersion (j, j#) of this space into (X,OX), where j# is the canonical surjection

OX → OX/J = j∗(j−1(OX/J )).

Proof If x ∈ X \V (J ), there exist an open neighborhood U � x and f ∈ J (U)
such that fx = 1. It follows that f |V = 1 in an open neighborhood V ⊆ U of x.
We then have V ⊆ X \ V (J ). The latter is therefore open.

For every x ∈ V (J ), (j−1(OX/J ))x = (OX/J )x = OX,x/Jx is a local ring.
The rest follows immediately.

In the rest of this book, given a sheaf of ideals J , we will always endow V (J )
with the structure described in this lemma.

Proposition 2.24. Let f : Y → X be a closed immersion of ringed topological
spaces. Let Z be the ringed topological space V (J ) where J = Ker f# ⊆ OX .
Then f factors into an isomorphism Y � Z followed by the canonical closed
immersion Z → X.
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Proof As f(Y ) is closed in X, we have

(f∗OY )x =
{

0 if x /∈ f(Y )
OY,y if x = f(y).

Using the exact sequence 0 → J → OX → f∗OY → 0 and Proposition 2.18,
we deduce that Jx = OX,x if and only if x /∈ f(Y ), whence the equality of sets
V (J ) = f(Y ). Let j : Z → X be the canonical injection. Let g : Y → Z be the
homeomorphism induced by f . Then f = j ◦ g as maps and j∗OZ = OX/J �
f∗OY . We show without difficulty that f∗OY = j∗g∗OY (Exercise 2.6). It follows
that (Exercise 2.13)

OZ = j−1j∗OZ � j−1j∗g∗OY = g∗OY ,

whence an isomorphism of ringed topological spaces g : Y � Z. We leave it to
the reader to verify that f = j ◦ g as morphisms of ringed topological spaces.

Exercises

2.1. Determine the sheaf associated to the presheaf AX of Example 2.4. Such
a sheaf is called a constant sheaf. Show that AX is a sheaf if and only if
every non-empty open subset of X is connected.

2.2. Let F be a sheaf on X. Let s, t ∈ F(X). Show that the set of x ∈ X such
that sx = tx is open in X.

2.3. (Sheaf associated to a presheaf ) Let us fix a topological space X. Let F be
a presheaf on X. We keep the notation introduced just before Lemma 2.7.
(a) Let U = {Ui}i be an open covering of X. Let FU (X) = Ker d1. For

any open subset W of X, we define in the same way a group FU (W )
relative to the covering {W ∩Ui}i of W . Show that FU is a presheaf
on X and that we have a morphism of presheaves F → FU .

(b) Let V = {Vk}k be another open covering of X. We define a partial
ordering: V � U if every Vk is contained in a Ui. Show that we have
a canonical homomorphism FU (W ) → FV(W ) for every open subset
W if V � U .

(c) Show that the ordering � makes the set of open coverings of X into
a direct system. Let

F ′(W ) = lim−→
V

FV(W ),

the direct limit being taken over the open coverings of W . Show that
F ′ is the sheaf associated to F (see also Proposition 2.15).

2.4. Let 0 → F ′ → F → F ′′ be an exact sequence of sheaves on X. Show that
the sequence of Abelian groups 0 → F ′(X) → F(X) → F ′′(X) is exact.
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2.5. (Supports of sheaves) Let F be a sheaf on X. Let SuppF = {x ∈ X | Fx 
=
0}. We want to show that in general, SuppF is not a closed subset of X.
Let us fix a sheaf G on X and a closed point x0 ∈ X. Let us define a
presheaf F by F(U) = G(U) if x0 /∈ U and F(U) = {s ∈ G(U) | sx0 = 0}
otherwise. Show that F is a sheaf and that SuppF = SuppG \ {x0}.

2.6. Let f : X → Y , g : Y → Z be continuous maps, F a sheaf on X, and H
a sheaf on Z. Show that

f−1(g−1H) = (g ◦ f)−1H, g∗(f∗F) = (g ◦ f)∗F .

2.7. Let B be a base of open subsets on a topological space X. Let F , G be two
sheaves on X. Suppose that for every U ∈ B there exists a homomorphism
α(U) : F(U) → G(U) which is compatible with restrictions. Show that
this extends in a unique way to a homomorphism of sheaves α : F → G.
Show that if α(U) is surjective (resp. injective) for every U ∈ B, then α
is surjective (resp. injective).

2.8. (Glueing sheaves) Let {Ui}i be an open covering of X. We suppose given
sheaves Fi on Ui and isomorphisms ϕij : Fi|Ui∩Uj � Fj |Ui∩Uj such that
ϕii = Id and ϕik = ϕjk ◦ ϕij on Ui ∩ Uj ∩ Uk. Show that there exists
a unique sheaf F on X with isomorphisms ψi : F|Ui

� Fi such that
ψj = ϕij ◦ ψi on Ui ∩ Uj . The sheaf F is called the glueing of the Fi via
the isomorphisms ϕij .

2.9. Let F be a sheaf on X whose support Y is a finite set of closed points. We
say that F is a skyscraper sheaf. Show that for every open subset U of X,
we have F(U) = ⊕x∈UFx. In particular, F = 0 if and only if F(X) = 0.

2.10. Let (X,OX) be a ringed topological space. Let Y be a subset of X endowed
with the induced topology. Let i : Y ↪→ X denote the canonical inclusion.
Show that (Y, i−1OX) is a ringed topological space.

2.11. Let X, Y be two ringed topological spaces. We suppose given an open
covering {Ui}i of X and morphisms fi : Ui → Y such that fi|Ui∩Uj

=
fj |Ui∩Uj (as morphisms) for every i, j. Show that there exists a unique
morphism f : X → Y such that f |Ui = fi. This is the glueing of the
morphisms fi.

2.12. Let f : X → Y be a morphism of ringed topological spaces. Let V be
an open subset of Y containing f(X). Show that there exists a unique
morphism g : X → V whose composition with the open immersion
V → Y is f .

2.13. Let f : X → Y be a continuous map of topological spaces. Let F be a
sheaf on X and G a sheaf on Y .
(a) Show that there exist canonical morphisms of sheaves

G → f∗f−1G, f−1f∗F → F . (2.1)
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Moreover, if f is a closed immersion, then the first morphism is sur-
jective. If f is an open immersion, then the second morphism is an
isomorphism.

(b) Using the maps of (2.1), show that there exists a canonical bijection

MorY (G, f∗F) � MorX(f−1G,F).

2.14. (Quotient space) Let G be a group acting on a ringed topological space
(X,OX) (i.e., there is a group homomorphism G → Aut(X)). A quotient
space of X by G consists of a ringed topological space (Y,OY ) and a
morphism p : X → Y (called quotient morphism), verifying the following
universal property:

p = p ◦ σ for every σ ∈ G; and any morphism of ringed topological
spaces f : X → Z verifying the same property factors in a unique
way through p; that is, there exists a unique morphism f̃ : Y → Z
such that f = f̃ ◦ p.

The purpose of this exercise is to show that the quotient exists. Let Y =
X/G be the quotient set, and p : X → Y the canonical projection. We
endow Y with the quotient topology, that is, V ⊆ Y is open if and only
if p−1(V ) is open in X.
(a) Show that p is an open map.
(b) Show that G acts on the ringed topological space p−1(V ). In particu-

lar, G acts on the ring OX(p−1(V )).
(c) For any open subset V of Y , let OY (V ) = OX(p−1(V ))G be the set

of elements which are invariant under G. Show that OY is a sheaf of
rings on Y .

(d) Let y ∈ Y . We wish to show that OY,y is a local ring. Let us fix
a point x ∈ p−1(y). Show that OY,y ⊆ OX,x. Let mx denote the
maximal ideal of OX,x and let us set my = mx ∩OY,y. Show that my

is the unique maximal ideal of OY,y.
(e) Show that (Y,OY ) is a ringed topological space, that p induces a

morphism of ringed topological spaces from (X,OX) to (Y,OY ), and
that p : X → Y verifies the universal property of the quotient given
above.

Remark. The quotient in the universal sense does not, in general, exist in
the category of schemes. And even in the case when the quotient scheme
exists, it does not always coincide with the quotient as a ringed topological
space. See Exercise 3.22.

2.3 Schemes

In this section, we give the definitions of schemes and of morphisms of schemes.
Examples of important schemes such as projective schemes, Noetherian schemes,
and algebraic varieties are given in the last two subsections.
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2.3.1 Definition of schemes and examples

As we have said above, a scheme is a ringed topological space which is locally
an affine scheme. Let us therefore begin by defining affine schemes. Let A be a
ring. Let us consider the space X = SpecA endowed with its Zariski topology
(Proposition 1.1). We will construct a sheaf of rings OX on X.

Let D(f) be a principal open subset of X. Let us set OX(D(f)) = Af .
Let D(g) ⊆ D(f), in which case g ∈

√
fA (Lemma 1.6(b)). Hence there exist

m ≥ 1 and b ∈ A such that gm = fb. Thus f is invertible in Ag. This canoni-
cally induces a restriction homomorphism Af → Ag which maps af−n ∈ Af to
(abn)g−nm ∈ Ag. If D(f) = D(g), we easily verify that Af → Ag is an isomor-
phism. Therefore OX(D(f)) does not depend on the choice of f . We have thus
constructed a B-presheaf, where B is the base of open subsets on X made up of
the principal open sets (Remark 2.6).

Proposition 3.1. Let A be a ring and X = SpecA. We have the following
properties:

(a) OX is a B-sheaf of rings. It therefore induces a sheaf of rings OX on
SpecA, and we have OX(X) = A.

(b) For any p ∈ X, the stalk OX,p is canonically isomorphic to Ap. In
particular, (X,OX) is a ringed topological space.

Proof (a) We will verify conditions (4), (5) of Definition 2.2 for the open set
U = X. The case of an arbitrary principal open set is shown in a similar way.
Let us write Ui = D(fi). We then have V (

∑
i fiA) = ∩iV (fiA) = ∅, and hence

A =
∑

i fiA. There therefore exists a finite subset F ⊆ I such that 1 ∈∑i∈F fiA.
Let s ∈ A be such that s|Ui

= 0 for every i. Then there exists an m ≥ 1
such that fm

i s = 0 for every i ∈ F . Now X = ∪i∈F D(fi) = ∪i∈F D(fm
i ). It

follows that 1 ∈∑i∈F fm
i A, and hence s ∈∑i∈F sfm

i A = {0}. This implies the
uniqueness condition (Definition 2.2).

Let si ∈ OX(Ui) be sections which coincide on the intersections Ui ∩ Uj . We
must find an s ∈ A such that s|Ui

= si for every i. There exists an m ≥ 1 such
that si = bif

−m
i ∈ Afi

for every i ∈ F . Moreover, the condition si|Ui∩Uj
=

sj |Ui∩Uj
implies that there exists an r ≥ 1 such that (bif

m
j − bjf

m
i )(fifj)r = 0

for every i, j ∈ F . As above, we have a relation 1 =
∑

j∈F ajf
m+r
j with aj ∈ A.

Let us set s =
∑

j∈F ajbjf
r
j ∈ A. For every i ∈ F , we have

fm+r
i s =

∑
j∈F

ajbjf
r
j fm+r

i =
∑
j∈F

ajbif
r
i fm+r

j = bif
r
i .

It follows that s|Ui
= si for every i ∈ F . More generally, if i ∈ I, then

(s|Ui
)|Ui∩Uj

= si|Ui∩Uj
for every j ∈ F . As Ui = ∪j∈F Ui ∩Uj , we have s|Ui

= si.
(b) A principal open set D(f) contains p if and only if f /∈ p. It suffices to

show that the canonical homomorphism

ϕ : lim−→
f /∈p

Af → Ap
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is an isomorphism. Every element α of Ap can be written α = af−1 for some
f /∈ p. It follows that α is in the image of Af . Hence ϕ is surjective. On the other
hand, if af−n ∈ Af (f /∈ p) is mapped to 0 in Ap, there exists a g /∈ p such that
ga = 0. It follows that af−n = 0 in Agf . Hence ϕ is injective.

Definition 3.2. We define an affine scheme to be a ringed topological space
isomorphic to some (SpecA,OSpec A) constructed as above. By abuse of notation,
the latter will often be denoted simply by SpecA.

Before studying some examples, let us show a convenient lemma concerning
OSpec A.

Lemma 3.3. Let A be an integral domain, with field of fractions K. Let ξ be the
point of X = SpecA corresponding to the prime ideal 0. Then OX,ξ = K. More-
over, for every non-empty open subset U of X, we have ξ ∈ U , and the canonical
homomorphism OX(U) → OX,ξ is injective. If V ⊆ U , then the restriction
OX(U) → OX(V ) is injective.

Proof The equality OX,ξ = K comes from Proposition 3.1(b). If U = D(f),
then OX(U) = Af ⊂ K. In the general case, U = ∪iD(fi). If s ∈ OX(U) is
mapped to 0 in K, then s|D(fi) = 0 for every i, so s = 0. Therefore OX(U) → K
is injective. The injectivity of OX(U) → OX(V ) follows immediately.

Thus we see that for an integral domain A, OSpec A is a subsheaf of the
constant presheaf K = Frac(A) (which in this case is a sheaf).

Example 3.4. Let k be a field. Let us study the example of the affine line
X = A1

k (Example 1.4). Every non-empty subset U of X is of the form U =
D(P (T )), where P (T ) ∈ k[T ] \ {0}. We have OX(U) = k[T ]P (T ) = k[T, 1/P (T )].
This is the set of rational fractions whose denominator is only divisible by the
irreducible factors of P (T ). If k is algebraically closed, we can consider a rational
fraction as a function k → k ∪ {+∞}. Then OX(U) consists exactly of those
without a pole in U .

Example 3.5. Let X = SpecZ. A proper open subset of X is always of the
form D(f), where f is an non-zero integer. We have OX(D(f)) = Zf ⊆ Q. A
rational number a/b (with (a, b) = 1) belongs to OX(D(f)) if and only if every
prime number dividing b also divides f .

Example 3.6. Let X = SpecZ[T ]. Let p be a prime number. Then (T, p) is a
maximal ideal of Z[T ]. Let U ⊂ X denote the complement of the corresponding
closed point. We have U = D(p) ∪ D(T ). Therefore OX(U) ⊆ OX(D(T )) ∩
OX(D(p)) = Z[T, 1/T ] ∩ Z[T, 1/p] = Z[T ]. This implies that OX(U) = Z[T ] =
OX(X).

Lemma 3.7. Let X = SpecA be an affine scheme, and let g ∈ A. Then the open
subset D(g), endowed with the structure of a ringed topological space induced
by that of X, is an affine scheme isomorphic to SpecAg (as a ringed topological
space).
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Proof Let Y denote the affine scheme SpecAg. By Lemma 1.7(c), we canon-
ically have a topological open immersion i : Y → X whose image is D(g). Let
D(h) be a principal open subset of X contained in D(g). Let h be the image
of h in Ag. We canonically have OX(D(h)) = Ah � (Ag)h = OY (D(h)) =
i∗OY (D(h)). As the D(h) form a base of open subsets on D(g), this shows that
i induces an isomorphism from (Y,OY ) onto (D(g),OX |D(g)) (Exercise 2.7).

Definition 3.8. A scheme is a ringed topological space (X,OX) admitting an
open covering {Ui}i such that (Ui,OX |Ui

) is an affine scheme for every i. We will
denote it simply by X when there is no confusion possible. Let U be an open
subset of a scheme X. The elements of OX(U) are called, somewhat improperly,
regular functions on U . See, however, Example 3.4 and Proposition 4.4, which
illustrate well the function aspect of the sheaf OX .

An affine scheme is a scheme. If a ringed topological space X admits an open
covering {Ui}i such that (Ui,OX |Ui) is a scheme for every i, then X is a scheme.
Conversely, we have the following proposition:

Proposition 3.9. Let X be a scheme. Then for any open subset U of X, the
ringed topological space (U,OX |U ) is also a scheme.

Proof By definition, we have X = ∪iUi, where Ui is open and affine. It suffices
to show that U ∩Ui is a scheme. Now, U ∩Ui is a union of principal open subsets
of Ui, each of these principal open sets being an affine scheme by Lemma 3.7, so
U ∩ Ui is indeed a scheme.

Definition 3.10. Let X be a scheme. Let U be an open subset of X. We will
say that (U,OX |U ) (or more simply that U) is an open subscheme of X. We will
say that U is an affine open subset if (U,OX |U ) is an affine scheme.

In all that follows, an open subset U of X will always be endowed with the
scheme structure (U,OX |U ). Let us note that the affine open subsets of X form
a base of open sets. We can see that in Example 3.6 above, the open subscheme
U is not affine (by using the fact that OX(U) = OX(X) and Proposition 3.25).
We will encounter other non-affine schemes at the end of this section.

The notion of principal open subsets of an affine scheme can be generalized.

Definition 3.11. Let X be a scheme and f ∈ OX(X). We denote by Xf the
set of x ∈ X such that fx ∈ O∗

X,x.

Let us consider the following condition:


X admits a covering by a finite number of affine
open subsets {Ui}i such that Ui ∩ Uj also admits
a finite covering by affine open subsets.

(3.2)

Affine schemes always verify this condition, as do Noetherian schemes
(Proposition 3.46(a)).

Proposition 3.12. Let X be a scheme and f ∈ OX(X). Then Xf is an open
subset of X. Moreover, if X verifies condition (3.2) above, then the restriction
OX(X) → OX(Xf ) induces an isomorphism OX(X)f � OX(Xf ).
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Proof If x ∈ Xf , there exist an open neighborhood U � x and a g ∈ OX(U)
such that fxgx = 1. It follows that (fg)|V = 1 in an open neighborhood V ⊆ U
of x. We then have V ⊆ Xf . The latter is therefore open. Moreover, by glueing
the inverses g ∈ OX(V ) of f as the V vary, we obtain an element of OX(Xf ),
the inverse of f |Xf

. Consequently, OX(X) → OX(Xf ) induces a homomorphism
α : OX(X)f → OX(Xf ).

By hypothesis (3.2), X admits a finite covering U = {Ui}i by affine open
subsets. Hence Xf is the union of the Vi := Ui ∩ Xf = D(f |Ui). For simplic-
ity, let us also denote by f its restriction to any open subset of X. We have
OX(Ui)f = OX(Vi) by virtue of Lemma 3.7. With the notation of Lemma 2.7,
we have an exact complex C•(U ,OX) where we can replace

∏
by ⊕ since there

are only a finite number of terms. Therefore C•(U ,OX)⊗OX(X) OX(X)f is still
exact owing to the flatness of OX(X) → OX(X)f (Corollary 1.2.11). This gives
a commutative diagram:

0 � OX(X)f �

�
α

⊕iOX(Ui)f � ⊕i,jOX(Ui ∩ Uj)f

�
β

0 � OX(Xf ) � ⊕iOX(Vi) � ⊕i,jOX(Vi ∩ Vj)

where the horizontal lines are exact. It follows that α is injective. Let us note that
we have only used the hypothesis that X admits a covering by a finite number
of affine open subsets. We can therefore apply the same reasoning to Ui ∩ Uj ,
which implies that β is injective. Returning to the commutative diagram above,
this shows that α is an isomorphism.

2.3.2 Morphisms of schemes

Definition 3.13. A morphism of schemes f : X → Y is a morphism of ringed
topological spaces. An isomorphism of schemes is an isomorphism of ringed topo-
logical spaces. An open or closed immersion of schemes is an open or closed
immersion of ringed topological spaces (Definition 2.22).

The proposition that follows makes it possible to construct morphisms of
schemes. Let ϕ : A → B be a ring homomorphism. We have defined a continuous
map Specϕ : SpecB → SpecA in Lemma 1.7. For simplicity, let us denote it
by fϕ.

Proposition 3.14. Let ϕ : A → B be a ring homomorphism. Then there exists
a morphism of schemes (fϕ, f#

ϕ ) : SpecB → SpecA such that f#
ϕ (SpecA) = ϕ.

Proof Let X = SpecB and Y = SpecA. For every g ∈ A, we have f−1
ϕ (D(g)) =

D(ϕ(g)), and ϕ canonically induces a ring homomorphism OY (D(g)) = Ag →
Bϕ(g) = (fϕ)∗OX(D(g)). This homomorphism is compatible with the restric-
tions; we therefore have a morphism of sheaves f#

ϕ : OY → fϕ∗OX since the
principal open sets form a base. Moreover, for every x ∈ X corresponding to a
prime ideal q of B, the canonical homomorphism Aϕ−1(q) → Bq induced by ϕ is
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a local homomorphism and coincides with (f#
ϕ )x. Therefore (fϕ, f#

ϕ ) is indeed a
morphism of ringed topological spaces. By construction, we have f#

ϕ (Y ) = ϕ.

Example 3.15. Let A be a ring and g ∈ A. Proposition 3.14 associates a
morphism fϕ : SpecAg → SpecA to the localization homomorphism ϕ : A → Ag.
We easily see that this morphism factors into the isomorphism SpecAg � D(g)
of Lemma 3.7, followed by the open immersion D(g) → SpecA.

Example 3.16. Let X be a scheme, x ∈ X. Then we have a canonical morphism
SpecOX,x → X defined as follows. Let us take an affine open set U � x. The
canonical homomorphism OX(U) → OX,x induces a morphism SpecOX,x → U .
Composing this morphism with the open immersion U → X, we obtain a mor-
phism SpecOX,x → X. This morphism does not depend on the choice of U . See
also Exercise 4.2.

We will now turn our attention to closed subschemes and closed immersions.

Lemma 3.17. Let A be a ring. Let I be an ideal of A. Then the morphism of
schemes

i : SpecA/I → SpecA,

induced by the canonical surjection A → A/I, is a closed immersion of schemes
whose image is V (I). Moreover, for any principal open subset D(g) of SpecA,
we have (Ker i#)(D(g)) = I ⊗A Ag.

Proof By Lemma 1.7(b), the map i is a closed immersion whose image is
V (I). It remains to show the properties concerning i#. For every principal open
subset D(g) of SpecA, i#(D(g)) is, by construction, the canonical surjection
OSpec A(D(g)) = Ag → (A/I)g = i∗OSpec A/I(D(g)), where g is the image of g in
A/I. This proves the surjectivity of i# (Exercise 2.7) and that (Ker i#)(D(g)) =
Ig = I ⊗A Ag.

Example 3.18. Let X be a scheme and x ∈ X. Let k(x) be the residue
field of X at x (Definition 2.19). Then the canonical surjection OX,x → k(x)
induces a closed immersion Spec k(x) → SpecOX,x. Composing with the mor-
phism SpecOX,x → X of Example 3.16, we obtain a morphism Spec k(x) → X.
Set-theoretically, this morphism maps the unique point of Spec k(x) to the
point x ∈ X.

We have examined above the notion of open subschemes. That of closed
subschemes is a bit more delicate.

Definition 3.19. A closed subscheme of X is a closed subset Z of X endowed
with the structure (Z,OZ) of a scheme and with a closed immersion (j, j#) :
(Z,OZ) → (X,OX), where j : Z → X is the canonical injection.

In general, on a given closed subset Z, the structure of a closed subscheme of
X is not unique (see, however, Proposition 4.2). It is therefore necessary always
to specify the scheme structure that we want to put on Z.
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Proposition 3.20. Let X = SpecA be an affine scheme. Let j : Z → X be a
closed immersion of schemes. Then Z is affine and there exists a unique ideal J
of A such that j induces an isomorphism from Z onto SpecA/J .

Proof Let us first show that Z verifies condition (3.2) above. There exist open
subsets Up of X such that {j−1(Up)}p is an affine open covering of Z. Each Up

is a union of principal open subsets {Upk}k of X, and j−1(Upk) is affine because
it is a principal open subset of j−1(Up). By adding principal open sets covering
X \ j(Z), we obtain (since X is quasi-compact, see Exercise 1.6) a covering of
X by a finite number of principal open sets {Vl}l such that j−1(Vl) is affine for
every l. As j−1(Vl)∩ j−1(Vl′) is a principal open subset of j−1(Vl), and therefore
affine, we indeed have condition (3.2).

Let J = Ker j# and J = J (X). We know that Z is isomorphic to V (J )
endowed with the sheaf OX/J (Proposition 2.24). Let g ∈ A. We let h denote
the image of g in OZ(Z). From the exact sequence 0 → J → A → OZ(Z), we
deduce an exact sequence by ⊗AAg:

0 → J ⊗A Ag → Ag = OX(D(g)) → OZ(Z)h.

Now OZ(Z)h = OZ(Zh) = j∗OZ(D(g)) (Proposition 3.12); therefore we have
J (D(g)) = J ⊗A Ag. Let i : SpecA/J → X be the closed immersion defined in
the preceding lemma. Then (Ker i#)(D(g)) = J (D(g)) for every principal open
subset D(g) of X. It follows that Ker i# = J . Hence Z � SpecA/J . Finally, the
uniqueness of J comes from the fact that if we have an isomorphism A/J → A/J ′

which is compatible with the canonical surjections A → A/J and A → A/J ′,
then J = J ′.

Definition 3.21. Let S be a scheme. An S-scheme or a scheme over S is a
scheme X endowed with a morphism of schemes π : X → S. The morphism π is
then called the structural morphism and S the base scheme. When S = SpecA,
we will also say scheme over A or A-scheme instead of scheme over S, and A
will be called base ring.

If π : X → S, ρ : Y → S are S-schemes, a morphism of S-schemes f : X → Y
is a morphism of schemes that is compatible with the structural morphisms
(i.e., ρ ◦ f = π).

Example 3.22. Let A be a ring. For any A-algebra B, SpecB is canonically an
A-scheme (Proposition 3.14). We let An

A = SpecA[T1, . . . , Tn]. This is therefore
an A-scheme, called the affine space (of relative dimension n) over A.

Morphisms into an affine scheme

Let us study morphisms to an affine scheme more closely. Let X, Y be two
schemes. Let Mor(X, Y ) denote the set of morphisms of schemes from X to Y .
For two rings A, B, we let Homrings(A, B) (or more simply Hom(A, B) if there
is no ambiguity possible) denote the set of ring homomorphisms from A to B.
We have a canonical map

ρ : Mor(X, Y ) → Homrings(OY (Y ),OX(X)), (3.3)
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which to (f, f#) associates f#(Y ) : OY (Y ) → f∗OX(Y ) = OX(X). This map is
‘functorial’ in X in the sense that for any morphism of schemes g : Z → X, we
have a commutative diagram

Mor(X, Y ) �

�

Homrings(OY (Y ),OX(X))

�
Mor(Z, Y ) � Homrings(OY (Y ),OZ(Z))

(3.4)

the vertical arrow on the left being the composition with g and that on the right
the composition with g#(X) : OX(X) → OZ(Z).

Lemma 3.23. Let X, Y be affine schemes. Then the map (3.3) defined above
is bijective.

Proof Let f ∈ Mor(X, Y ) and ϕ = ρ(f) = f#(Y ). Proposition 3.14 gives
a morphism of schemes fϕ : X → Y . It suffices to show that f = fϕ. Let
B = OX(X) and A = OY (Y ). For any x ∈ X corresponding to a prime ideal
q ⊂ B, we have a commutative diagram

A �ϕ

�

B

�
Ap �f#

x Bq

where p is the prime ideal corresponding to f(x), and the vertical homomor-
phisms are localization homomorphisms. By considering the invertible elements
of Ap and Bq, we see that ϕ(A\p) ⊆ B \q. Hence ϕ−1(q) ⊆ p. The fact that f#

x

is a local homomorphism implies that there is equality. Therefore f and fϕ coin-
cide set-theoretically, and f#

x = f#
ϕ,x for every x ∈ X. It follows from Lemma 2.9

that f# = f#
ϕ .

Remark 3.24. This lemma expresses the fact that the category of affine
schemes is equivalent to that of (commutative) rings (with unit).

Proposition 3.25. Let Y be an affine scheme. For any scheme X, the canonical
map

ρ : Mor(X, Y ) → Homrings(OY (Y ),OX(X))

is bijective.

Proof We have X = ∪iUi where the Ui are affine open subsets. Using the
commutative diagram (3.4) above with each Ui → X, we obtain a new one:

Mor(X, Y ) �ρ

�
α

Hom(OY (Y ),OX(X))

�
β

∏
i

Mor(Ui, Y ) �γ
∏

i

Hom(OY (Y ),OX(Ui))

By virtue of Lemma 3.23, γ is bijective. As α is clearly injective, it follows that
ρ is injective. Let ϕ ∈ Hom(OY (Y ),OX(X)); then ϕi, the composition of ϕ
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with OX(X) → OX(Ui), pulls back to a morphism fi ∈ Mor(Ui, Y ). We have
fi|Ui∩Uj = fj |Ui∩Uj . Indeed, for every affine open V ⊆ Ui ∩ Uj , fi|V and fj |V
have the same image in Hom(OY (Y ),OX(V )), and are therefore equal. It follows
that the fi glue to a morphism f ∈ Mor(X, Y ) (Exercise 2.11). We have ρ(f) = ϕ
by the injectivity of β, which proves that ρ is surjective.

Corollary 3.26. Let A be a ring. Then giving a scheme X over A is equivalent
to giving a scheme X and the structure of a sheaf of A-algebras on OX .

Example 3.27. Every scheme X is in a unique way a Z-scheme, because every
ring has one and only one Z-algebra structure.

Let us now return to arbitrary base schemes.

Definition 3.28. Let π : X → S be an S-scheme. A section of X is a morphism
of S-schemes σ : S → X. This amounts to saying that π ◦ σ = IdS . The set of
sections of X is denoted by X(S) (and also by X(A) if S = SpecA).

Example 3.29. Let X be a scheme over a field k. Then we can identify X(k)
with the set of points x ∈ X such that k(x) = k. Indeed, let σ ∈ X(k), and let
x be the image of the point of Spec k. The homomorphism σ#

x induces a field
homomorphism k(x) → k. As k(x) is a k-algebra, this implies that k(x) = k.
Conversely, if x ∈ X verifies k(x) = k, there exists a unique section Spec k → X
whose image is x (Example 3.18).

Definition 3.30. Let X be a scheme over a field k. With the identification
above, we call the points of X(k) (k-)rational points of X. The notion of rational
points is fundamental in arithmetic geometry.

Remark 3.31. Let Y be an open or closed subscheme of X. For any point
y ∈ Y , the residue fields of OY and of OX at y are isomorphic. So if X is a
scheme over a field k, then Y (k) = X(k) ∩ Y .

Example 3.32. Let k be a field and X = Spec k[T1, . . . , Tn]/I an affine scheme
over k. Let Z be the set of α = (α1, . . . , αn) ∈ kn such that P (α) = 0 for every
P (T ) ∈ I (see Subsection 2.1.2 for the case when k is algebraically closed). Then
we have a canonical bijection λ : Z → X(k).

Indeed, let α = (α1, . . . , αn) ∈ Z, and consider the maximal ideal mα :=
(T1−α1, . . . , Tn−αn). Then I ⊆ mα (see the proof of Corollary 1.15). Therefore
mα corresponds to a point x = λ(α) of X = V (I) and the residue field k(x) is
k[T1, . . . , Tn]/mα = k. Conversely, if x ∈ X(k), we set αi equal to the image of
Ti in k(x) = k. We have P (α) = 0 for every P (T ) ∈ I by a reasoning similar to
that of Corollary 1.15. It is now clear that λ is a bijection.

Thus, solving a system of polynomial equations in k amounts to determining
the set of rational points of a scheme of the type Spec k[T1, . . . , Tn]/I.

Let us finish with a lemma which is useful for constructing schemes.

Lemma 3.33 (Glueing schemes). Let S be a scheme. Let us consider a family
{Xi}i of schemes over S. We suppose given open subschemes Xij of Xi and
isomorphisms of S-schemes fij : Xij

∼→ Xji such that fii = IdXi
, fij(Xij∩Xik) =
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Xji ∩ Xjk, and fik = fjk ◦ fij on Xij ∩ Xik. Then there exists an S-scheme X,
unique up to isomorphism, with open immersions (of S-schemes) gi : Xi → X
such that gi = gj ◦ fij on Xij , and that X = ∪igi(Xi).

Proof We first construct a topological space X by taking the disjoint union∐
i Xi modulo the equivalence relation x ∼ y if x ∈ Xi, y ∈ Xj , and y = fij(x),

and we endow X with the quotient topology. We then have topological open
immersions gi : Xi ↪→ X such that gi = gj ◦ fij on Xij . Let us set Ui = gi(Xi)
and OUi

= gi∗OXi
. It is then easy to verify that OUi

|Ui∩Uj
= OUj

|Ui∩Uj
. Let

OX be the sheaf on X such that OX |Ui
= OUi

. Then it is clear that (X,OX) is a
scheme and that the gi induce isomorphisms Xi � Ui. Finally, let hi : Ui → S be
the composition of g−1

i and the structural morphism Xi → S. Then hi|Ui∩Uj =
hj |Ui∩Uj . By glueing, this gives a morphism X → S, which is compatible with
the S-scheme structure of the Xi, whence the existence of an X with the required
properties. The uniqueness is clearly true.

The scheme X is called the glueing of the Xi via the isomorphisms fij , or
along the Xij .

Example 3.34. Let us fix a ring A and an integer n ≥ 0. For every 0 ≤ i ≤ n,
let us set

Xi = SpecA[ T−1
i Tj ]0≤j≤n, Xij = D(T−1

i Tj) ⊆ Xi.

We have OXi
(Xij) = A[ T−1

i Tj , T
−1
j Ti, T

−1
i Tk ]0≤k≤n = OXj

(Xji). We therefore
have a canonical isomorphism Xij � Xji. The A-schemes Xi can be glued along
the Xij . We denote the resulting A-scheme by Pn

A. This is the projective space (of
relative dimension n) over A. Below, we will see a different construction of Pn

A.

2.3.3 Projective schemes

In this subsection we will consider a very important example of schemes, that of
projective schemes. In terms of polynomial equations, it concerns homogeneous
equations.

Let us fix a ring A. Let B = ⊕d≥0Bd be a graded A-algebra (see 1.3.2). An
ideal I of B is said to be homogeneous if it is generated by homogeneous elements.
This is equivalent to I = ⊕d≥0(I ∩ Bd). The quotient B/I then has a natural
grading (B/I)d = Bd/(I ∩ Bd). We let ProjB denote the set of homogeneous
prime ideals of B which do not contain the ideal B+ := ⊕d>0Bd. In what follows,
we will endow this set with the structure of a scheme (Proposition 3.38).

For any homogeneous ideal I of B, we let V+(I) denote the set of p ∈ ProjB
containing I. We trivially have the equalities

∩iV+(Ii) = V+(
∑

iIi), V+(I) ∪ V+(J) = V+(I ∩ J),
V+(B) = ∅, V+(0) = ProjB.

This makes it possible to endow ProjB with the topology whose closed sets are
of the form V+(I). We call this topology the Zariski topology on ProjB.



 

2.3. Schemes 51

Let I be an arbitrary ideal of B. We can associate to it a homogeneous ideal
Ih = ⊕d≥0(I ∩ Bd). It follows from the definition that I is homogeneous if and
only if I = Ih.

Lemma 3.35. Let I, J be ideals of a graded ring B. Then the following prop-
erties are true.

(a) If I is prime, then the associated homogeneous ideal Ih is prime.
(b) Let us suppose I and J are homogeneous. Then V+(I) ⊆ V+(J) if and

only if J ∩B+ ⊆
√

I.
(c) We have ProjB = ∅ if and only if B+ is nilpotent.

Proof (a) Let us suppose that I is prime. Let a, b ∈ B be such that ab ∈ Ih

and that a, b /∈ Ih. We write the decomposition in homogeneous elements

a =
∑

0≤i≤n

ai, b =
∑

0≤j≤m

bj , ad, bd ∈ Bd.

We may assume that an, bm /∈ Ih. The decomposition of the product ab in
homogeneous elements is ab = anbm + {elements of degree < n + m}. Hence
anbm is the homogeneous component of degree n + m of ab. It follows that
anbm ∈ Ih ⊆ I. As I is supposed to be prime, this leads to a contradiction.

(b) Let us first suppose that J ∩ B+ ⊆
√

I. For every p ∈ V+(I), we have
p ⊇ J ∩ B+ ⊇ JB+. As p is prime and does not contain B+, we have p ⊇ J .
Therefore p ∈ V+(J). Conversely, let us suppose that V+(I) ⊆ V+(J). For every
prime ideal p ∈ V (I), the homogeneous ideal ph is prime and contains I. If ph

does not contain B+, then ph ∈ V+(I); hence p ⊇ ph ⊇ J∩B+. Otherwise we still
have p ⊇ ph ⊇ J ∩B+. Consequently J ∩B+ ⊆ ∩p∈V (I)p =

√
I (Lemma 1.6).

(c) The property ProjB = ∅ is equivalent to V+(0) ⊆ V+(B+). The latter is
equivalent to B+ ⊆

√
0 by (b).

Let f ∈ B be a homogeneous element, and write D+(f) = ProjB \ V+(fB).
The open sets of this form are called principal open sets. They constitute a base
of open sets of ProjB. In fact, we can restrict ourselves to the open sets D+(f)
with f ∈ B+. Indeed, ∅ = V+(B+) = ∩iV+(fi) where the fi are homogeneous
elements that generate B+, so ProjB = ∪iD+(fi). It follows that for every
homogeneous g ∈ B, we have D+(g) = ∪iD+(gfi) with gfi ∈ B+.

If f ∈ B is homogeneous, we let B(f) denote the subring of Bf made up of the
elements of the form af−N , N ≥ 0, deg a = N deg f . These are the elements of
degree 0 of Bf . For example, if B = k[T0, . . . , Tn], then B(Ti) = k[ T−1

i Tj ]0≤j≤n.

Lemma 3.36. Let f ∈ B+ be a homogeneous element of degree r.

(a) There exists a canonical homeomorphism θ : D+(f) → SpecB(f).

(b) Let D+(g) ⊆ D+(f) and α = grf− deg g ∈ B(f). Then θ(D+(g)) = D(α).
(c) We have a canonical homomorphism B(f) → B(g) which induces an iso-

morphism (B(f))α � B(g).
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(d) Let I be a homogeneous ideal of B. Then the image under θ of V+(I) ∩
D+(f) is the closed set V (I(f)), where I(f) := IBf ∩B(f).

(e) Let {h1, . . . , hn} be homogeneous elements generating I. Then for any
f ∈ B1, I(f) is generated by the hi/fdeg hi .

Proof (a)–(b) By construction, ProjB is a subset of SpecB. Moreover, for any
f ∈ B, we have V (f) ∩ ProjB = ∩iV+(fi) if f = f0 + f1 + ... + fd with fi ∈ Bi.
So D(f) ∩ ProjB = ∪iD+(fi). Hence the topology of ProjB is induced by that
of SpecB. Let θ : D+(f) → SpecB(f) denote the restriction of the canonical
map D(f) = SpecBf → SpecB(f) to D+(f). It is continuous.

Let us show that θ is surjective. Let us note that Bf is a graded B(f)-algebra,
the homogeneous elements of degree n (n ∈ Z) being of the form bf−N with
b ∈ B and deg b = Nr + n. Let q ∈ SpecB(f). Using this grading it is easy
to see that

√
qBf is a prime ideal of Bf (we note that if a, b ∈ Bf are two

homogeneous elements, of respective degrees n and m, such that ab ∈ qBf ,
then (arf−n)(brf−m) ∈ q). It is homogeneous because qBf is homogeneous. Let
ρ : B → Bf be the localization homomorphism. This is a homomorphism of
graded rings. It is then easy to deduce from this that p := ρ−1(

√
qBf ) is a

homogeneous prime ideal of B and that p ∈ D+(f) (see Lemma 3.40 for more
detail). It remains to show that θ(p) = q, which will imply the surjectivity of θ.
This equality can easily be shown by once more using the grading of Bf .

Let p, p′ ∈ D+(f) be such that (pBf ) ∩ B(f) = (p′Bf ) ∩ B(f). For every
homogeneous b ∈ p, we have brf− deg b ∈ pBf ∩ B(f) ⊂ p′Bf , and hence p ⊆ p′.
By symmetry, we obtain p = p′. This shows that θ is injective.

To conclude, let us show that θ(D+(g)) = D(α). This will imply that θ
is open and therefore a homeomorphism. Let p ∈ D+(f). If g ∈ p, then α ∈
pBf ∩ B(f). Conversely, if g /∈ p, it is just as easy to see that α /∈ pBf ∩ B(f).
Hence θ(D+(g)) = D(α).

(c) By Lemma 3.35(b), there exist n ≥ 1 and b ∈ B such that gn = fb.
We can choose b homogeneous by replacing it, if necessary, by its component of
degree n deg g − deg f . We therefore have a homomorphism B(f) → B(g) which
maps af−N to (abN )g−nN . It is easy but somewhat tedious to verify that this
map is well defined and that it induces an isomorphism from the localization
(B(f))α onto B(g).

(d) This follows from the definition of θ and the construction of θ−1. Finally,
(e) is easily deduced from the definition.

Remark 3.37. Lemma 3.36 is much easier to prove if deg f = 1.

Proposition 3.38. Let A be a ring. Let B be a graded algebra over A. Then
we can endow ProjB with a unique structure of an A-scheme such that for any
homogeneous f ∈ B+, the open set D+(f) is affine and isomorphic to SpecB(f).

Proof Let X = ProjB and let B be the base for X made up of the principal
open sets D+(f) with f ∈ B+. For any D+(f) ∈ B, let OX(D+(f)) = B(f).
Using Lemma 3.36(c), we see that B(f) is canonically isomorphic to B(f ′) if
D+(f) = D+(f ′) and that we have a canonical restriction homomorphism
OX(D+(f)) → OX(D+(g)) if D+(g) ⊆ D+(f). Hence OX is a B-presheaf. Using
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the homeomorphism θ of Lemma 3.36, we see moreover that OX is a B-sheaf. We
can then extend it to a sheaf OX on X. The proposition is now clear, because
(D+(f),OX |D+(f)) is isomorphic, via θ, to the affine scheme SpecB(f). Finally,
B(f) is naturally an A-algebra (since, by hypothesis, the image of A in B is
contained in B0), which gives the structure of an A-scheme on X.

Example 3.39. Let A be a ring. We endow B = A[T0, . . . , Tn] with the grading
by the degree. Then B(Ti) = A[ T−1

i Tj ]0≤j≤n. We easily deduce from this an
isomorphism from ProjB onto the A-scheme Pn

A of Example 3.34.

Lemma 3.40. Let ϕ : C → B be a homomorphism of graded rings (i.e., there
exists an r ≥ 1 such that for every d ≥ 0, we have ϕ(Cd) ⊆ Brd). Let M be
the homogeneous ideal ϕ(C+)B of B. Then ϕ induces a morphism of A-schemes
f : ProjB \ V+(M) → ProjC such that for every homogeneous h ∈ C+, we
have f−1(D+(h)) = D+(ϕ(h)), and that f |D+(h) coincides with the morphism
of affine schemes induced by the homomorphism C(h) → B(ϕ(h)).

Proof Let p be a homogeneous ideal contained in ProjB; then ϕ−1(p) is clearly
a homogeneous prime ideal of C. Moreover, ϕ−1(p) does not contain C+ if and
only if p does not contain M , whence the map f : ProjB \ V+(M) → ProjC.
The properties of f are elementary to verify.

A particularly interesting class of graded algebras is that of the homogeneous
algebras over A. These are, by definition, the quotients of A[T0, . . . , Tn] by a
homogeneous ideal.

Lemma 3.41. Let B = A[T0, . . . , Tn]/I be as above. Then ProjB is isomorphic
to a closed subscheme of Pn

A, with support (i.e., with underlying topological
space) V+(I).

Proof Let C = A[T0, . . . , Tn] and let ϕ : C → B denote the canonical surjec-
tion. Then ϕ(C+) = B+. The lemma now follows from the preceding lemma.

Definition 3.42. Let A be a ring. A projective scheme over A is an A-scheme
that is isomorphic to a closed subscheme of Pn

A for some n ≥ 0.

The lemma above asserts that for every homogeneous A-algebra B, ProjB
is a projective scheme over A. We can show that the converse is also true
(Proposition 5.1.30). See also Exercise 4.12.

We will conclude the subsection with an identification of the rational points
of projective schemes over a field. Let k be a field and V a vector space of finite
dimension over k. We have an equivalence relation on V \ {0} : u ∼ v if there
exists a λ ∈ k∗ such that u = λv. The quotient P(V ) = (V \{0})/k∗ is a projective
space in the sense of classical projective geometry. This space represents the set
of lines in V passing through the origin.

Let us fix an isomorphism V � kn+1. If (α0, . . . , αn) ∈ kn+1 \ {0} is a
representative of a point α ∈ P(kn+1), then the αi are called the homogeneous
coordinates of α.

Lemma 3.43. Let k be a field. Let α ∈ P(kn+1) be a point with homogeneous
coordinates (α0, . . . , αn). Then the ideal ρ(α) ⊆ k[T0, . . . , Tn] generated by the
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αjTi − αiTj , 0 ≤ i, j ≤ n, is an element of Pn
k . Moreover, ρ : P(kn+1) → Pn

k is a
bijection from P(kn+1) onto the set Pn

k (k) of rational points of Pn
k .

Proof We may assume that α0 
= 0. It is clear that ρ(α) is homogeneous. It is
prime because k[T0, . . . , Tn]/ρ(α) � k[T0]. Finally, ρ(α) ∈ Pn

k because the ideal
ρ(α) does not contain the (maximal) ideal k[T0, . . . , Tn]+ = (T0, . . . , Tn). Let us
now show that ρ(α) is rational. We have Ti −α−1

0 αiT0 ∈ ρ(α) for every i. Hence
ρ(α) ∈ D+(T0), and corresponds (via the identification of Lemma 3.36(a)) to
the ideal of k[ T−1

0 Ti]i generated by the T−1
0 Ti − α−1

0 αi. Hence k(ρ(α)) = k.
Let β ∈ P(kn+1) be a point with homogeneous coordinates (β0, . . . , βn) such
that ρ(β) = ρ(α). Then β0 
= 0 because otherwise T0 ∈ ρ(β). By considering
the points ρ(α), ρ(β) in D+(T0) � An

k , we obtain α−1
0 αi = β−1

0 βi for every i.
Therefore βi = (α−1

0 β0)αi for every i. It follows that β = α and that ρ is injective.
It remains to show the surjectivity of ρ. Let x ∈ Pn

k (k). We may assume,
for example, that x ∈ D+(T0). Let αi be the image of T−1

0 Ti ∈ O(D+(T0))
in k = k(x). Consider the point α ∈ P(kn+1) with homogeneous coordinates
(α0, . . . , αn). Then we have ρ(α) = x by what we have just seen.

We can now give the projective equivalent of Corollary 1.15. Let k be a field.
Let P1(T ), . . . , Pm(T ) ∈ k[T0, . . . , Tn] be homogeneous polynomials. Consider
the system of polynomial equations

P1(α0, . . . , αn) = · · · = Pm(α0, . . . , αn) = 0, (α0, . . . , αn) ∈ kn+1.

If (α0, . . . , αn) is a solution, then so is (λα0, . . . , λαn) for any λ ∈ k∗. We can
therefore speak of solutions (called homogeneous) in P(kn+1). We denote by
Z+(P1, . . . , Pm) ⊆ P(kn+1) the set of these solutions. For example, and let a, b ∈
Q be given rational numbers, and let P (X, Y, Z) be the homogeneous polynomial
Y 2Z − X3 − aXZ2 − bZ3. Then Z+(P ) corresponds to the set of (x, y, z) ∈
(Q3 \ {0})/Q∗ such that y2z = x3 + axz2 + bz3. These are the rational points of
an elliptic curve if 4a3 + 27b2 
= 0.

Corollary 3.44. Let k be a field and P1(T ), . . . , Pm(T ) homogeneous polynomi-
als in k[T0, . . . , Tn]. Then there exists a bijection between Z+(P1, . . . , Pm) and
the set of k-rational points of the scheme Proj k[T0, . . . , Tn]/I, where I is the
ideal generated by the Pj(T ).

Proof Let us write B = k[T0, . . . , Tn] and Z+ = Z+(P1, . . . , Pm). By virtue
of Lemma 3.41, there exists a canonical bijection between the rational points
of ProjB/I and V+(I) ∩ Pn

k (k). Let ρ : P(kn+1) → Pn
k (k) be the bijection of

Lemma 3.43. It suffices to show that ρ(Z+) = V+(I) ∩ Pn
k (k).

Let us fix 0 ≤ i ≤ n. Let Ui = ρ−1(D+(Ti)) ⊂ P(kn+1). This is also the set
of points (α0, . . . , αn) such that αi 
= 0. It suffices to show that ρ(Z+ ∩ Ui) =
V+(I) ∩D+(Ti)(k). We have a commutative diagram of canonical bijections:

Ui �ρ|Ui

�
p

D+(Ti)(k)

�
θ

kn �λ SpecB(Ti)(k)
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with p the projection (α0, . . . , αn) �→ (α−1
i α0, . . . , α

−1
i αi−1, α

−1
i αi+1, α

−1
i αn),

θ given by Lemma 3.36, and λ given by Example 3.32. For any homogeneous
polynomial P , we write

P(i) = P (T−1
i T0, . . . , T

−1
i Tn) ∈ k[T−1

i T0, . . . , T
−1
i Tn] = B(Ti).

Then it is clear that λ ◦ p(Z+ ∩Ui) = V (P1(i), . . . , Pm(i))(k) (use Example 3.32).
On the other hand, by Lemma 3.36(d), we have

θ(V+(I) ∩D+(Ti)(k)) = V (I(Ti))(k) ⊆ SpecB(Ti).

As I(Ti) is the ideal of B(Ti) generated by the P1(i), . . . , Pm(i), this concludes the
proof of the corollary.

2.3.4 Noetherian schemes, algebraic varieties

Definition 3.45. A scheme X is said to be Noetherian if it is a finite union of
affine open Xi such that OX(Xi) is a Noetherian ring for every i. We say that a
scheme is locally Noetherian if every point has a Noetherian open neighborhood.

In practice, most of the schemes that we will come across are Noetherian or
locally Noetherian, and most fundamental theorems in algebraic geometry are
proven in this setting.

Proposition 3.46. Let X be a Noetherian scheme.

(a) Any open or closed subscheme of X is Noetherian. For any point x ∈ X,
the local ring OX,x is Noetherian.

(b) For any affine open subset U of X, OX(U) is Noetherian.

Proof By assumption, X is a finite union of affine open Xi with OX(Xi)
Noetherian.

(a) Let Z be an open or closed subscheme of X. It suffices to show that Z∩Xi

is Noetherian. We may therefore assume that X = SpecA is affine. If Z is open,
then Z = X \ V (I). Since the ideal I is finitely generated, Z is a finite union
of principal open sets D(fj). Now every localization of A (in particular Afj

) is
Noetherian, and hence Z is Noetherian. If Z is closed, then the assertion follows
from Proposition 3.20. The ring OX,x is a localization of a Noetherian ring, and
hence it is also Noetherian.

(b) As we have seen above, U ∩Xi is a finite union of Noetherian affine open
subsets (i.e., spectra of Noetherian rings) of Xi. We therefore reduce to the case
when U is a finite union of Noetherian affine open sets Uj . Let I be an ideal of
A = OX(U). As IOX(Uj) is finitely generated, there exists a finitely generated
ideal J ⊆ I such that JOX(Uj) = IOX(Uj) for every j. For every point x ∈ U ,
we therefore have IOU,x = JOU,x, that is I/J ⊗A Ap = 0 for every p ∈ SpecA.
Whence I/J = 0, by virtue of Lemma 1.2.12, and I = J is finitely generated.

Definition 3.47. Let k be a field. An affine variety over k is the affine scheme
associated to a finitely generated algebra over k. An algebraic variety over k is
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a k-scheme X such that there exists a covering by a finite number of affine open
subschemes Xi which are affine varieties over k. A projective variety over k is
a projective scheme over k. Projective varieties are algebraic varieties (Exam-
ple 3.34). By definition, a morphism of algebraic varieties over k is a morphism
of k-schemes.

Remark 3.48. An algebraic variety is a Noetherian scheme. It is easy to see that
an open or closed subscheme of an algebraic variety X is an algebraic variety (see
also Proposition 3.2.2 and Exercise 3.2.2). We will then say subvariety instead
of subscheme. On the other hand, SpecOX,x is not an algebraic variety, unless
x is an isolated point in X (i.e., {x} is an open subset of X).

Remark 3.49. Let X be an algebraic variety. Then the set of closed points of
X is dense in X. Indeed, any affine open subset U of a scheme contains a closed
point, and in the case of algebraic varieties, every closed point of an open subset
is closed in X (Lemma 4.3).

Remark 3.50. Let X be an algebraic variety. Let X0 be the topological sub-
space made up of the closed points of X. Let i : X0 → X denote the canonical
injection. Then (X0, i−1OX) is a ringed topological space. In the study of alge-
braic varieties, we will often restrict ourselves to considering this ringed topo-
logical space. In general, the properties of this space are equivalent to those of
the scheme X because X0 is dense in X.

Exercises

3.1. Let X be an open subscheme of an affine scheme Y . Show that the canon-
ical morphism X → Y corresponds by the map ρ of Proposition 3.25 to
the restriction OY (Y ) → OX(X).

3.2. Let U = SpecB be an affine open subscheme of X = SpecA. Show that
the restriction A → B is a flat homomorphism.

3.3. Closure of a subset.
(a) Let F be a subset of an affine scheme SpecA. Show that the closure

F of F in (the underlying topological space of) SpecA is equal to
V (I), where I = ∩p∈F p.

(b) Let ϕ : A → B be a ring homomorphism. Let f : SpecB → SpecA
be the morphism of schemes associated to ϕ. Show that Im f =
V (Kerϕ). Study the situation where B is the localization of A at
a prime ideal.

3.4. Let X be a scheme and f ∈ OX(X). Show that U �→ f |UOX(U) for every
affine open subset U defines a sheaf of ideals on X. We denote this sheaf
by fOX . Show that Supp fOX is closed (see Exercise 2.5).

3.5. Let Y be a scheme that satisfies the conclusion of Proposition 3.25 for
every affine scheme X. Show that Y is affine.
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3.6. Generalize Example 3.32 to the case when k is an arbitrary ring.

3.7. Let X be a scheme over a field k. Let ϕ : k[T1, . . . , Tn] → OX(X) be
a homomorphism of k-algebras and f : X → An

k the morphism induced
by ϕ. Show that for any rational point x ∈ X(k), via the identification
An

k (k) = kn, we have f(x) = (f1(x), . . . , fn(x)), where fi = ϕ(Ti) and
fi(x) is the image of fi in k(x) = k.

3.8. Let X be a scheme over a ring A. Let f0, . . . , fn ∈ OX(X) be such that
the fi,x generate the unit ideal of OX,x for every x ∈ X. Show that X is
the union of the Xfi (see Definition 3.11), and that we have a morphism
f : X → Pn

A such that f−1(D+(Ti)) = Xfi and that f |Xfi
is induced by

the homomorphism A[T−1
i Tj ]j → OX(Xfi) given by T−1

i Tj �→ f−1
i fj . If

A = k is a field and x ∈ X(k), determine f(x) as in the preceding exercise.

3.9. Let B be a graded ring. Let f ∈ B be non-nilpotent, homogeneous of
degree 0. Show that Bf possesses a natural grading, and that D+(f) �
ProjBf .

3.10. Let A be a ring, X = Pn
A. Show that OX(X) = A (use the covering

U = {D+(Ti)}i of X and the complex associated to U and OX as in
Lemma 2.7). Deduce from this that X is affine if and only if n = 0.

3.11. Let B = ⊕d≥0Bd be a graded ring. Let e ≥ 1 be an integer.
(a) Let us denote the graded ring ⊕d≥0Bde by C (so Cd := Bde). Show

that ProjB � ProjC.
(b) Let us suppose that for every d ≥ 1, Bed is generated by Bd

e , and
that Be is finitely generated over a ring A. Show that ProjB is a
projective scheme over A.

3.12. Let B be a Noetherian graded ring.
(a) Show that for any homogeneous f ∈ B+, B(f) is Noetherian.
(b) Show that ProjB is Noetherian.

3.13. Let B = A[X, Y, Z] be a polynomial ring. Let Bd be the sub-A-module of
B generated by the elements of the form XaY bZc with a + 2b + 3c = d.
(a) Show that the Bd induce a grading on B.
(b) Determine B6 and show that B6d is generated by the elements of Bd

6 .
Deduce from this that ProjB is isomorphic to a closed subscheme
of P6

A.

3.14. We say that a scheme X is quasi-compact if it is quasi-compact as a
topological space (Exercise 1.6). Show that a scheme is quasi-compact if
and only if it is a finite union of affine schemes.

3.15. Let X be a quasi-compact scheme, A = OX(X). Let us consider the mor-
phism f : X → SpecA induced by the identity on A (Proposition 3.25).
Show that f(X) is dense in SpecA.
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3.16. Let X be a scheme. Show that X is locally Noetherian if and only if any
affine open subscheme of X is Noetherian.

3.17. Let f : X → Y be a morphism of schemes. We say that f is quasi-compact
if the inverse image of any affine open subset is quasi-compact.
(a) Show that every closed immersion is quasi-compact.
(b) Show that an open immersion f : X → Y is quasi-compact if Y is

locally Noetherian.
Let us suppose in what follows that f is quasi-compact.
(c) Let J = Ker(f# : OY → f∗OX). Show that the ringed topological

subspace Z := V (J ) of Y (see Lemma 2.23) is a scheme (reduce to
the case when Y is affine and draw inspiration from the proofs of
Propositions 3.12 and 3.20).

(d) Let j : Z → Y be the closed immersion. Show that we have a mor-
phism g : X → Z such that f = j ◦ g and that if f decomposes into
a morphism g′ : X → Z ′ followed by a closed immersion j′ : Z ′ → Y ,
then Z is a closed subscheme of Z ′.

(e) Show that f(X) is dense in Z (reduce to the case when Z is affine).
We call Z the scheme-theoretic closure of f(X) in Y . If X is reduced,
show that Z is reduced.

3.18. Let X be an affine algebraic variety over a field k. Show that there exists
a projective variety X over k such that X is isomorphic to a dense open
subscheme of X. See also Exercise 3.3.20(b).

3.19. Let K be a number field. Let OK be the ring of integers of K (i.e.,
the set of elements of K which are integral over Z). Using the finiteness
theorem of the class group cl(K), show that every open subset of SpecOK

is principal. Deduce from this that every open subscheme of SpecOK is
affine. See also Exercise 4.1.9.

3.20. Let A be a ring, G a finite group of automorphisms of A, and AG the
subring of elements of A which are invariant under G. Let p : SpecA →
SpecAG denote the morphism induced by the inclusion AG → A.
(a) Show that G acts naturally on SpecA. Show that p(x1) = p(x2) if

and only if there exists a σ ∈ G such that σ(x1) = x2.
(b) Show that A is integral over AG (let a ∈ A, and consider the poly-

nomial P (T ) :=
∏

σ∈G(T − σa) ∈ AG[T ]). Deduce from this that p is
surjective (Exercise 1.8).

(c) Let a ∈ A. Let P (T ) be as above and let us write P (T ) = T d +∑
i≤d−1 biT

i, bi ∈ AG. Show that p(D(a)) = ∪iD(bi). Show that p is
open (in the topological sense).

(d) Show that for any b ∈ AG, we have p−1(D(b)) = D(bA) and (AG)b =
(Ab)G. Let V be an open subset of SpecAG. Show that G acts on the
scheme p−1(V ) and that OSpec AG(V ) = OSpec A(p−1(V ))G.
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3.21. Let X be a scheme, and let G be a finite group acting on X (i.e., G
is endowed with a group homomorphism G → Aut(X)). We define the
quotient scheme X/G by the universal property of Exercise 2.14, where
we replace the ringed topological spaces by schemes. It does not always
exists.
(a) Let A be a ring, and G a finite group of automorphisms of A, which

we identify with a group of automorphisms of the scheme SpecA.
Show that the quotient scheme (SpecA)/G exists and is isomorphic to
Spec(AG). Show that this is also the quotient as a ringed topological
space (Exercise 2.14).

(b) Let U be an open subscheme of SpecA that is stable under G. Pre-
serving the notation of the preceding exercise, show that the quotient
scheme U/G exists and is isomorphic to p(U).

(c) Let G be a finite group acting on a scheme X. We suppose that every
point x ∈ X has an affine open neighborhood that is stable under G
(see Exercise 3.3.23 for examples of such X). Show that the quotient
scheme X/G exists.

Remark. See [72] for quotients of algebraic varieties by algebraic groups.

3.22. Let k be a field of characteristic 0. We let G := Z act on the polynomial
ring k[T ] by n : T �→ T + n if n ∈ Z.
(a) Show that G is a subgroup of the group of automorphisms (of

k-algebras) of k[T ]. We identify it with a group of automorphisms
of A1

k. Show that the only open subschemes of A1
k that are stable

under G are ∅ and A1
k itself.

(b) Show that the quotient scheme A1
k/G exists and is equal to Spec k.

(c) Show that A1
k/G is not the quotient as a ringed topological space

(Exercise 2.14).

2.4 Reduced schemes and integral schemes

In this section we study some basic properties of schemes. The first subsection
deals with reduced schemes. The link between the sheaf of regular functions
OX and functions in the usual sense will be established in the case of algebraic
varieties. Next we introduce a topological notion, that of irreducible components.
This makes it possible to conclude with integral schemes and rational functions.

2.4.1 Reduced schemes

Recall that a ring A is called reduced if 0 is the only nilpotent element of A.

Definition 4.1. Let X be a scheme, x ∈ X. We say that X is reduced at x
if the ring OX,x is reduced. We say that X is reduced if it is reduced at every
point of X.
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Proposition 4.2. Let X be a scheme. The following properties are true.

(a) X is reduced if and only if OX(U) is reduced for every open subset
U of X.

(b) Let {Xi}i be a covering of X by affine open subsets Xi. If the OX(Xi)
are reduced, then X is a reduced scheme.

(c) There exists a unique reduced closed subscheme i : Xred → X having
the same underlying topological space as X. Moreover, if X is quasi-
compact, then the kernel of i#(X) : OX(X) → OX(Xred) is the nilradical
of OX(X).

(d) Let Y be a reduced scheme. Then any morphism f : Y → X factors in a
unique way into a morphism Y → Xred followed by i : Xred → X.

(e) Let Z be a closed subset of X. Then there exists a unique structure of
reduced closed subscheme on Z.

Proof For any ring A, let N(A) denote the nilradical of A. Let us define a sheaf
of ideals N ⊆ OX by

N (U) := {s ∈ OX(U) | sx ∈ N(OX,x), ∀x ∈ U}.

Then X is reduced if and only if N = 0. It is easy to verify that for any quasi-
compact (e.g., affine) open subset U of X (Exercise 3.14), we have N (U) =
N(OX(U)). This immediately implies (a).

Let Xred be the ringed topological space (X,OX/N ). Let us verify that this
defines the structure of a scheme; properties (c) and (d) will then follow imme-
diately. For this, we may assume that X = SpecA is affine. Let N = N(A).
Let i : SpecA/N → SpecA be the closed immersion of schemes defined by
the canonical surjection A → A/N . For any principal open subset D(g) of
X, we have Ker i#(D(g)) = N ⊗A Ag (Lemma 3.17). Now it is easy to see
that N ⊗A Ag = N(Ag) = N (D(g)). Therefore Ker i# = N , which shows that
Xred = SpecA/N . At the same time this shows (b), because ifOX(Xi) is reduced,
then N|Xi = 0.

Let Z be a closed subset of X. Let us first show the uniqueness of the reduced
closed subscheme structure (Z,OZ) on Z. Let U be an affine open subset of X.
Then (Z ∩ U,OZ∩U ) is determined by an ideal I of OX(U) (Proposition 3.20),
and we have OZ(Z ∩U) = OX(U)/I, Z ∩U = V (I). If (Z,OZ) is reduced, then
I =

√
I by (a). The uniqueness then follows from Lemma 1.6(b).

Let {Xi}i be a covering of X by affine open subsets Xi. Let Ii be an ideal of
OX(Xi) such that Z ∩ Xi = V (Ii). We endow Z ∩ Xi with the reduced closed
subscheme structure Spec(OX(Xi)/

√
Ii). By the uniqueness of such a structure,

we may glue the Spec(OX(Xi)/
√

Ii) to endow Z with the structure of a reduced
closed subscheme of X.

Let X be an algebraic variety over a field k. We will compare the regular
functions on X (i.e., elements of OX(X)) to functions in the usual sense. Let X0

denote the topological subspace made up of the closed points of X.
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Lemma 4.3. Let X be an algebraic variety over a field k, and let U be an open
subset of X. Then U0 = U ∩X0.

Proof This amounts to showing that U0 ⊆ X0. We may assume that U is
affine. Let x be a closed point of U . It suffices to show that x is closed in every
affine open subset V that contains it. The point x ∈ V corresponds to a prime
ideal p of A := OX(V ) and we have k ⊆ A/p ⊆ k(x). The fact that x is closed in
U implies that k(x), and therefore A/p, is a finite extension of k (Remark 1.3 and
Corollary 1.12). It follows that A/p is a field and therefore that p is a maximal
ideal, which proves that x is closed in V .

Let us fix an algebraic closure k̄ of k. Let f ∈ OX(X). We can associate to it
a function f̃ : X0 → k̄ defined by f̃(x) = the image of fx in k(x) (as we have just
seen, k(x) is a subextension of k̄). This clearly induces a group homomorphism
from OX(X) to the set F(X0, k̄) of maps from X0 to k̄. Let FX be the sheaf
U �→ F(U0, k̄). Then more generally we have a homomorphism of sheaves from
OX to FX . The following proposition explains, in a way, the meaning of ’regular
functions’.

Proposition 4.4. Let X be an algebraic variety over a field k. Then the homo-
morphism OX → FX is injective if and only if X is reduced.

Proof Let us first assume that X is reduced. Let U be an open subset of X
and f ∈ OX(U) be such that f̃(x) = 0 for every x ∈ U0. Then for any affine
open subset V of U , and for any closed point x of V , we have f̃(x) = 0. So
f |V is contained in the intersection of the maximal ideals of OX(V ). It follows
by Lemma 1.18 that f |V is nilpotent. By Proposition 4.2(a), this implies that
f |V = 0, whence f = 0.

Conversely, if X is not reduced, there exist an affine open subset U of X
and an f ∈ OX(U) \ {0} which is nilpotent. It is then clear that f̃ = 0. Hence
OX → F is not injective. In general, the kernel of OX → F is the sheaf of
nilpotent elements N as defined in the proof of Proposition 4.2.

2.4.2 Irreducible components

Let us now move to a more topological property of schemes. Let us recall that a
topological space X is called irreducible if the condition X = X1∪X2 with closed
subsets Xi implies that X1 = X or X2 = X. This amounts to saying that the
intersection of two non-empty open subsets of X is non-empty. For example, a
space made up of one point is irreducible; the closure of an irreducible subspace
(e.g., of a point) is irreducible. The notion of irreducibility is not interesting
for the classical (e.g., metric) topology, since an irreducible separated space is
reduced to a point. But this notion is very important in algebraic geometry.

The set of irreducible subspaces of X admits maximal elements for the inclu-
sion relation. Indeed, an increasing union of irreducible subsets stays irreducible,
and we then apply Zorn’s lemma. Such a maximal element is a closed subset
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since the closure of an irreducible subset is irreducible. We call these maximal
elements the irreducible components of X. Their union is equal to X since for
every x ∈ X, {x} is irreducible and therefore contained in a maximal element.

Proposition 4.5. Let X be a topological space.

(a) If X is irreducible, then any non-empty open subset of X is dense in X
and is irreducible.

(b) Let U be an open subset of X. Then the irreducible components of U are
the {Xi ∩ U}i, where the Xi are the irreducible components of X which
meet U .

(c) Suppose that X is a finite union of irreducible closed subsets Zj . Then
every irreducible component Z of X is equal to one of the Zj . If, moreover,
there is no inclusion relation between the Zj , then the Zj are exactly the
irreducible components of X.

Proof (a) Let V be a non-empty open subset of X. Let V be its closure in X.
Then X = (X \ V )∪ V . It follows that X = V . Finally, V is irreducible because
the intersection of two non-empty open subsets of V is non-empty since they are
dense in X.

(b) Let Xi be an irreducible component of X that meets U . If Xi ∩ U is
contained in an irreducible closed subset Z of U , then Xi = Xi ∩ U ⊆ Z by
(a). Hence Xi = Z since the latter is irreducible. It follows that Z ⊆ Xi ∩ U .
Therefore Xi ∩ U is an irreducible component of U . Conversely, let Z be an
irreducible component of U . Then there exists an irreducible component Xi of
X such that Z ⊆ Xi, and hence Z ⊆ Xi ∩ U . There is therefore equality. This
proves (b).

(c) We have Z = ∪j(Zj ∩ Z). It follows, by induction on the number of the
Zj , that Z is contained in (and therefore equal to) one of the Zj . For every j,
Zj is contained in an irreducible component, which is a Zk by what we have just
seen. Hence the set of Zj is equal to the set of irreducible components of X if
there is no inclusion relation between the Zj .

Definition 4.6. We say that a scheme X is irreducible if the underlying topo-
logical space of X is irreducible.

Proposition 4.7. Let X = SpecA. Let I be an ideal of A.

(a) The space V (I) is irreducible if and only if
√

I is prime.
(b) Let {pi}i be the minimal prime ideals of A; then the {V (pi)}i are the

irreducible components of X.
(c) X is irreducible if and only if A admits a unique minimal prime ideal. In

particular, X is irreducible if A is an integral domain.

Proof (a) Let us first suppose that
√

I is prime. If V (I) = V (J1) ∪ V (J2),
then

√
I =

√
J1J2 ⊇ J1J2 (Lemma 1.6(b)). It follows that J1 (for example) is

contained in
√

I, and hence V (I) = V (J1), which shows that V (I) is irreducible.
Conversely, if

√
I is not prime, there exist a, b ∈ A \

√
I such that ab ∈

√
I. It
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follows that V (I) is the union of the closed sets V (a)∩ V (I), V (b)∩ V (I) and is
not equal to either of them. Hence V (I) is not irreducible.

(b) and (c) follow immediately from (a).

Example 4.8. Let k be a field and X = Spec k[x, y, z]/(xz, z(z2 − y3)) ⊂ A3
k.

Then X = X1 ∪X2, where X1 = V (z) and X2 = V (x, z2 − y3). As k[x, y, z]/(z)
and k[x, y, z]/(x, z2 − y3) are integral domains, X1 and X2 are irreducible
(Proposition 4.7) and without an inclusion relation between them. They are
therefore the irreducible components of X. See Figure 3.

X2

1X

Figure 3. An affine scheme with two irreducible components X1 and X2.

Proposition 4.9. Let X be a Noetherian scheme. Then X has only a finite
number of irreducible components.

Proof By covering X with a finite number of affine open subsets Ui and using
Proposition 4.5(b), we see that X has a finite number of irreducible components
as soon as this is the case for every Ui. We therefore reduce to the case when X
is itself affine. Let A = OX(X). Let us first show that any radical ideal I of A
(i.e., I =

√
I) is a finite intersection of prime ideals. Let S be the set of radical

ideals of A that do not verify this property. If S is non-empty, then it admits
a maximal element I, since A is Noetherian. As I cannot be prime, there exist
a, b /∈ I such that ab ∈ I. The radical ideals

√
I + aA and

√
I + bA do not belong

to S because I is maximal; they are therefore finite intersections of prime ideals.
But I =

√
I + aA ∩

√
I + bA is then also a finite intersection of prime ideals,

which is a contradiction. Thus S = ∅.
Applying this result to the ideal

√
0, we see that X is a finite union of closed

irreducible subsets. The assertion then follows from Proposition 4.5(c).

Definition 4.10. Let x, y be points of a topological space X. We say that y
is a specialization of x or that x specializes to y if y ∈ {x}, the closure of {x}.
We say that x ∈ X is a generic point of X if x is the unique point of X that
specializes to x.

Lemma 4.11. Let X = SpecA. Let x, y be two points of X corresponding to
prime ideals p and q. Then

(a) {x} = V (p).
(b) The point y is a specialization of x if and only if p ⊆ q.
(c) The point x is a generic point if and only if p is a minimal prime ideal.

Proof This is an easy exercise using Lemma 1.6.
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Proposition 4.12. Let X be a scheme.

(a) For any generic point ξ of X, {ξ} is an irreducible component of X. This
establishes a bijection between the irreducible components of X and the
generic points of X.

(b) Let X be a scheme and x ∈ X. Then the irreducible components of
SpecOX,x correspond bijectively to the irreducible components of X
passing through x.

Proof (a) Let Z be an irreducible component of X. Let U be an affine open
subset of X such that Z ∩ U 
= ∅. Then Z ∩ U is an irreducible component of
U , by Proposition 4.5(b). Let ξ be the generic point of Z ∩ U (which exists by
Lemma 4.11(c)). Then Z = {ξ}. Conversely, let ξ be a generic point of X. Let
Z be an irreducible component of X containing ξ. By what we have just seen,
there exists a ξ′ ∈ X such that Z = {ξ′}. It follows that ξ is a specialization of
ξ′, and hence ξ′ = ξ and {ξ} = Z.

(b) By Proposition 4.5(b), we can replace X by an affine open subset contain-
ing x. The property that must be shown then follows from Lemma 4.11(c).

Example 4.13. Let OK be a non-trivial discrete valuation ring (i.e., OK is a
local principal ideal domain which is not a field); then SpecOK has exactly two
points: the generic point η corresponds to the ideal {0}, and the closed point s
corresponds to the maximal ideal of OK . The subset {η} is open in SpecOK .

Remark 4.14. Let X be a scheme, x ∈ X, and y ∈ {x} a specialization of x.
Then we have a canonical ring homomorphism OX,y → OX,x. Indeed, let U be
an affine open set containing y; then x ∈ U and OX,y → OX,x is a localization
at a prime ideal (see Lemma 4.11(b)).

Remark 4.15. Let X be an irreducible scheme with generic point ξ. Let P be
a property of schemes. Suppose that the set XP of points of X satisfying P is
open (which is true for many properties in algebraic geometry, see a first example
in Exercise 4.9). If ξ ∈ XP , then XP is a dense open set in X. Conversely, as
soon as XP is non-empty, it contains ξ. This generic point in a way occupies
a privileged position in X. The (suitable) properties of X at ξ ‘spread’ to the
‘sufficiently general’ points of X.

For algebraic varieties, we often use the notion of ‘general point’, which is
different from that of generic point. The latter is a very specific point of a scheme,
while a general point is any closed point of a suitable dense open subset of X.
The discussion above says that (suitable) properties of X at ξ are true for general
points.

2.4.3 Integral schemes

Definition 4.16. We say that a scheme X is integral at x ∈ X if OX,x is an
integral domain. This is equivalent to saying that X is reduced at x and that
there is a single irreducible component of X passing through x. We say that X
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is integral if it is reduced and irreducible. This implies that X is integral at all
of its points.

For example, SpecA is integral if and only if A is an integral domain
(Proposition 4.2(a) and (b), Lemma 4.11).

Proposition 4.17. Let X be a scheme. Then X is integral if and only if OX(U)
is an integral domain for every open subset U of X.

Proof Let us suppose that X is integral. As every open subscheme of X is inte-
gral (Proposition 4.5(a)), we can restrict ourselves to showing that OX(X) is an
integral domain. Let f, g ∈ OX(X) be such that fg = 0. Let us fix a non-empty
affine open subset W of X. Let us consider the closed subsets V (f |W ) and V (g|W )
of W ; their union is equal to W . Since the latter is irreducible, we have, for exam-
ple, W = V (f |W ), so f |W = 0 since OX(W ) is reduced (Proposition 4.2(a)). Let
U 
= ∅ be an arbitrary affine open subset of X. Then V (f |U ) contains the dense
open subset W ∩U , so V (f |U ) = U , and it follows that f |U = 0 and hence f = 0.

Conversely, let us suppose that OX(U) is an integral domain for every open
subset U . Then X is reduced. It remains to show irreducibility. If X admits two
distinct generic points ξ1, ξ2, there exist two affine open subsets U1, U2 with
ξi ∈ Ui. As the Ui are integral and therefore irreducible, U1 ∩ U2 = ∅ because
otherwise ξ1 and ξ2 would both be generic points of U1 ∩ U2. This leads to
a contradiction because OX(U1 ∪ U2) = OX(U1) ⊕ OX(U2) is not an integral
domain.

Proposition 4.18. Let X be an integral scheme, with generic point ξ.

(a) Let V be an affine open subset of X; then OX(V ) → OX,ξ induces an
isomorphism Frac(OX(V )) � OX,ξ.

(b) For any open subset U of X, and any point x ∈ U , the canonical
homomorphisms OX(U) → OX,x and OX,x → OX,ξ (Remark 4.14) are
injective.

(c) By identifying OX(U) and OX,x to subrings of OX,ξ, we have OX(U) =⋂
x∈U OX,x.

Proof (a) The point ξ is also the generic point of V and we have OX,ξ = OV,ξ,
so Frac(OX(V )) � OX,ξ by Lemma 3.3.

(b) Let f ∈ OX(U) be such that fx = 0. There exists an affine open set W � x
such that f |W = 0. For any affine open subset V of U , we have W ∩ V 
= ∅, so
f |W∩V = 0 implies f |V = 0 by (a), whence f = 0. Therefore OX(U) → OX,x is
injective. The injectivity of OX,x → OX,ξ results from the fact that OX(V ) →
OX,ξ is injective for every open subset V containing x.

(c) By covering U with affine open subsets, we may assume that U = SpecA
is affine. Let f ∈ Frac(A) be contained in all of the localizations Ap for every
p ∈ SpecA. Let I be the ideal {g ∈ A | gf ∈ A}. Then I is not contained in any
prime ideal, so I = A. It follows that f ∈ A.
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Definition 4.19. Let X be an integral scheme, with generic point ξ. We denote
the field OX,ξ by K(X). Sometimes, when X is an algebraic variety over a field k,
one also denotes K(X) by k(X). An element of K(X) is called a rational function
on X. We call K(X) the field of rational functions or function field of X.

We say that f ∈ K(X) is regular at x ∈ X if f ∈ OX,x. Proposition 4.18(c)
affirms that a rational function which is regular at every point of U is contained
in OX(U).

Exercises

4.1. Let k be a field and P ∈ k[T1, . . . , Tn]. Show that Spec(k[T1, . . . , Tn]/(P ))
is reduced (resp. irreducible; resp. integral) if and only if P has no square
factor (resp. admits only one irreducible factor; resp. is irreducible).

4.2. Let X be a scheme and x ∈ X. Show that the image of the morphism
SpecOX,x → X is the set of points of X that specialize to x.

4.3. Let OK be a discrete valuation ring with field of fractions K and uni-
formizing parameter t (i.e., a generator of the maximal ideal). Show
that SpecK[T ] can be identified with an open subscheme of SpecOK [T ].
Determine the set of closed points of SpecK[T ] which specialize to
the point corresponding to the maximal ideal (T, t) of OK [T ]. See also
Proposition 10.1.40(c).

4.4. We say that a scheme X is connected if the underlying topological space
of X is connected. For example, an irreducible scheme is connected. Let
X be a scheme having only a finite number of irreducible components
{Xi}i. Show that X is connected if and only if for any pair i, j, there
exist indices i0 = i, i1, . . . , ir = j such that Xil

∩ Xil+1 
= ∅ for every
l < r. Also show that X is integral if and only if X is connected, and
integral at every point x ∈ X.

4.5. Let X be a scheme. Show that every irreducible component of X is con-
tained in a connected component (in the topological sense). Show that if
X is locally Noetherian, then the connected components are open. If X
is Noetherian, then there are only finitely many connected components.

4.6. Let A be a ring. We say that e ∈ A is idempotent if e 
= 0 and e2 = e. We
will say that e is indecomposable if it cannot be written as a sum of two
idempotent elements. Let X be a scheme.
(a) Show the equivalence of the following properties:

(i) X is connected;
(ii) OX(X) has no other idempotent elements than 1;
(iii) SpecOX(X) is connected.

(b) Show that any local scheme (i.e., the spectrum of a local ring) is
connected.
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(c) Let us suppose that the connected components of X are open (e.g., X
locally Noetherian). Let U be a connected component of X. Show that
there exists a unique idempotent element e of OX(X) such that e|U =
1 and e|X\U = 0. Show that this establishes a canonical bijection from
the set of connected components of X onto the set of indecomposable
idempotent elements of OX(X), the converse map being given by
e �→ V (1− e).

4.7. We say that a topological space X verifies the separation axiom T0 if for
every pair of points x 
= y, there exists an open subset which contains one
of the points and not the other one. Show that the underlying topological
space of a scheme verifies T0.

4.8. Let X be a quasi-compact scheme (Exercise 3.14). Show that X contains
a closed point. See also Exercise 3.3.26 for a counterexample when X is
not quasi-compact.

4.9. Let X be a Noetherian scheme. Show that the set of points x ∈ X such
that OX,x is reduced (resp. is an integral domain) is open.

4.10. Let f : X → SpecA be a quasi-compact morphism (Exercise 3.17). Let I
be an ideal of A. Show that f(X) ⊆ V (I) if and only if f#(SpecA)(I) ⊆
OX(X) is nilpotent.

4.11. Let f : X → Y be a morphism of irreducible schemes with respective
generic points ξX , ξY . We say that f is dominant if f(X) is dense in Y .
Let us suppose that X, Y are integral. Show that the following properties
are equivalent:
(i) f is dominant;
(ii) f# : OY → f∗OX is injective;
(iii) for every open subset V of Y and every open subset U ⊆ f−1(V ),

the map OY (V ) → OX(U) is injective;
(iv) f(ξX) = ξY ;
(v) ξY ∈ f(X).

4.12. Let B be a graded ring. Let Y be a reduced closed subscheme of
ProjB. Show that there exists a homogeneous ideal I of B such that
Y � ProjB/I.

2.5 Dimension

In this section we study a numerical invariant attached to a scheme, the dimen-
sion. The fundamental result concerns the dimension of a hypersurface in a
Noetherian scheme (Theorem 5.15, Corollary 5.26). As a consequence, we will
see (Remark 5.27) that in the case of algebraic varieties, the abstract definition
coincides with geometric intuition.
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2.5.1 Dimension of schemes

Let X be a topological space. A chain of irreducible closed subsets of X is a
strictly ascending sequence of irreducible closed subsets

Z0 � Z1 � · · · � Zn ⊆ X.

The integer n is called the length of the chain.

Definition 5.1. Let X be a topological space. We define the (Krull) dimension
of X, which we denote by dimX, to be the supremum of the lengths of the
chains of irreducible closed subsets of X. This number is not necessarily finite.
By convention, the empty set is of dimension −∞. We say that X is pure of
dimension n if all irreducible components of X have the same dimension n.

Let X be a scheme. The dimension of X is the dimension of the underlying
topological space of X.

Example 5.2. A discrete topological space is of dimension 0.

Definition 5.3. Let X be a topological space. Let x ∈ X. We set

dimx X = inf{dimU
∣∣ U open neighborhood of x}.

This is the dimension of X at x.

Example 5.4. Let OK be a non-trivial discrete valuation ring. Let us keep
the notation of Example 4.13. As OK is an integral domain, X := SpecOK is
irreducible. The chain of maximal length is {s} ⊂ X. Therefore

dimX = dims X = 1.

As {η} is open, we have dimη X = dimη{η} = 0.

Proposition 5.5. Let X be a topological space. The following properties are
true.

(a) For any subset Y of X endowed with the induced topology, we have
dimY ≤ dimX.

(b) Let us suppose that X is irreducible of finite dimension. Let Y be a closed
subset of X. Then Y = X if and only if dimY = dimX.

(c) The dimension dimX is equal to the supremum of the dimensions of the
irreducible components of X.

(d) We have dimX = sup{dimx X | x ∈ X}.

Proof (a) Let Y1 � Y2 be two irreducible closed subsets of Y , and let X1, X2
be their respective closures in X. Then the Xi are irreducible and X1 � X2. It
follows from this that dimY ≤ dimX.

(b) and (c) follow immediately.
(d) By (a), we have dimx X ≤ dimX. Let X0 � X1 � · · · � Xn be a chain of

irreducible closed subsets of X. Let x ∈ X0. Then for any open neighborhood U
of x, the Xi∩U form a chain of irreducible closed subsets of U ; hence dimU ≥ n
and dimx X ≥ n, which proves (d).
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Remark 5.6. It follows from Proposition 5.5(d) that the notion of dimension is
local: if {Ui} is a covering of X by open subsets Ui, then dimX is the supremum
of the dimUi.

Definition 5.7. Let Y be an irreducible closed subset of X, we define the
codimension of Y in X to be the supremum of the lengths of the chains of
irreducible closed subsets of X containing Y :

Y ⊆ Z0 � Z1 � · · · � Zn.

Let Z be a closed subset of X; the codimension of Z in X, which we denote
by codim(Z, X), is the infimum of the codimensions (in X) of its irreducible
components.

It easily follows from the definition that codim(Z, X) + dimZ ≤ dimX. We
will see further on a case of equality (Proposition 5.23), but in general, this is
not true (see Exercise 5.3).

Let A be a ring and p a prime ideal of A. Let us recall that ht(p), the height
of p, is the supremum of the lengths of the strictly ascending chains of prime
ideals contained in p. For an arbitrary ideal I of A, ht(I) is the infimum of the
heights of the prime ideals containing I.

The supremum of the ht(p), when p runs through SpecA, is called the Krull
dimension of A. We denote it dimA. This is consequently the supremum of
the lengths of the strictly ascending chains of prime ideals of A. By convention,
dim{0} = −∞.

Proposition 5.8. Let A be a ring. The following properties are true.

(a) Let N be the nilradical of A. We have dimSpecA = dimA = dimA/N .
(b) Let p be a prime ideal of A; then dimAp = ht(p) = codim(V (p),SpecA).
(c) We have dimA = sup{dimAm}, the supremum being taken over the set

of maximal ideals m of A.

Proof (a) By Proposition 4.7(a), we have a bijective correspondence between
the irreducible closed subsets and the prime ideals: V (I) �→

√
I, which implies

that dimSpecA = dimA. As SpecA/N is homeomorphic to SpecA, we have the
second equality.

(b) and (c) follow from the description given above of the irreducible closed
subsets of SpecA.

Example 5.9. A field is of dimension 0. Any principal ideal domain which is
not a field (e.g., Z or Q[T ]) is of dimension 1. Let K be a number field; then the
ring of integers OK of K is of dimension 1. Indeed, the localization of OK at any
maximal ideal is a principal ideal domain, so dimOK = 1 by Proposition 5.8(c).
We can also use the following proposition:

Proposition 5.10. Let ϕ : A → B be an integral homomorphism. Let
q ∈ SpecB and p = ϕ−1(q) ∈ SpecA.
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(a) We have ht(q) ≤ ht(p). In particular, dimB ≤ dimA.
(b) Suppose, moreover, that ϕ is injective. Then SpecB → SpecA is surjec-

tive. Moreover, we have dimV (p) = dimV (q) and dimA = dimB.

Proof (a) Let q0 � q1 be two prime ideals of B. Let us show that ϕ−1(q0) �

ϕ−1(q1). This will imply that ht(q) ≤ ht(p). By replacing B by B/q0 and A by
A/ϕ−1(q0), we may assume that A and B are integral domains, that q0 = 0, and
that ϕ is injective. We must then show that ϕ−1(q1) 
= 0. Let b ∈ q1 be non-zero.
Let bn +an−1b

n−1 + · · ·+a0 = 0 be an integral equation for b over A, of minimal
degree n. Then a0 ∈ ϕ−1(q1) \ {0}.

(b) The surjectivity of SpecB → SpecA is shown in Exercise 1.8. Hence
by (a), it is enough to show the first equality. Let p0 � p1 be prime ideals of
A. Let q0 ∈ SpecB be such that ϕ−1(q0) = p0. By considering the injective
integral homomorphism A/p0 ↪→ B/q0, we obtain a prime ideal q1 of B such
that ϕ−1(q1) = p1 and q0 � q1. By repeatedly applying this result to a chain
of prime ideals of A containing p, we get dimV (p) ≤ dimV (q), and hence the
equality since A/p → B/q is integral.

2.5.2 The case of Noetherian schemes

Let us start by characterizing the schemes of dimension 0. Let us recall that a
ring A is called Artinian if every descending sequence of ideals of A is stationary.

Lemma 5.11. Let (A,m) be a Noetherian local ring. The following conditions
are equivalent:

(i) dimA = 0;
(ii) m =

√
0, the nilradical of A;

(iii) there exists a q ≥ 1 such that mq = 0;
(iv) A is Artinian.

Proof As A is local, dimA = 0 if and only if m is the unique prime ideal of
A, which is equivalent to m =

√
0, whence (i) ⇐⇒ (ii). Let us suppose that (ii)

is true. Let a1, . . . , as be a system of generators of m. There exists a t ≥ 1 such
that at

i = 0 for every i. We then have mts = 0, so (ii) implies (iii).
Let us show that (iii) implies (iv). Let (In)n be a descending sequence of ideals

of A. For any r ≥ 0, mr/mr+1 is, in a natural way, a vector space over the field
k = A/m, of finite dimension because A is Noetherian. The (In∩mr)/(In∩mr+1)
form a descending, and therefore stationary, sequence of subvector spaces of
mr/mr+1. There then exists an n0 such that for every r ≤ q and every n ≥ n0
we have In ∩mr ⊆ In+1 + In ∩mr+1. This implies that for every n ≥ n0, we have
In ⊆ In+1 + In ∩ m ⊆ · · · ⊆ In+1 + In ∩ mq = In+1. Consequently, In = In+1.
Hence A is Artinian.

Finally, if A is Artinian, then the descending sequence of ideals (mn)n is
stationary. Hence there exists a q such that mq = mq+1. This implies that mq = 0
by Nakayama’s lemma. Hence (iv) implies (ii).
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Theorem 5.12 (Krull’s principal ideal theorem). Let A be a Noetherian ring,
and f ∈ A a non-invertible element. Then for any prime ideal p that is minimal
among those containing f , we have ht(p) ≤ 1.

Proof Localizing in p, if necessary, we may assume that A is local with maximal
ideal p. Moreover, if necessary, replacing A by its quotient by a minimal prime
ideal, we may assume that A is an integral domain. Let q � p be a prime ideal.
We must show that q = 0.

By assumption, p/fA is the unique prime ideal of A/fA; hence
dimA/fA = 0. By the lemma above, A/fA is Artinian. Let us consider the
sequence of ideals qn := qnAf ∩ A. The image of this sequence in A/fA is
stationary. Therefore there exists an n0 such that for every n ≥ n0, we have
qn ⊆ qn+1 + fA.

Let n ≥ n0. Let x ∈ qn. There exists a y ∈ A such that x − fy ∈ qn+1.
It follows that fy ∈ qn and therefore y ∈ qn. In other words, we have
qn ⊆ qn+1 + fqn ⊆ qn+1 + pqn. It follows from Nakayama’s lemma that qn =
qn+1. As qnAf = qnAf , we have

qn0Af =
⋂

n≥n0

qnAf = 0,

by virtue of Krull’s theorem (Corollary 1.3.13). It follows that q = 0.

Lemma 5.13. Let A be a Noetherian ring, f ∈ A. Then for any chain of prime
ideals p0 � · · · � pn of A such that f ∈ pn and n ≥ 1, there exists a chain of
prime ideals q1 � · · · � qn with qn = pn and f ∈ q1.

Proof Let us show this assertion by induction on n. It is trivial for n = 1.
Let us suppose that n ≥ 2. We may assume that f /∈ pn−1 (otherwise we apply
the induction hypothesis to the sequence p0, . . . , pn−1). Let qn−1 be a mini-
mal element among the prime ideals containing pn−2 + fA and contained in
pn. Then pn−2 � qn−1. By applying the induction hypothesis to the sequence
p0, . . . , pn−2, qn−1, we obtain a chain of ideals q1 � · · · � qn−1 with f ∈ q1. On
the other hand, by virtue of Theorem 5.12, the image of qn−1 in A/pn−2 is of
height 1, while that of pn is of height at least 2 by hypothesis. We therefore have
qn−1 � pn, which shows the assertion at rank n.

Corollary 5.14. Let A be a Noetherian ring, and I an ideal of A generated by
r elements.

(a) Let p be a prime ideal of A, minimal among those containing I; then
ht(p) ≤ r. In particular ht(I) ≤ r.

(b) If, moreover, A is local, with maximal ideal m, then dimA is finite and
dimA ≤ dimA/m m/m2.

Proof (a) We use induction on r. The case r = 1 is Theorem 5.12. Let us
suppose that r ≥ 2. Let f1, . . . , fr be generators of I. Then I/frA is an ideal of
A/frA generated by r − 1 elements, and the image of p in A/frA is prime and
minimal among those containing I/frA. Hence the induction hypothesis says
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that ht(p/frA) ≤ r − 1. Let p0 � · · · � pn be a chain of prime ideals of A such
that pn = p and n ≥ 1. By virtue of Lemma 5.13, there exists a chain of prime
ideals q1 � · · · � qn with qn = p and fr ∈ q1. The image of this chain in A/frA
is a chain of prime ideals of A/frA. Hence we have n − 1 ≤ ht(p/frA) ≤ r − 1,
whence ht(p) ≤ r.

(b) Let e = dimA/m m/m2. By Nakayama’s lemma, m is generated by e
elements. It follows that dimA = ht(m) ≤ e.

Theorem 5.15. Let (A,m) be a Noetherian local ring, f ∈ m. Then we have
dim(A/fA) ≥ dimA − 1. Moreover, equality holds if f is not contained in any
minimal prime ideal of A.

Proof For any chain of prime ideals p0 � · · · � pn of A with pn = m, we have
f ∈ pn, and therefore there exists a chain of prime ideals q1 � · · · � qn with
qn = pn and f ∈ q1 (Lemma 5.13). The images of the qi in A/fA form a chain
of prime ideals of length n−1, and it follows that dimA/fA ≥ n−1. This shows
that dim(A/fA) ≥ dimA − 1. Let us moreover suppose that f is not contained
in any minimal prime ideal of A. For any prime ideal p, minimal among those
containing f , we have ht(p) = 1 by Theorem 5.12 (ht(p) 
= 0 since otherwise p
would be a minimal prime ideal). It follows that dim(A/fA) ≤ dimA−1, whence
the equality.

Lemma 5.16. Let A be a Noetherian ring and let m (resp. n) be a maximal
ideal of A (resp. of A[T1, ..., Tn]) such that n ∩A = m. Then ht(n) = ht(m) + n.

Proof By Corollary 1.12, A[T1, ..., Tn]/n is a finite extension of A/m. If n1 =
n∩A[T1, ..., Tn−1], then A[T1, ..., Tn−1]/n1 is a sub-A/m-algebra of A[T1, ..., Tn]/n
and is therefore a field. Thus n1 is maximal. We then see that it is enough to
prove the lemma in the case when n = 1.

Let p0 � · · · � pr ⊆ m be a chain of prime ideals of A. Then the piA[T ] form
a chain of prime ideals of A[T ]. Moreover, prA[T ] � n because A[T ]/prA[T ] is
not a field. Therefore ht(n) ≥ ht(m) + 1.

We will show the inequality in the other direction by induction on ht(m). If
ht(m) = 0, then m is a minimal prime ideal of A, and any prime ideal of A[T ]
contained in n must contain m. Therefore ht(n) = ht(n̄) = 1 where n̄ is the
image of n in A/m[T ]. Let us suppose that ht(m) ≥ 1. As A has only a finite
number of minimal prime ideals (Proposition 4.9) and m is not contained in any
of them, there exists an f ∈ m which does not belong to any minimal prime ideal
(Exercise 5.4). Let B = A/fA, and let n′ be the image of n in B[T ]. We have

ht(n) = dimA[T ]n ≤ dimA[T ]n/(f) + 1 = dimB[T ]n′ + 1 = ht(n′) + 1.

Let m′ be the image of m in B. Then ht(m′) = dimBm′ = dimAm/(f) =
ht(m)− 1. The induction hypothesis implies that ht(n′) ≤ ht(m′) + 1. It follows
that ht(n) ≤ ht(m) + 1, which completes the proof.

Corollary 5.17. Let A be a Noetherian ring. Then we have

dimA[T1, . . . , Tn] = dimA + n.
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Remark 5.18. If A is not necessarily Noetherian, the proof above shows that
dimA[T ] ≥ dimA + 1. We can also show that dimA[T ] ≤ 1 + 2dimA, see [17],
VIII, §2, n◦ 2, Corollaire 2.

2.5.3 Dimension of algebraic varieties

Let k be a field and K an extension of k. If there exists an integer d such that
K is algebraic over a subextension isomorphic to k(T1, . . . , Td), we say that K is
of finite transcendence degree over k, and d is called the transcendence degree of
K over k. We know that d is then unique ([55], VIII, Section 1). We denote this
degree by trdegk K. The field of fractions of a finitely generated integral domain
over k is clearly of finite transcendence degree over k (use Proposition 1.9).

Proposition 5.19. Let X be an integral algebraic variety over a field k. Then for
any non-empty open subvariety U of X, we have dimU = dimX = trdegk K(X).

Proof Let ξ be the generic point of X. Then K(U) = OU,ξ = OX,ξ = K(X),
so it suffices to show the second equality. By Remark 5.6, we can reduce to
X = SpecA affine.

By the Noether normalization lemma (Proposition 1.9), there exists a finite
injective homomorphism k[T1, . . . , Td] ↪→ A. On the one hand we have dimA =
d (Proposition 5.10 and Corollary 5.17), on the other hand trdegk A = d
because Frac(A) is algebraic over k(T1, . . . , Td), whence the equality dimA =
trdegk Frac(A).

Example 5.20. Let X = Proj k[x, y, z, w]/(xz − y2, yz − xw, z2 − yw). Then
dimX = 1. Indeed, the function field K(X) of X is k(y/z).

Corollary 5.21. Let B be a homogeneous algebra over a field k. Then

dimSpecB = dimProjB + 1.

Proof We may assume that B is an integral domain. Indeed, the minimal
prime ideals p1, . . . , pn of B are homogeneous (Lemma 3.35(a)), and it suffices
to compare the dimensions of V (pi) and V+(pi). Let f ∈ B+ be a homogeneous
element of degree 1. Then the B(f)-algebra homomorphism B(f)[T, 1/T ] → Bf

which sends T to 1/f is an isomorphism. Hence

dimSpecB = dimD(f) = dimD+(f) + 1 = dimProjB + 1

(Corollary 5.17).

Lemma 5.22. Let A be a finitely generated integral domain over k, and let p
be a prime ideal of A of height 1. Then dimA/p = dimA− 1.

Proof Let f ∈ p \ {0}. Then
√

fAp = pAp. As A is Noetherian, there exists
an h ∈ A \ p such that

√
fAh = pAh. As the dimension does not change when

we restrict ourselves to a non-empty open subset (proposition above), we can
replace A by Ah, and suppose that

√
fA = pA.



 

74 2. General properties of schemes

By Proposition 1.9, there exists a finite injective homomorphism A0 :=
k[T1, . . . , Td] → A. Let q = p∩A0. By virtue of Proposition 5.10, we have dimA =
d and dimA/p = dimA0/q. As we have dimA/p ≤ d− 1, it suffices to show that
dimA0/q ≥ d − 1. Let F = NormFrac(A)/ Frac(A0)(f) ∈ A0 (see Exercise 5.14).
By the multiplicativity of the norm, we see that fA∩A0 ⊆

√
FA0. Let P be an

irreducible factor of F . Then q ⊆ PA0. Now in the proof of Proposition 1.9 we
have seen that, if necessary applying an automorphism to A0, we can make P
monic in Td with coefficients in k[T1, . . . , Td−1]. This immediately implies that
A0/(P ) is finite over k[T1, . . . , Td−1], whence dimA0/q ≥ dimA0/(P ) = d−1.

Proposition 5.23. Let A be a finitely generated integral domain over k. Let p
be a prime ideal of A.

(a) We have ht(p) + dimA/p = dimA.
(b) If p is maximal, then dimAp = dimA.

Proof (a) Let us use induction on ht(p). The statement is trivial if ht(p) = 0.
Let us suppose that ht(p) ≥ 1. Let 0 = p0 � p1 � · · · � pd = p be a chain
of prime ideals of length d = ht(p). Then p/p1 is an ideal of A/p1, of height
ht(p)− 1. Applying the induction hypothesis to p/p1, we therefore obtain

(ht(p)− 1) + dimA/p = dimA/p1.

Using Lemma 5.22 with p1 ⊂ A, we obtain the equality ht(p)+dimA/p = dimA.
(b) Indeed, we then have dimA/p = 0. It suffices to apply (a).

Corollary 5.24. Let X be an irreducible algebraic variety over k, and let x be
a closed point of X. Then dimOX,x = dimX.

Proof We may assume that X is affine and integral. The statement then follows
from Proposition 5.23(b).

Remark 5.25. This result is not true in general, even for Noetherian schemes.
See Exercise 5.3(b).

Before stating the corollary that follows, we need some notation. Let X be a
scheme, and let f ∈ OX(X). We let V (f) := {x ∈ X | fx ∈ mxOX,x}. This is
the complement of Xf (see Definition 3.11) in X. Such a set is called a principal
closed subset. For any affine open subset U of X, V (f)∩U is the principal closed
subset V (f |U ) which we defined before (Section 2.1). The following corollary
results from Lemma 5.22.

Corollary 5.26. Let X be an irreducible algebraic variety, and f ∈ OX(X)
be non-nilpotent. Then every irreducible component of V (f) is of dimension
dimX − 1.

Remark 5.27. Let k be a field. Intuitively (see Corollary 1.15), the affine space
Ad

k must be of dimension d, and an algebraic set of the form f(x1, . . . , xd) = 0,
where f(x1, . . . , xd) is a non-zero polynomial, of dimension d − 1 (a ‘curve’ if
d = 2 and a ‘surface’ if d = 3). In fact, this indeed coincides with our abstract
definition, by virtue of the corollary above and of Corollary 5.17.
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Example 5.28. Let k be a field. Then dimPn
k = n. Let f ∈ k[T0, . . . , Tn] be

a non-zero homogeneous polynomial. Then the irreducible components of V+(f)
are of dimension n− 1. Thus the closed subscheme xp + yp = zp (where p ∈ N is
fixed) of P2

k is of dimension 1.

Definition 5.29. Let k be a field. An algebraic variety over k whose irreducible
components are of dimension 1 (resp. dimension 2) is called an algebraic curve
(resp. algebraic surface) over k.

Exercises

5.1. Let X be a topological space. Let {Xi}i be a covering of X by closed
subsets Xi. We assume that it is a locally finite covering, that is to say
that every point x ∈ X admits an open neighborhood U which meets only
a finite number of Xi. Show that dimX = supi dimXi.

5.2. Let X be a scheme and Z a closed subset of X. Show that for all x ∈ X, we
have codim({x}, X) = dimOX,x and codim(Z, X) = minz∈Z dimOX,z.

5.3. Show the following properties.
(a) Let Z be a closed subset of a topological space X. Show that we have

codim(Z, X) = 0 if and only if Z contains an irreducible component of
X. Give an example (with X non-irreducible) where codim(Z, X) = 0
and dimZ < dimX.

(b) Let X = SpecOK [T ] where OK is a discrete valuation ring, with
uniformizing parameter t 
= 0. Let f = tT − 1. Show that the ideal
generated by f is maximal. Let x ∈ X be the corresponding point.
Show that X is irreducible, dimOX,x = 1, and that codim({x}, X)+
dim{x} < dimX.

5.4. Let A be a ring and p1, . . . , pr be prime ideals of A. Let I be an ideal of
A contained in none of the pi. We want to show that I is not contained
in p1 ∪ · · · ∪ pr.
(a) Show that the property is true for r ≤ 2.
(b) Assume that the property is true for r−1 and that pr does not contain

any pi, i ≤ r− 1. Let x ∈ I \ (p1 ∪ · · · ∪ pr−1). Show that there exists
a y ∈ (Ip1 · · · pr−1) \ pr.

(c) Show that either x or x + y is not in p1 ∪ · · · ∪ pr.

5.5. Let A be a graded ring, and let p1, . . . , pr be homogeneous prime ideals
of A. Let I be a homogeneous ideal of A contained in none of the pi. We
want to show that there exists a homogeneous element of I not contained
in ∪ipi. One can suppose that pr does not contain any pi, i < r.
(a) Show that there exists a homogeneous element a ∈ Ip1 · · · pr−1 \ pr.
(b) Let b ∈ I be a homogeneous element such that b /∈ ∪i≤r−1pi. Show

that b or adeg b + bdeg a is not in p1 ∪ · · · ∪ pr. Conclude.
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5.6. Let A be a Noetherian ring, I an ideal of A.
(a) Let x ∈ I. Show that ht(I/xA) + 1 ≥ ht(I), and that the equality

holds if x does not belong to any minimal prime ideal of A. Show
that any prime ideal minimal among those containing x has height
equal to 1, if x is a regular element.

(b) Show that ht(I) ≥ 1 if and only if I is not contained in the union of
the minimal prime ideals of A (use (a) and Exercise 5.4).

(c) Let r = ht(I). Show that I contains an ideal J generated by r ele-
ments such that ht(J) = r and that ht(I/J) = 0.

5.7. Let f : X → Y be a morphism of algebraic varieties. We suppose
that f(X) is everywhere dense in Y . Show that dimX ≥ dimY (use
Proposition 5.19). Note a counterexample below for schemes in general.

5.8. Let OK be as in Exercise 5.3, and let K = Frac(OK), k = OK/tOK be
the residue field of OK . Let us set A = K × k and let ϕ : OK → A
be the homomorphism induced by OK → K and OK → k. Show that
fϕ : SpecA → SpecOK is surjective and that dimOK > dimA. Also show
that A is a finitely generated OK-algebra (i.e., quotient of a polynomial
ring over OK).

5.9. Let X be a scheme over a field k. Show that the points of X(k) are closed
in X. If X is an algebraic variety over k, then x ∈ X is closed if and only
if k(x) is algebraic over k.

5.10. Let k be an non-countable infinite field. Let X be an algebraic variety
over k with dimX ≥ 1, (Yn)n a sequence of closed subsets of X with
dimYn < dimX. We want to show that ∪nYn 
= X.
(a) Show the result for X = A1

k and then for Am
k .

(b) By using Noether’s normalization lemma, show the result for an arbi-
trary affine variety. Deduce the general case from this.

5.11. (Schemes of dimension 0)
(a) Let X be a scheme which is a (finite or not) disjoint union of open

subschemes Xi. Show that OX(X) �∏i OX(Xi).
(b) Show that any scheme of finite cardinal and dimension 0 is affine.
(c) Let X = SpecA be a scheme of finite cardinal and dimension

0. Show that every point x ∈ X is open. Deduce from this that
A � ⊕p∈Spec AAp.

(d) Show that statement (c) is false if we do not suppose SpecA of dimen-
sion 0.

5.12. Let k be a field. We will determine the affine open subsets of An
k and of

Pn
k . See also Exercise 4.1.15.

(a) Show that the principal open subsets of An
k and of Pn

k (not equal to
Pn

k ) are affine.
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(b) Let X = ∪iD(fi) be a finite union of principal open subsets of An
k .

Show that OAn
k
(X) = k[T1, . . . , Tn]f , where f = gcd{fi}i. Show that

every affine open subset of An
k is principal.

(c) Show that every irreducible closed subset of Pn
k of dimension n− 1 is

principal.
(d) Let X be an affine open subset of Pn

k . Show that the irreducible
components of Pn

k \X are of dimension n−1, and that X is a principal
open subset of Pn

k .

5.13. Let k be a field. A function field in n variables over k is a field K that
is finitely generated over k (i.e., there exist f1, . . . , fr ∈ K such that
K = k(f1, . . . , fr)), of transcendence degree trdegk K = n. Show that an
extension K of k is a function field in n variables over k if and only if
K = K(X), where X is an integral algebraic variety over k, of dimension
n. If this is the case, we can take X projective.

5.14. Let L/K be a finite field extension. Let x ∈ L. Then the multiplication
by x is an endomorphism of L as K-vector space. We let NormL/K(x)
denote the determinant of this endomorphism. We also call it the norm
of x over K.
(a) Show that NormL/K is a multiplicative map from L to K.
(b) Let A ⊆ B be rings such that K = Frac(A), L = Frac(B), and that

B is integral over A. Show that for any b ∈ B, NormL/K(b) is integral
over A.

(c) Let us moreover suppose that A is a polynomial ring over a field k.
Show that NormL/K(B) ⊆ A.

5.15. Let X = ProjB be a projective variety over a field k.
(a) Let f ∈ B+ be a homogeneous element. Let p be a prime ideal of

B, minimal among those containing f . Show that p is homogeneous,
contained in B+, and that ht(p) ≤ 1. Show that if V+(f) = ∅, then
B+ = p and dimX ≤ 0.

(b) Let Y be a closed subvariety of X, of dimension r. Show that for
any sequence f1, . . . , fr of homogeneous elements of B+, we have
V+(f1, . . . , fr) ∩ Y 
= ∅.



 
3

Morphismsandbasechange

In this chapter we study some properties of morphisms in relation to base change.
The concept of base change is fundamental in the theory of schemes. It makes
it possible to understand better the ‘relative’ (or functorial) nature of schemes,
in the sense that it is sometimes more important to study the morphisms of
schemes X → S than the schemes X themselves. Base change is also a very
useful technique for reducing to a more suitable base scheme S. We will have
many occasions to put it into practice.

In the first section, we introduce the notions of fibered product and base
change. Next, we treat the particular case when the base scheme is the spec-
trum of a field. The chapter concludes with the study of a class of particularly
important morphisms, that of the proper morphisms.

3.1 The technique of base change

3.1.1 Fibered product

Let X, Y , S be sets, ϕ : X → S, ψ : Y → S maps. The fibered product X ×S Y
of X and Y over S is the set of elements (x, y) ∈ X × Y such that ϕ(x) = ψ(y).
This set, defined very simply, can also be characterized by a universal property
(Exercise 1.1). We use its analogue to define the fibered product of schemes.

Definition 1.1. Let S be a scheme, and let X, Y be two S-schemes. We define
the fibered product of X, Y over S to be an S-scheme X ×S Y , together with
two morphisms of S-schemes p : X ×S Y → X, q : X ×S Y → Y (called the
projections), verifying the following universal property:

Let f : Z → X, g : Z → Y be two morphisms of S-schemes. Then
there exists a unique morphism of S-schemes (f, g) : Z → X ×S Y
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making the following diagram commutative:

X

Z �(f,g)
���

���
����f

����������g

X ×S Y

�
p

�
q

Y

Proposition 1.2. Let S be a scheme, and let X, Y be two S-schemes. Then the
fibered product (X ×S Y, p, q) exists, and is unique up to isomorphism. If X, Y ,
and S are affine, then X×S Y = Spec(OX(X)⊗OS(S)OY (Y )), and the projection
morphisms are induced by the canonical homomorphisms OX(X),OY (Y ) →
OX(X)⊗OS(S) OY (Y ).

Proof Let us first specify the meaning of an isomorphism of fibered products:
if two triplets (Z, p, q) and (Z ′, p′, q′) satisfy the property of the fibered product,
there exists a unique isomorphism f : Z → Z ′ such that p = p′ ◦f and q = q′ ◦f .
The uniqueness can easily be deduced from the universal property, in a similar
manner as for Proposition 1.1.2. This uniqueness property will be used for the
construction of the fibered product X ×S Y .

The proof of the existence of the fibered product consists of constructing
the fibered product in the case of affine schemes, and glueing affine pieces in the
general case. Let us note that if (X×SY, p, q) exists, then for any open subscheme
U of X, the fibered product of U and Y also exists. It suffices for this to take
U ×S Y := p−1(U), the projection morphisms being the restrictions of p and q to
the open subset p−1(U) (use Exercise 2.2.12). Moreover, given the symmetry of
the definition, if (X ×S Y, p, q) exists, then (X ×S Y, q, p) is the fibered product
of Y and X.

Let us first consider the case when S = SpecA, X = SpecB, Y = SpecC
are affine. Let us set W = Spec(B ⊗A C). Let p (resp. q) be the morphism
corresponding to the canonical homomorphism B → B⊗AC (resp. C → B⊗AC).
It follows from the universal property of B ⊗A C (Proposition 1.1.14) and from
Proposition 2.3.25 that (W, p, q) is the fibered product of X and Y over S.

Let us now suppose S, Y affine, and X arbitrary. Let {Xi}i be a covering of
X by affine open subsets. From the above, the fibered product (Xi ×S Y, pi, qi)
exists for every i. For any pair i, j, p−1

i (Xi∩Xj) and p−1
j (Xi∩Xj) are canonically

isomorphic to (Xi ∩ Xj)×S Y , which gives an isomorphism of fibered products
fij : p−1

i (Xi∩Xj) � p−1
j (Xi∩Xj). We then have fik = fjk◦fij by the uniqueness

of the isomorphism of fibered products p−1
i (Xi∩Xj ∩Xk)×S Y � p−1

k (Xi∩Xj ∩
Xk) ×S Y . Consequently, we can glue the S-schemes Xi ×S Y to an S-scheme
W (Lemma 2.3.33). As each Xi ×S Y can be considered as an X-scheme and
a Y -scheme via the projection morphisms, and as the fij are compatible with
the structures of X-schemes and of Y -schemes, we obtain projection morphisms
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p : W → X, q : W → Y . The fact that (W, p, q) form the fibered product of X
and Y can be verified immediately (use Exercise 2.2.11).

Let us now remove the assumption that Y is affine. We cover Y by affine
open subsets Yi. Then the fibered products of X and Yi exist by what we have
just seen and by the symmetry of the fibered product. By glueing the X ×S Yi

as above, we obtain the existence of the fibered product.
Let us conclude with the general case that S is not necessarily affine. Let

{Si}i be an affine open covering of S. Let us write f : X → S and g : Y → S for
the structural morphisms, Xi = f−1(Si), and Yi = g−1(Si). Any Si-scheme is in
a natural way an S-scheme. It immediately follows from the definition that the
fibered product of Xi and Yi over Si (which exists by the preceding case) is also
their fibered product over S. We leave it to the reader to verify that the schemes
Xi ×S Yi glue via the (Xi ∩ Xj) ×S (Yi ∩ Yj), and that the resulting scheme is
the fibered product X ×S Y .

In what follows, we will generally omit the projection morphisms p, q in the
notation of the fibered product (X ×S Y, p, q). When S = SpecA, we also write
X ×A Y instead of X ×S Y .

Example 1.3. Let k be a ring. By the construction above and Example 1.1.15,
we have

An
k ×k Am

k = An+m
k .

More generally, if X (resp. Y ) is an affine closed subscheme of Spec k[T1, . . . , Tn]
(resp. of Spec k[S1, . . . , Sm]) defined by polynomials P1(T ), . . . , Pr(T ) (resp. by
polynomials Q1(S), . . . , Ql(S)), then the fibered product X ×k Y is the closed
subscheme of Spec k[Ti, Sj ]i≤n,j≤m defined by the polynomials P1(T ), . . . , Pr(T ),
Q1(S), . . . , Ql(S).

Let us note, on the other hand, that in general Pn
k ×k Pm

k 
� Pn+m
k

(Exercise 3.21).

Proposition 1.4. Let S be a scheme, and X, Y schemes over S. The following
properties are true.

(a) We have canonical isomorphisms of schemes: X ×S S � X, X ×S Y �
Y ×S X, (X ×S Y )×S Z � X ×S (Y ×S Z).

(b) Let Z be a Y -scheme, considered as an S-scheme via Z → Y → S. Then
we have a canonical isomorphism of S-schemes (X×S Y )×Y Z � X×S Z,
where X×SY is endowed with the structure of a Y -scheme via the second
projection.

(c) Let f : X → X ′, g : Y → Y ′ be morphisms of S-schemes. There exists a
unique morphism of S-schemes f × g : X ×S Y → X ′ ×S Y ′ which makes
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the following diagram commutative:

X �f
X ′

X ×S Y

�
p

�f×g

�
q

X ′ ×S Y ′

�
p′

�
q′

Y �g
Y ′

(d) Let i : U → X, j : V → Y be open subschemes. Then the morphism i× j
induces an isomorphism U ×S V � p−1(U) ∩ q−1(V ) ⊆ X ×S Y .

Proof All these properties easily follow from the universal property of the
fibered product.

Remark 1.5. Let us denote the underlying topological space of X by sp(X).
One must be careful when handling the space sp(X ×S Y ), which is not nec-
essarily the fibered product of the topological spaces sp(X) ×sp(S) sp(Y ). See
Exercise 1.10.

Remark 1.6. Keeping the notation of Proposition 1.4, let MorS(X, Y ) denote
the set of morphisms of S-schemes from X to Y . Let Z be an S-scheme. The
projections p, q induce, by composition, maps

MorS(Z, X ×S Y ) → MorS(Z, X), MorS(Z, X ×S Y ) → MorS(Z, Y ).

This gives a map

MorS(Z, X ×S Y ) → MorS(Z, X)×MorS(Z, Y ), (1.1)

which is bijective by the universal property. By taking Z = S, we obtain a
canonical bijection of the sections

(X ×S Y )(S) � X(S)× Y (S).

If we take Y = Z, we see that the bijection in (1.1) induces a bijection between
the subsets

MorY (Y, XY ) � MorS(Y, X), (1.2)

where XY = X×S Y is endowed with the structure of a Y -scheme via the second
projection.

3.1.2 Base change

Definition 1.7. Let S be a scheme, and X an S-scheme. For any S-scheme S′,
the second projection q : X ×S S′ → S′ endows X ×S S′ with the structure of an
S′-scheme. This process is called base change by S′ → S. We sometimes denote
the S′-scheme X ×S S′ by XS′ . If f : X → Y is a morphism of S-schemes, we
let fS′ denote the morphism f × IdS′ : X ×S S′ → Y ×S S′. If S′ = SpecB is
affine, we also denote XS′ by XB , and fS′ by fB .
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Example 1.8. Let X = SpecA[T1, . . . , Tn]/(P1, . . . , Pm) be an affine scheme.
Let B be an A-algebra. Then

XB = SpecB[T1, . . . , Tn]/(P1, . . . , Pm),

the Pi being considered as polynomials with coefficients in B.

Let us now consider base change for projective schemes. Let A be a ring.
Let B be a graded A-algebra, C an A-algebra. Then we can canonically endow
E := B ⊗A C with the structure of a graded C-algebra. Indeed, B = ⊕d≥0Bd

implies that E = ⊕d≥0(Bd ⊗A C). It then suffices to set Ed = Bd ⊗A C. Let us
note that E is still a graded A-algebra.

Proposition 1.9. Let A be a ring. Let B be a graded A-algebra, and C an
A-algebra. Let us endow B ⊗A C with the grading as above. Then we have a
canonical isomorphism

Proj(B ⊗A C) � ProjB ×Spec A SpecC.

Proof Let ϕ : B → E = B ⊗A C denote the canonical homomorphism (ϕ(b) =
b⊗1). Then ϕ(B+)E = E+. We therefore obtain morphisms g : ProjE → ProjB
(Lemma 2.3.40) and ProjE → SpecC (Proposition 2.3.38). These are morphisms
of A-schemes. We therefore obtain a morphism of A-schemes

h : ProjE → ProjB ×Spec A SpecC.

For any f ∈ B+, we have h−1(D+(f)×Spec ASpecC) = g−1(D+(f)) = D+(ϕ(f))
(Lemma 2.3.40). It therefore suffices to show that

D+(ϕ(f)) → D+(f)×Spec A SpecC

is an isomorphism, in other words that ψ : B(f) ⊗A C → E(ϕ(f)) is an isomor-
phism. It is clear that ψ, which is defined by ψ((b/fn) ⊗ c) = (b ⊗ c)/ϕ(f)n, is
surjective. Moreover, as B(f) is a direct factor of

Bf = B(f) ⊕ (⊕m�=n deg f Bm/fn),

the canonical homomorphism B(f) ⊗A C → Bf ⊗A C � Eϕ(f) (Exercise 1.2.2)
is injective. As this injection factors into ψ followed by the inclusion E(ϕ(f)) ⊆
Eϕ(f), we have ψ injective. Consequently, ψ is indeed an isomorphism.

Example 1.10. Let A → C be a ring homomorphism. Then we have (Pn
A)C =

Pn
C . Let X be a closed subscheme of Pn

A defined by homogeneous polynomi-
als P0(T ), . . . , Pm(T ) ∈ A[T0, . . . , Tn]. Then XC is the closed subscheme of Pn

C

defined by the same polynomials.

Notation. Let S be a scheme. It is in a unique way a Z-scheme. We set

Pn
S = Pn

Z
×Spec Z S.

This is an S-scheme via the second projection Pn
S → S. If S = SpecA is affine,

then Pn
S coincides with Pn

A (proposition above).



 

3.1. The technique of base change 83

Definition 1.11. Let A be a ring. We say that a morphism f : X → SpecA is
projective if it factors into a closed immersion X → Pn

A followed by the canonical
morphism Pn

A → SpecA. This coincides with Definition 2.3.42. We say that an
A-scheme is projective if the structural morphism is projective.

In this book, we will essentially only use projective morphisms over affine
schemes. The definition of a projective morphism over a general base scheme
is more complicated (see [41], II.5.5.2). We adopt here the more restrictive
definition of [43] (it coincides with that of [41] if the base scheme is affine, see
also [41], II.5.5.4(ii)).

Definition 1.12. Let S be a scheme. We will say that a morphism X → S is
projective if it factors into a closed immersion X → Pn

S followed by the canonical
morphism Pn

S → S.

Let us consider a particular case of base change, which is that of the morphism
Spec k(y) → Y (Example 2.3.18).

Definition 1.13. Let f : X → Y be a morphism of schemes. For any y ∈ Y ,
we set

Xy = X ×Y Spec k(y).

This is the fiber of f over y. The second projection Xy → Spec k(y) makes Xy

into a scheme over k(y).

Example 1.14. Let X = Pn
Y . Then for any y ∈ Y , we have Xy = Pn

k(y) by
Proposition 1.4(b).

Definition 1.15. Let f : X → Y be a morphism with Y irreducible of generic
point ξ; we call Xξ the generic fiber of f .

Proposition 1.16. Let f : X → Y be a morphism of schemes. Then for any
y ∈ Y , the first projection p : Xy = X ×Y Spec k(y) → X induces a homeomor-
phism from Xy onto f−1(y).

Proof We may assume that Y = SpecA is affine. Actually, if V is an affine
neighborhood of y, then Xy = (X×Y V )×V Spec k(y) = f−1(V )y. Moreover, for
any open subset U of X, we have p−1(U) = U ×Y Spec k(y), and may therefore
assume that X = SpecB is also affine. Let p be the prime ideal of A correspond-
ing to y ∈ Y . Let p1 be the morphism associated to the canonical ring homo-
morphism B → B ⊗A Ap (which is a localization), and let p2 be the morphism
associated to the canonical surjection B ⊗A Ap → B ⊗A k(p). Then p = p2 ◦ p1.
Let us denote the homomorphism f#(Y ) by ϕ : A → B. Lemma 2.1.7(b) and
(c) imply that p induces a homeomorphism from Xy onto the set of prime ideals
q of B such that q ⊇ pB and q ∩ ϕ(A \ p) = ∅. Now this condition is equivalent
to ϕ−1(q) = p. This shows that the image of Xy in X is f−1(y).

Remark 1.17. Let f : X → Y be a morphism of schemes. Let y ∈ Y . The
proposition above makes it possible to endow the set f−1(y) with the structure
of a scheme over k(y). Intuitively, we can consider X as a family of schemes
Xy → Spec k(y) parameterized by the points y ∈ Y .
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Example 1.18. Let X be a scheme over a discrete valuation ring OK , and
let s be the closed point of SpecOK . We call Xs the special fiber of X. The
topological space X is the disjoint union of the generic fiber Xη, which is a
scheme over Frac(OK), and of the special fiber Xs, which is a scheme over the
residue field k(s) of OK . Moreover, Xη is open in X because {η} is open in
SpecOK . The fiber Xs is closed in X because s is closed; hence it is also called
the closed fiber.

Example 1.19. Let m be a non-zero integer. Let

f : X = SpecZ[T1, T2]/(T1T
2
2 −m) → SpecZ

be the canonical morphism. For any prime number p, we let Xp denote the fiber
of f over the point pZ ∈ SpecZ. Then the generic fiber of X is

SpecQ[T1, T2]/(T1T
2
2 −m) = SpecQ[T2, 1/T2].

The fiber Xp is equal to SpecFp[T1, T2]/(T1T
2
2 − m). Thus Xp is integral (iso-

morphic to SpecFp[T, 1/T ]) if p does not divide m, while it has two irreducible
components and is not reduced if p divides m. Let us note that X itself is inte-
gral. We have in a way ‘cut’ X ‘up’ into slices, most of these slices Xp (for
p 

∣∣ m) staying integral, but some become reducible. This is the phenomenon of

‘degeneration’. We will return to it in later chapters.

mp0 p m

Figure 4. Family of varieties that degenerates.

Remark 1.20. Let f : X → Y be a morphism of S-schemes, and S′ be an S-
scheme. Then the morphism f × IdS′ : X ×S S′ → Y ×S S′ can be obtained from
f : X → Y by the base change Y ×S S′ → Y because X×S S′ = X×Y (Y ×S S′).

Definition 1.21. A property P of morphisms of schemes f : X → Y is said to
be local on the base Y if the following assertions are equivalent:

(i) f verifies P;
(ii) for any y ∈ Y , there exists an affine neighborhood V of y such that

f |f−1(V ) verifies P.

For example, open and closed immersions are clearly properties which are
local on the base.
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Definition 1.22. We say that a property P of morphisms of schemes is stable
under base change if for any morphism X → Y verifying P, X ×Y Y ′ → Y ′ also
verifies P for every Y -scheme Y ′.

Proposition 1.23. Open immersions and closed immersions are stable under
base change.

Proof Let X → Y be an open immersion, and let Y ′ → Y be a morphism.
By Proposition 1.4(d), X ×Y Y ′ → Y ′ = Y ×Y Y ′ induces an isomorphism from
X ×Y Y ′ to p−1(X), where p : Y ×Y Y ′ → Y is the first projection. Hence
X ×Y Y ′ → Y ′ is an open immersion.

As the property of closed immersion is local on Y , we may assume that Y =
SpecA, Y ′ = SpecB. Then X = SpecA/I, and the morphism X ×Y Y ′ → Y ′ is
induced by the surjective homomorphism B → B⊗AA/I = B/IB; it is therefore
a closed immersion.

To conclude, let us study the behavior of the ring OX(X) after base change.
Let A → B be a ring homomorphism. Let X be a Noetherian A-scheme. The pro-
jection morphisms XB → X, XB → SpecB induce canonical homomorphisms
OX(X) → OXB

(XB), B → OXB
(XB). By tensor product, this gives a canonical

homomorphism OX(X)⊗A B → OXB
(XB) (Proposition 1.1.14).

Proposition 1.24. Let A → B be a flat ring homomorphism. Let X be a
Noetherian A-scheme. Then the canonical homomorphism OX(X) ⊗A B →
OXB

(XB) is an isomorphism. (See also Lemma 5.2.26.)

Proof Let {Xi}i be a finite covering of X by affine open subsets. We have an
exact sequence:

0 → OX(X) → ⊕iOX(Xi) → ⊕i,jOX(Xi ∩Xj) (1.3)

(see Lemma 2.2.7). As A → B is flat, this sequence tensored by B, which we
denote by (1.3)⊗AB, stays exact. Moreover, {(Xi)B}i is an affine open covering
of XB . We therefore have another exact sequence:

0 → OXB
(XB) → ⊕iOXB

((Xi)B) → ⊕i,jOXB
((Xi)B ∩ (Xj)B).

By comparing the latter with (1.3)⊗AB as at the end of the proof of
Proposition 2.3.12, we obtain the bijectivity of OX(X)⊗A B → OXB

(XB).

Exercises

1.1. Let S, X, Y be sets. We keep the notions of fibered product from the
beginning of this section. Let p : X ×S Y → X, q : X ×S Y → Y denote
the restrictions of the projections X × Y → X and X × Y → Y . Show
that for any set Z and any pair of maps f : Z → X, g : Z → Y such that
ϕ ◦ f = ψ ◦ g, there exists a unique map (f, g) : Z → X ×S Y such that
p ◦ (f, g) = f and q ◦ (f, g) = g.
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1.2. Let f : X → Y be a morphism of schemes. For any scheme T , let f(T ) :
X(T ) → Y (T ) denote the map defined by f(T )(g) = f ◦ g. Show that
f(T ) is bijective for every T if and only if f is an isomorphism (use the
identity morphisms on X and Y ).

1.3. Let f : X → Y be a dominant morphism of irreducible schemes. Show
that the generic fiber of f is dense in X.

1.4. Let f : X → Y be a morphism of affine schemes. Show that for any affine
open subscheme V of Y , f−1(V ) is affine (see also Exercise 3.8).

1.5. Let X, Y be algebraic varieties over a field k. Show that

dim(X ×k Y ) = dimX + dimY

(use Proposition 2.1.9).

1.6. Let π : T → S be a morphism of schemes. Let us suppose that π : T → S
is an open or closed immersion, or that S = SpecA, and π is induced by
a localization A → F−1A for a multiplicative set F ⊂ A.
(a) Let f, g : Z → T be two morphisms of schemes such that π◦f = π◦g.

Show that f = g.
(b) Let X, Y be T -schemes. Show that the canonical morphism X×T Y →

X ×S Y is an isomorphism.
(c) Show that (b) can be false if the hypothesis on T → S is not verified.

1.7. Let X, Y be S-schemes, p and q the projection morphisms from X ×S Y
to X, Y . Let us fix s ∈ S. Show that for any x ∈ Xs and any y ∈ Ys,
there exists a natural homeomorphism

Spec(k(x)⊗k(s) k(y)) → {z ∈ X ×S Y | p(z) = x, q(z) = y}.

1.8. Let X → S be a surjective morphism. Show that X×SY → Y is surjective
for any S-scheme Y . In other words, surjective morphisms are stable under
base change. (Use Proposition 1.16.)

1.9. Let k be a field. We want to study SpecA, where A = k(u) ⊗k k(v)
is the tensor product of two purely transcendental extensions of k, of
transcendence degree 1.
(a) We have k(u) = T−1k[u], where T is the multiplicative set made

up of the non-zero elements of k[u]. Deduce from this that A is the
localization of k[u, v] with respect to the multiplicative set T ′ made
up of the non-zero elements of the form P (u)Q(v) ∈ k[u, v].

(b) Let m be a maximal ideal of k[u, v]. Show that there exists a P (u) ∈
m \ {0}. Deduce from this that T ′ ∩m 
= ∅.

(c) Show that the maximal ideals of A are of the form gA, with g ∈
k[u, v] \ (k[u] ∪ k[v]) irreducible in k[u, v].

(d) Show that SpecA is an infinite set and that dimA = 1.
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1.10. Let S be a scheme, and let π : X → S, ρ : Y → S be S-schemes. Let
sp(X) ×sp(S) sp(Y ) be the fibered product of sets defined by π and ρ,
endowed with the topology induced by the product topology on sp(X)×
sp(Y ). We are going to study some properties concerning the relation
between sp(X ×S Y ) and sp(X)×sp(S) sp(Y ).
(a) Show that we have a canonical continuous map f : sp(X ×S Y ) →

sp(X)×sp(S) sp(Y ).
(b) Show that f is surjective.
(c) Let us consider the example X = Y = SpecC and S = SpecR. Show

that X ×S Y � Spec(C ⊕ C) and that f is not injective.
(d) Show that in the case of Exercise 1.9, with X = Spec k(u), Y =

Spec k(v), and S = Spec k, the map f has infinite fibers.
(e) Let S = Spec k be the spectrum of an arbitrary field. By studying

the example X = Y = A1
k, show that the image of an open subset

under f is not necessarily an open subset.

1.11. Let k be a field and z ∈ Pn
k (k). We choose a homogeneous coordinate

system such that z = (1, 0, . . . , 0).
(a) Show that there exists a morphism p : Pn

k \ {z} → Pn−1
k such that

over k, where k is the algebraic closure of k, we have

pk(a0, a1, . . . , an) = (a1, . . . , an)

for every point of Pn
k
(k). Such a morphism is called a projection with

center z.
(b) Let X be a closed subset of Pn

k not containing z. Show that X cannot
contain p−1(y) for any y ∈ Pn−1

k .

3.2 Applications to algebraic varieties

3.2.1 Morphisms of finite type

Most interesting morphisms in algebraic geometry are of finite type and local-
izations of morphisms of finite type.

Definition 2.1. A morphism f : X → Y is said to be of finite type if f is
quasi-compact (Exercise 2.3.17), and if for every affine open subset V of Y ,
and for every affine open subset U of f−1(V ), the canonical homomorphism
OY (V ) → OX(U) makes OX(U) into a finitely generated OY (V )-algebra. A
Y -scheme is said to be of finite type if the structural morphism is of finite type.

Proposition 2.2. Let f : X → Y be a morphism of schemes. Let us suppose
that there exists a covering {Vi}i of Y by affine open subsets such that for every
i, f−1(Vi) is a finite union of affine open subsets Uij , and that OX(Uij) is a
finitely generated algebra over OY (Vi) for every j. Then f is of finite type.
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Proof Let V be an affine open subset of Y . For any i, V ∩Vi is a union of open
subsets Vik which are principal both in Vi and in V . As V is quasi-compact, it
is a finite union of open subsets of the form Vik. We have f−1(Vik) = ∪jUijk,
where Uijk := Uij ∩ f−1(Vik) is a principal open subset of Uij . It follows that
f−1(V ) is a finite union of affine open subsets ∪αUα, where each Uα is of the
form Uijk. In particular, f−1(V ) is quasi-compact.

Let us note, moreover, that OX(Uα) = OX(Uijk) is finitely generated over
OX(Vik), and hence finitely generated over OY (V ), because OX(Vik) is finitely
generated over OY (V ). Let U be an affine open subset of f−1(V ). Then U is a
finite union of open subsets Uαβ which are principal both in U and in Uα. Each
OX(Uαβ) is finitely generated over OX(Uα), and hence finitely generated over
OY (V ). Finally, we have reduced to the case when V = SpecA, U = SpecB, U
is a finite union of principal open subsets Uγ = D(bγ) with bγ ∈ B, and OX(Uγ)
finitely generated over A. It follows that there exists a finitely generated sub-
A-algebra C of B, containing the bγ and such that Cbγ = Bbγ for every γ. We
have an identity 1 =

∑
γ bγcγ with cγ ∈ B. It is easy to conclude that as an

A-algebra, B is generated by C and the cγ . Consequently, B is indeed finitely
generated over A.

Example 2.3. Let k be a field. Then the schemes of finite type over Spec k are
exactly the algebraic varieties over k (Definition 2.3.47).

Proposition 2.4. We have the following properties:

(a) Closed immersions are of finite type.
(b) The composition of two morphisms f : X → Y , g : Y → Z of finite type

is of finite type.
(c) Morphisms of finite type are stable under base change.
(d) If X → Z and Y → Z are of finite type, then so is X ×Z Y → Z.
(e) If the composition of two morphisms f : X → Y and g : Y → Z is of

finite type, and if f is quasi-compact, then f is of finite type.

Proof (a) results from Proposition 2.3.20; (b) let h = g ◦ f . Let V be an affine
open subset of Z. Then g−1(V ) is a finite union of affine open subsets Ui of Y ,
and each f−1(Ui) is a finite union of affine open subsets Wij of X. It is clear
that the composition Wij → Ui → V is of finite type. Since h−1(V ) = ∪i,jWij , it
follows from Proposition 2.2 that h is of finite type. For (c) and (d), we use the
construction of the fibered product of two affine schemes over an affine scheme
(Proposition 1.2).

It remains to show (e). Using Proposition 2.2, we can reduce to affine Z. Let
V be an affine open subset of Y . By hypothesis, f−1(V ) is a finite union of affine
open subsets Ui. As OX(Ui) is finitely generated over OZ(Z), it is also finitely
generated over OY (V ), which implies that f is of finite type.

Remark 2.5. Let X → Y be a morphism of finite type. Then for any y ∈ Y , Xy

is an algebraic variety over k(y), by Proposition 2.4(c). We can therefore consider
X as a family of algebraic varieties (possibly over different fields) parameterized
by the points of Y .
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3.2.2 Algebraic varieties and extension of the base field

We fix a field k. In this subsection, we study some properties of algebraic varieties
over k relative to the base change SpecK → Spec k, for a field extension K/k.
If A is a k-algebra, we denote by AK the K-algebra A⊗k K. Let us note that as
every k-module is free and therefore flat, any inclusions of k-modules M ⊆ M ′,
N ⊆ N ′ induce an inclusion M ⊗k N ⊆ M ′ ⊗k N ′.

Lemma 2.6. Let X be an algebraic variety over k, and let K be an algebraic
extension of k. Then for any reduced closed subvariety W of XK , there exist a
finite subextension K ′ of K, and a unique (for fixed K ′) reduced closed subvariety
Z of XK′ such that W = ZK .

Proof Let us first suppose that X = SpecA. Then W = V (I), where I is a
radical ideal of AK , generated by f1, . . . , fm. There exists a finite subextension
K ′ of K such that fi ∈ AK′ for every i. Let I ′ be the ideal of AK′ generated
by the fi, and Z = SpecAK′/I ′. Then I ′ ⊗K′ K = I, and hence ZK = W . We
have Z reduced, because OZ(Z) ↪→ OZ(Z)⊗K′ K = OW (W ). As the underlying
space of Z is fixed (it is the image of W under the projection XK → XK′ ,
see Exercise 1.8), the uniqueness of the scheme structure on Z results from
Proposition 2.4.2(e). Let us note that if (Z, K ′) fulfills the requirements, then so
does (ZL, L) for any finite subextension L/K ′ of K/K ′.

In the general case, we cover X with a finite number of affine open subvari-
eties Xi. There then exist a finite subextension K ′/k of K and reduced closed
subvarieties Zi of (Xi)K′ such that (Zi)K = W ∩ (Xi)K . By the uniqueness in
the affine case, the Zi glue to a reduced closed subvariety Z of XK′ . We indeed
have ZK = W , and the uniqueness of Z comes from Proposition 2.4.2(e), as in
the affine case.

Proposition 2.7. Let X be an algebraic variety over k, and let K/k be an
algebraic extension. The following properties are true.

(a) We have dimXK = dimX.
(b) If X is reduced and K/k is separable, then XK is reduced.
(c) If K/k is purely inseparable, then the projection XK → X is a homeo-

morphism.

Proof We may assume that X = SpecA is affine. As A → AK is injective and
integral, (a) follows from Proposition 2.5.10.

(b) Let p1, . . . , pn be the minimal prime ideals of A. Then A injects into
⊕iA/pi, and therefore AK injects into ⊕i(A/pi)K . We can therefore assume A
to be integral. As AK is a subring of Frac(A)⊗kK, it suffices to show that F⊗kK
is reduced for any field F containing k. Every element of F ⊗k K is contained in
F ⊗k K ′, with K ′ finite separable over k, and we can therefore assume K to be
finite over k. It follows that K � k[T ]/(P (T )), where P (T ) ∈ k[T ] is a separable
polynomial. As P (T ) is still separable in F [T ], F ⊗k K � F [T ]/(P ) is reduced.

(c) Let us denote the projection by p : XK → X. Let us first suppose that
K is a simple extension of k (that is generated by a single element). We then
have K � k[T ]/(T q − c), with c ∈ k and q a power of char(k). Let p be a
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prime ideal of A. Let q be a prime ideal of AK such that q ∩ A = p. Then
pAK ⊆ qAK = q. On the other hand, since αq ∈ A ∩ q = p for all α ∈ q, we
have q ⊆

√
pAK . Hence q =

√
pAK and p is injective. Let us now show that p

is a closed map. Let I be an ideal of AK . Let J = I ∩ A. Then Iq ⊆ J . This
implies that p(V (I)) = V (J). As XK → X is surjective (Proposition 2.5.10 or
Exercise 1.8), p is a homeomorphism.

Let us now take K/k finite. The extension K/k is made up of successive
simple extensions, and therefore XK → X is a homeomorphism by the simple
case. The general case immediately follows from the finite case and the lemma
above.

In the remainder of the book, we will sometimes deal with an algebraic closure
of a given field k. Since all algebraic closures of k are isomorphic to each other, we
will simply say ‘the’ algebraic closure. The same remark applies to the separable
closures.

Definition 2.8. Let X be an algebraic variety over k. Let k be the algebraic clo-
sure of k. We say that X is geometrically (some authors prefer the adverb ‘abso-
lutely’) reduced (resp. geometrically integral) if Xk is reduced (resp. integral).
In a similar way, we define geometrically connected varieties and geometrically
irreducible varieties.

Remark 2.9. If X is integral with function field K(X), then for any open
subset U of X, O(Uk) injects into K(X)⊗k k. It follows that X is geometrically
reduced (resp. geometrically integral) if K(X) ⊗k k is reduced (resp. integral).
The converse is also true because K(X) is the direct limit of the OX(U) over the
non-empty open subsets U of X, and the tensor product by k commutes with
the direct limit (Exercise 1.1.6).

Example 2.10. If k is perfect, then any reduced algebraic variety over k is
geometrically reduced (Proposition 2.7(b)).

Remark 2.11. Let X be an algebraic variety over k. It is easy to see, using
Lemma 2.6, that if Xk verifies one of the properties, reduced, connected, or
irreducible, then XK verifies the same property for any algebraic extension K/k.

Example 2.12. Let K be a non-trivial finite extension of k, and let X = SpecK.
If K/k is purely inseparable, then X is reduced but not geometrically reduced,
because XK = Spec(K⊗k K) is not reduced. If K/k is separable, then X is inte-
gral but not geometrically integral, nor even geometrically connected, because
Xk is made up of [K : k] isolated points.

Example 2.13. Let k be a field of characteristic different from 2, and let a ∈ k
which is not a square. Let us consider the projective variety

X = Proj k[u, v, w]/(u2 − av2).

Let α ∈ k be a square root of a and K = k[α]. Then we easily verify that X is
integral, while XK = ProjK[u, v, w]/(u−αv)(u+αv) is not. See Figure 5 below.
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X XK

Figure 5. A non-geometrically irreducible integral conic.

Corollary 2.14. Let X be an integral algebraic variety over k, with function
field K(X).

(a) Let us suppose that char(k) = p > 0. Let L := kp−∞
be the perfect closure

of k. Then X is geometrically reduced if and only if XL is reduced.
(b) Let ks be the separable closure of k. Then X is geometrically connected

(resp. irreducible) if and only if Xks is connected (resp. irreducible).
(c) The variety X is geometrically integral if and only if K(X) and

k are linearly disjoint over k. Moreover, in that case we have
K(Xk) = K(X)⊗k k.

(d) X is geometrically irreducible if and only if K(X) ∩ ks = k.

Proof (a) and (b) result from Proposition 2.7(b) (indeed, k is separable over
kp−∞

) and (c).
(c) Let us suppose K(X) and k are linearly disjoint over k. Then K(X)⊗k k

is an integral domain. For any affine open subset U of X, we have OX
k
(Uk) =

OX(U) ⊗k k ⊆ K(X) ⊗k k. Therefore Uk is integral. This implies that Xk is
integral. Conversely, let us suppose Xk is integral. Let U = SpecA be an affine
open subset of X. Then K(X)⊗k k = Frac(A)⊗k k is a localization of A ⊗k k,
and is therefore an integral domain. Moreover, it is integral over K(X) because
k is integral over k. It is therefore a field. In particular, K(X) and k are linearly
disjoint over k. Finally, A⊗k k ⊆ Frac(A)⊗k k implies that

K(Xk) = Frac(A⊗k k) = Frac(A)⊗k k = K(X)⊗k k.

(d) Let K = K(X)∩ ks. Let us suppose X is geometrically irreducible. Then
Xks is integral. The method above then shows that K(Xks) = K(X)⊗k ks. Now
K(X) ⊗k ks contains K ⊗k K, and hence K = k, because otherwise K ⊗k K
is not an integral domain. Conversely, let us suppose that K = k. It suffices to
show that K(X) ⊗k K ′ is an integral domain for any finite separable extension
K ′/k. We have K ′ = k[T ]/P (T ). Let Q(T ) ∈ K(X)[T ] be a monic polynomial
dividing P (T ). Then Q(T ) ∈ ks[T ] because P (T ) splits over ks. It follows that
Q(T ) ∈ (K(X) ∩ ks)[T ] = k[T ], and hence Q = 1 or P . Consequently, P (T ) is
irreducible in K(X)[T ], which proves that K(X)⊗k K ′ = K(X)[T ]/P (T ) is an
integral domain.

Proposition 2.15. Let X be an integral algebraic variety over k. Then X is
geometrically reduced if and only if K(X) is a finite separable extension of a
purely transcendental extension k(T1, . . . , Td).
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Proof If K(X) is a finite separable extension of L := k(T1, . . . , Td), then
K(X) = L[S]/P (S) for an irreducible separable polynomial P (S) ∈ L[S]. Hence
K(X) ⊗k k = L′[S]/P (S), where L′ = L ⊗k k = k(T1, . . . , Tn). As P (S) stays
separable in L′[S], we have K(X)⊗k k reduced. It follows that X is geometrically
reduced.

Conversely, let us suppose X is geometrically reduced. We have a presentation
of K(X) as a finite extension of L := k(T1, . . . , Td). If K(X)/L is separable, there
is nothing to prove. Let us suppose that K(X) is not equal to the separable
closure Ls of L in K(X). Let f ∈ K(X)\Ls be such that fp ∈ Ls. We will show
that Ls[f ] is finite and separable over a purely transcendental extension. This
will imply the proposition by decomposing K(X)/Ls into a sequence of purely
inseparable extensions of degree p = char(k).

Let P (S) = Sr + Qr−1S
r−1 + · · · + Q0 ∈ L[S] be the minimal polynomial

of fp over L. Let us show that at least one Qi /∈ k(T p
1 , . . . , T p

d ). Indeed, in
the opposite case, P (Sp) = H(S)p for an H(S) ∈ k[S]. Therefore Ls[f ] ⊗k

k = (Ls ⊗k k)[S]/P (Sp) is not reduced. This is impossible because K(X) ⊗k

k is reduced (Remark 2.9) and contains Ls[f ] ⊗k k as a subalgebra. We can
therefore assume, for example, that a power of T1 prime to p appears in one
of the Qi. It follows that T1 is algebraic and separable over k(f, T2, . . . , Td). As
Ls[f ] is finite separable over k(f, T1, T2, . . . , Td), we have Ls[f ] finite separable
over k(f, T2, . . . , Td). Finally, this last extension is purely transcendental because
its transcendence degree over k is equal to that of Ls[f ], which is d.

Remark 2.16. Using differential forms (Remark 6.1.16), the construction of
the subextension k(T1, . . . , Td) of K(X) has a natural interpretation. Indeed, we
can show that it suffices to take elements T1, . . . , Td ∈ K(X) such that the dTi

form a basis of Ω1
K(X)/k as K(X)-vector space.

3.2.3 Points with values in an extension of the base field

Definition 2.17. Let X be an algebraic variety over a field k, and let K/k be
a field extension. We let X(K) denote the set of morphisms of k-schemes from
SpecK to X. The elements of X(K) are called the K-valued points of X.

In this subsection, we collect some elementary information on the set X(K).
It must be noted that in general, X(K) is not the set of points x ∈ X such that
k(x) ⊆ K (see (b) of the proposition below).

Proposition 2.18. Let X be an algebraic variety over k, and let K/k be a field
extension. The following properties are true.

(a) We have a canonical bijection X(K) → XK(K).
(b) Any element of X(K) is uniquely determined by the data consisting of a

point x ∈ X and a homomorphism of k-algebras k(x) → K.
(c) For any extension K ′ of K, we have a natural inclusion X(K) ⊆ X(K ′).
(d) If X is a closed subvariety V (I) of Spec k[T1, . . . , Tn], then we can identify

X(K) with {(t1, . . . , tn) ∈ Kn | P (t1, . . . , tn) = 0, ∀P ∈ I}.
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(e) If X is a closed subvariety V+(I) of Proj k[T0, . . . , Tn], then we can iden-
tify X(K) with {(t0, . . . , tn) ∈ P(Kn+1) | P (t0, . . . , tn) = 0,∀P ∈ I}.

Proof (a) This is just a translation of bijection (1.2) of Remark 1.6.
(b) Let s ∈ X(K). Let x ∈ X be the image of s : SpecK → X. Then

s#
x : OX,x → K induces a homomorphism k(x) → K. Conversely, taking x ∈ X

and a homomorphism k(x) → K makes it possible to define a morphism of
k-schemes SpecK → Spec k(x). By composing with the canonical morphism
Spec k(x) → X, we obtain an element of X(K). One immediately sees that these
two processes are mutual inverses.

(c) The composition with SpecK ′ → SpecK induces a map X(K) → X(K ′).
The injectivity comes from (b). Finally, (d) and (e) result from (a), Exam-
ple 2.3.32, and Corollary 2.3.44.

Let K/k be a Galois extension with group G; then G naturally acts on
SpecK. Indeed, for any σ ∈ G, Specσ : SpecK → SpecK is an automor-
phism of k-schemes. Consequently, G acts (as a group of automorphisms of
k-schemes) on XK = X ×Spec k SpecK, by the identity on the first compo-
nent. Likewise, it naturally acts on X(K). If X is a closed subvariety V (I) of
Spec k[T1, . . . , Tn], then for any σ ∈ G, and for any x = (t1, . . . , tn) ∈ X(K), we
have σ(x) = (σ(t1), . . . , σ(tn)). The action is similar for projective varieties.

Proposition 2.19. Let X be an algebraic variety over k, and let K/k be a
Galois extension with group G. Then the set of classes G\X(K) injects into X,
and the set of fixed points X(K)G can be identified with X(k).

Proof We have a map ρ : X(K) → X deduced from Proposition 2.18(b). Let
x ∈ X. The group G naturally acts on ρ−1(x) (if it is non-empty). Now ρ−1(x)
can be identified with the set Homk-algebras(k(x), K), and the action of G on
ρ−1(x) can be identified with its natural action on Homk-algebras(k(x), K). As this
action is transitive, ρ induces an injective map from G\X(K) to X. Moreover,
an element σ : k(x) → K is invariant under G if and only if k(x) = k.

Proposition 2.20. Let X be a geometrically reduced algebraic variety over a
field k. Let ks be the separable closure of k. Then X(ks) 
= ∅.

Proof By replacing X by Xks (which is geometrically reduced), we may assume
that k = ks. We must then show that X(k) 
= ∅. By replacing X by an irreducible
affine open subset, we may assume X is affine and integral. By Proposition 2.15,
K(X) is finite separable over k(T1, . . . , Td). Hence K(X) = k(T1, . . . , Td)[f ].
Let us write A = k[T1, . . . , Td], B = OX(X). Let P (S) ∈ Frac(A)[S] be the
minimal polynomial of f . Then, localizing B, if necessary, we may assume that
A[f ] ⊆ B. As Frac(B) = Frac(A)[f ], there exists a g ∈ A such that B ⊆ Ag[f ]
and P (S) ∈ Ag[S]. It follows that Bg = Ag[f ] = Ag[S]/P (S). As P (S) is a
separable polynomial, its resultant h := Res(P (S), P ′(S)) ∈ Ag is non-zero. As
the field k is infinite since separably closed, there exists a t ∈ kd such that
g(t) 
= 0 and h(t) 
= 0. Let y ∈ SpecAg be the point corresponding to t. Then
k(y) = k and

Bg ⊗Ag k(y) = k[S]/P̃ (S),
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where P̃ (S) is the image of P (S) in k(y)[S]. The resultant of P̃ (S) is h(t) 
= 0.
Therefore P̃ (S) is separable. It follows that Bg⊗Ag k(y) is a direct sum of the ks.
Therefore the points of SpecBg over y (see Proposition 1.16) are rational over
k. This shows that X(k) 
= ∅.

3.2.4 Frobenius

In this subsection we fix a prime number p. All considered schemes X will be
schemes over Fp. In other words, OX is a sheaf of rings of characteristic p.

Definition 2.21. Let X be a scheme over Fp. We call the morphism FX :
X → X induced by the ring homomorphism OX → OX : a �→ ap the absolute
Frobenius of X.

Lemma 2.22.

(a) Let f : X → Y be a morphism of schemes over Fp. Then FY ◦f = f ◦FX .
(b) For any x ∈ X, we have FX(x) = x.

Proof (a) is immediate. Let U = SpecA be an affine open subset of X. Let
ρ : A → A denote the homomorphism ρ(a) = ap. For any x ∈ U corresponding
to a prime ideal p ⊂ A, we have ρ−1(p) = p. Therefore FX(x) = FU (x) =
(Spec ρ)(x) = x.

Let S be a scheme over Fp and π : X → S an S-scheme. We let X(p) denote
the fibered product X ×S S, where the second factor S is endowed with the
structure of an S-scheme via FS : S → S. We will endow X(p) with the structure
of an S-scheme given by the second projection q : X ×S S → S. Let us denote
the first projection by ϕ : X(p) → X. We have a commutative diagram

X �FX

�
π

X

�
π

S �FS S

There therefore exists a unique morphism of S-schemes FX/S : X → X(p) making
the following diagram commutative:

X�����π

X �FX/S����������π

���
���

����FX

X(p)

�
ϕ

�
q

� S

S
��

����
FS

Definition 2.23. We call the morphism of S-schemes FX/S : X → X(p) as
above the relative Frobenius.
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Lemma 2.24. The morphisms FX/S and ϕ are homeomorphisms.

Proof Let us show that f := FX/S ◦ ϕ is equal to FX(p) . As FX(p) and FX =
ϕ◦FX/S are both homeomorphisms, the lemma will be proved. With the notation
of the previous commutative diagram, we have q ◦ f = (q ◦ FX/S) ◦ ϕ = π ◦ ϕ =
FS ◦ q = q ◦ FX(p) (the last equality comes from Lemma 2.22(a)), and ϕ ◦ f =
(ϕ ◦ FX/S) ◦ ϕ = FX ◦ ϕ = ϕ ◦ FX(p) . Therefore FX(p) = FX × FS = f .

The construction of FX/S is functorial (Exercise 2.20(b)). If U is an open
subset of X, then U (p) is an open subset of X(p) and FU/S = FX/S |U . So most
of local properties on X(p) can be reduced to the case when S and X are affine.
Let S = SpecA and X = SpecB. Then X(p) = Spec(B⊗A A), where the second
factor is endowed with the structure of an A-algebra via a �→ ap, and FX/S

corresponds to B ⊗A A → B, b⊗ a �→ abp. We then see easily the next lemma.

Lemma 2.25. Let S = SpecA be an affine scheme over Fp, and let
X = SpecA[T1, . . . , Tn]/I be an affine S-scheme of finite type. Then X(p) =
SpecA[T1, . . . , Tn]/I(p), where I(p) is the ideal generated by the elements of the
form

∑
ν∈Nn ap

νT ν , with
∑

ν aνT ν ∈ I. The relative Frobenius FX/S : X → X(p)

is induced by the A-algebra homomorphism Ti �→ T p
i .

Corollary 2.26. Let X be an algebraic variety over k = Fp. Then the following
properties are true.

(a) X(p) = X, FX = FX/ Spec k.

(b) Let k be the algebraic closure of k. Let FX : X(k) → X(k) be the map
induced by the composition with FX . If X = V (I) is a closed subva-
riety of Spec k[T1, . . . , Tn], then we have the equality FX(t1, . . . , tn) =
(tp1, . . . , t

p
n) via the identification of Proposition 2.18(d).

(c) The set X(k) can be identified with the fixed points of FX .

Proof As FSpec k is the identity morphism, we have (a). Property (b) follows
from the preceding lemma. (c) is an immediate consequence of (b).

Corollary 2.27. Let X be an integral geometrically reduced algebraic variety of
dimension d over a field k of characteristic p. Then X(p) is integral, and FX/ Spec k

induces a finite extension of function fields K(X(p)) → K(X) of degree pd and
an isomorphism from K(X(p)) onto the compositum kK(X)p.

Proof By definition, X(p) = X ×Spec k Spec k′ where k → k′ = k is defined
by a �→ ap. So X(p) is reduced and irreducible (Lemma 2.24), hence integral.
Moreover, as k′/k is an algebraic extension, we see immediately that K(X(p)) =
K(X) ⊗k k′. Its image in K(X) is kK(X)p. The field K(X) is finite of some
degree m over k(T1, ..., Td). Consider the following commutative diagram

K(X)⊗k k′ � K(X)

k(T1, ..., Td)⊗k k′

�

� k(T1, ..., Td)

�
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where the horizontal arrows are respectively induced by relative Frobenius on X
and Ad

k, and the vertical arrows are field extensions of degree m. The bottom
arrow is a field extension of degree [k(T1, ..., Td) : k(T p

1 , ..., T p
d )] = pd. Therefore

the top arrow have degree pd. This achieves the proof.

Exercises

2.1. Let Y be a Noetherian scheme. Show that any Y -scheme X of finite type
is Noetherian. Moreover, if Y is of finite dimension, then so is X.

2.2. Show that any open immersion into a locally Noetherian scheme is a
morphism of finite type.

2.3. An immersion of schemes is a morphism which is an open immersion
followed by a closed immersion.
(a) Let f : X → Y be an immersion. Show that it can be decomposed

into a closed immersion followed by an open immersion.
(b) Show that the converse of (a) is true if f is moreover quasi-compact

(e.g., if Y is locally Noetherian). Use the scheme-theoretic closure of
f (Exercise 2.3.17).

(c) Let f : X → Y , g : Y → Z be two immersions with g quasi-compact.
Show that g ◦ f is an immersion.

2.4. Let X, Y be schemes over a locally Noetherian scheme S, with Y of finite
type over S. Let x ∈ X. Show that for any morphism of S-schemes fx :
SpecOX,x → Y , there exist an open subset U � x of X and a morphism
of S-schemes f : U → Y such that fx = f ◦ ix, where ix : SpecOX,x → U
is the canonical morphism (in other words, the morphism fx extends to
an open neighborhood of x).

2.5. Let S be a locally Noetherian scheme. Let X, Y be S-schemes of finite
type. Let us fix s ∈ S. Let ϕ : X ×S SpecOS,s → Y ×S SpecOS,s be a
morphism of S-schemes. Show that there exist an open set U � s and a
morphism of S-schemes f : X ×S U → Y ×S U such that ϕ is obtained
from f by the base change SpecOS,s → U . If ϕ is an isomorphism, show
that there exists such an f which is moreover an isomorphism.

2.6. Let f : X → Y be a morphism of integral schemes. Let ξ be the generic
point of X. We say that f is birational if f#

ξ : K(Y ) → K(X) is an
isomorphism. Let us suppose that X and Y are of finite type over a scheme
S, and that f is a morphism of S-schemes. Show that f is birational if and
only if there exist a non-empty open subset U of X and an open subset
V of Y such that f induces an isomorphism from U onto V .

2.7. Let k be a field and k the algebraic closure of k. Let X, Y be algebraic
varieties over k, f a morphism from X to Y . Show that there exist a
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finite extension K of k, algebraic varieties X, Y over K, and a morphism
f : X → Y , such that Xk = X, Yk = Y , and f = f×k.

2.8. Let f : X → Y be a morphism of schemes. We say that f has finite fibers
if f−1(y) is a finite set for every y ∈ Y . We say that f is quasi-finite
([41], II.6.2.3 and ErrIII, 20) if, moreover, OXy,x is finite over k(y) for
every x ∈ Xy. Show that a morphism of finite type with finite fibers is
quasi-finite. Give an example of a morphism with finite fibers which is
not quasi-finite.

2.9. Let X, Y be algebraic varieties over a field k, with X geometrically
reduced. Let f, g : X → Y be two morphisms that canonically induce
the same map X(k) → Y (k). We want to show that f = g as morphisms.
(a) Show that f(x) = g(x) for any closed point x ∈ X, and then show

the same equality for any point x.
(b) Reduce to the case X affine, Y = An

k , and k algebraically closed.
(c) Using Exercise 2.3.7 and Lemma 2.1.18, show that f = g.

2.10. Let k be a field and K/k a finite Galois extension with group G. Let X
be an algebraic variety over k.
(a) Let L be an extension of k. Show that G acts transitively on

Spec(L⊗k K).
(b) Let us suppose X is irreducible. Show that G acts transitively on the

irreducible components of XK . Deduce from this that the irreducible
components of Xk have the same dimension.

(c) Let us suppose X is connected. Show that G acts transitively on the
connected components of XK .

2.11. Let X be an algebraic variety over a field k.
(a) Show that if X is connected and if X(k) 
= ∅, then X is geometrically

connected.
(b) Show through an example that (a) is false if we replace ‘connected’

by ‘irreducible’.

2.12. Let X be an irreducible algebraic variety over a field k. We call the irre-
ducible components of Xk the geometric irreducible components of X. Let
us assume X is integral. Show that the number of geometric irreducible
components of X is equal to [K(X) ∩ ks : k], where ks is the separable
closure of k.

2.13. Let X be an algebraic variety over a field k. Show that X is geometrically
reduced (resp. irreducible; connected) if and only if Xk′ is reduced (resp.
irreducible; connected) for every finite extension k′ of k.

2.14. Let X be an algebraic variety over a field k. Let us suppose X is geomet-
rically reduced (resp. integral; irreducible; connected). We want to show
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that for any field extension K/k, XK is reduced (resp. integral; irreducible;
connected).
(a) Show that we may assume that k is algebraically closed and K finitely

generated over k.
(b) Let Y be an integral algebraic variety over k such that K(Y ) = K.

Applying Proposition 2.15 to Y , show that XK is reduced.
(c) Let P (S) be a monic polynomial in k(T1, . . . , Td)[S]. Let P = Q1Q2

be a decomposition of P in K(T1, . . . , Td)[S] in monic polynomials.
Show that Qi ∈ k(T1, . . . , Td)[S] (consider the sub-k-algebra A of K
generated by the elements of K which appear in the coefficients of
the Qi, and apply a homomorphism A → k to Qi).

(d) Let us suppose X is integral. Applying Proposition 2.15 to X, show
that K(X)⊗k K is integral. Deduce from this that XK is integral.

(e) Show assertion (d) for irreducible algebraic varieties and for con-
nected algebraic varieties.

2.15. Let X be a geometrically integral algebraic variety over a field k. Show
that for any integral algebraic variety Y over k, the fibered product
X×Spec k Y is integral. Show the same assertion after subsequently replac-
ing ‘integral’ everywhere in hypothesis for X and Y by ‘reduced’, ‘irre-
ducible’, and ‘connected’.

2.16. Let A be an integral domain with field of fractions K, and let B be a
finitely generated A-algebra. We suppose that B ⊗A K is finite over K.
(a) For any b ∈ B, show that there exists a g ∈ A \ {0} such that gb is

integral over A.
(b) Show that there exists an h ∈ A \ {0} such that Bh is finite over Ah.

2.17. Let Y be an irreducible scheme with generic point ξ, and let f : X → Y
be a dominant morphism of finite type (Exercise 2.4.11).
(a) Let x be a closed point of Xξ. Let Z be the reduced subscheme {x}

of X. Show that there exists a dense open subset V of Y such that
f−1(V ) ∩ Z → V is surjective (use Exercises 2.16 and 2.1.8).

(b) Deduce from this that f(X) contains a dense open subset of Y .
(c) Show that f(X) is a constructible subset of Y , that is f(X) is a finite

disjoint union of sets Zi, with each Zi the intersection of an open
subset and a closed subset (see [43], Exercise II.3.18).

2.18. Give an analogous version of Corollary 2.26(b) for projective varieties.

2.19. Show that assertions (b) and (c) of Corollary 2.26 remain true after replac-
ing k by the field of q = pf elements and FX by F f

X .

2.20. Let S be a scheme over Fp. Let X be an S-scheme.



 

3.3. Some global properties of morphisms 99

(a) Show that the relative Frobenius FX/S : X → X(p) commutes with
base change T → S (i.e., FX/S × IdT = FXT /T ).

(b) Let f : X → Y be a morphism of S-schemes. Show that f canonically
induces a morphism of S-schemes f (p) : X(p) → Y (p) such that f (p) ◦
FX/S = FY/S ◦ f . Note that in the special case when Y = S, f (p) is
just the structural morphism of X(p). Let us suppose that f satisfies a
property (P) which is stable by base change (e.g., closed immersion).
Show that f (p) also satisfies (P).

(c) Let us suppose that S is the spectrum of a field. Show that the
morphism ϕ : X(p) → X induces an injective homomorphism
OX → π∗OX(p) . Deduce from this that if X(p) is integral, then so
is X. Show that the converse is false in general.

2.21. Let B be a finitely generated algebra over a ring A. Show that there exist
a subring A0 of A that is finitely generated over Z and a finitely generated
A0-algebra B0 such that B = B0⊗A0 A. If B is homogeneous, we can take
B0 as homogeneous.
Remark. We can show, more generally, that if X is a scheme of finite
type over A with A Noetherian, then there exist A0 as above and an
A0-scheme of finite type X0 such that X = X0 ×Spec A0 SpecA. See [41],
IV.8.8.2 (ii).

3.3 Some global properties of morphisms

Up to now, we have essentially been interested in local properties of schemes. In
this section, we introduce some global notions of morphisms. Roughly speaking,
the local study of schemes essentially depends on commutative algebra, while
that of the global properties depends rather on purely geometric tools. The two
aspects are of course inseparable. The core of this section is made up of the
proper morphisms. This class of morphisms plays, in a way, the role of families
of compact varieties.

3.3.1 Separated morphisms

Let X be a topological space. Let ∆ : X → X × X denote the diagonal map:
x �→ (x, x). We endow X ×X with the product topology.

Proposition 3.1. Let X be a topological space. Then X is separated if and
only if ∆(X) is closed.

Proof Let us first suppose X is separated. If (a, b) ∈ X×X \∆(X), then a 
= b.
Let U, V be open subsets of X such that a ∈ U, b ∈ V , and U ∩ V = ∅; then
U × V is an open neighborhood of (a, b) which does not meet ∆(X), and hence
∆(X) is closed.

Conversely, let us suppose ∆(X) is closed. For any pair of points a 
= b, we
have (a, b) ∈ X × X \ ∆(X). Therefore there exists an open subset of the form
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U × V with U, V open in X such that (a, b) ∈ U × V ⊂ X × X \ ∆(X). This
implies that a ∈ U, b ∈ V , and that U ∩ V = ∅. Hence X is separated.

As we have already seen, the underlying topological space of a scheme is
almost never separated. Nevertheless, we will define the separatedness of schemes
by drawing inspiration from the proposition above.

Definition 3.2. Let f : X → Y be a morphism of schemes. The morphism
(IdX , IdX) : X → X ×Y X is called the diagonal morphism of f ; we denote it by
∆X/Y or simply ∆ if there is no confusion possible. We say that X is separated
over Y if ∆ is a closed immersion (of schemes). This is a local property on Y .
We say that a scheme X is separated if it is separated over Z.

Remark 3.3. Let p, q be the projections from X×Y X onto X. If s ∈ ∆X/Y (X),
then p(s) = q(s). But the converse is false. For example, let Y = SpecR, X =
SpecC. Then ∆X/Y (X) is reduced to a point, while for every s ∈ X×Y X (which
has two elements), we have p(s) = q(s) since X is reduced to a point.

Proposition 3.4. Any morphism of affine schemes X → Y is separated. In
particular, any affine scheme is separated.

Proof Let X = SpecB and Y = SpecA. By construction of X ×Y X, ∆ is
induced by the homomorphism ρ : B ⊗A B → B defined by ρ(b1 ⊗ b2) = b1b2. It
is clear that ρ is surjective, and therefore ∆ is a closed immersion.

Corollary 3.5. Let f : X → Y be a morphism of schemes such that ∆(X) is a
closed subset of X ×Y X. Then f is separated.

Proof This is a consequence of the proposition above and Exercise 3.1.

Let X be a scheme. If U and V are open subsets of X, we have a canonical
homomorphism OX(U)⊗Z OX(V ) → OX(U ∩ V ) defined by

f ⊗ g �→ f |U∩V · g|U∩V .

The following proposition gives a simple separatedness criterion using this type
of homomorphism.

Proposition 3.6. Let X be a scheme. Then the following properties are
equivalent:

(i) X is separated;
(ii) for every pair of affine open subsets U , V of X, U ∩ V is affine and the

canonical homomorphism OX(U)⊗Z OX(V ) → OX(U ∩V ) is surjective;
(iii) there exists a covering of X by affine open subsets Ui such that for all

i, j, Ui∩Uj is affine and OX(Ui)⊗ZOX(Uj) → OX(Ui∩Uj) is surjective.

Proof Let ∆ be the diagonal morphism ∆X/Z. We have ∆−1(U ×Z V ) = U ∩
V . The homomorphism OX(U) ⊗Z OX(V ) → OX(U ∩ V ) corresponds to the
restriction ∆ : U ∩ V = ∆−1(U ×Z V ) → U ×Z V .
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If X is separated, ∆ is a closed immersion. As U ×Z V is affine, this implies
(ii). As (ii) implies (iii) is trivial, it remains to show that (iii) implies (i). Now
(iii) implies that ∆ : ∆−1(Ui ×Z Uj) → Ui ×Z Uj is a closed immersion. As the
open subsets Ui ×Z Uj cover X ×Z X, ∆ is a closed immersion.

Example 3.7. The projective space Pn
Z

is separated. Indeed, we can cover Pn
Z

with the affine open subsets D+(Ti), 0 ≤ i ≤ n (Example 2.3.34). It is easy to
verify that condition (iii) of Proposition 3.6 is satisfied. Therefore Pn

Z
is separated.

Example 3.8. Let p be a prime number. Let us set X1 = X2 = SpecZ, X12 =
D(p) ⊂ X1, and X21 = D(p) ⊂ X2. Then the identity on X12 = X21 makes it
possible to glue the two schemes X1 and X2 (Lemma 2.3.33) to a scheme X. This
scheme is not separated. Indeed, condition (ii) of Proposition 3.6 is not verified
because the image of OX(X1)⊗Z OX(X2) in OX(X1 ∩X2) = OX(X12) = Z[1/p]
is Z (see also Exercise 3.18). In a way, we have enlarged X12 by adding the same
point twice.

p

p

Figure 6. A line with a double point.

The following proposition gathers together some general properties of sepa-
rated morphisms.

Proposition 3.9.

(a) Open and closed immersions are separated morphisms.
(b) The composition of two separated morphisms is a separated morphism.
(c) Separated morphisms are stable under base change.
(d) If X → Z and Y → Z are separated, then so is X ×Z Y → Z.
(e) Let f : X → Y , g : Y → Z be two morphisms such that g◦f is separated;

then f is separated.
(f) Let Y be a separated Z-scheme. Then for any Y -schemes X1, X2, the

canonical morphism X1 ×Y X2 → X1 ×Z X2 is a closed immersion.

Proof (a) Indeed, ∆ is an isomorphism if X → Y is an open or closed immersion
(Exercise 1.6(b)).

(b) The diagonal morphism ∆X/Z : X → X ×Z X decomposes into ∆X/Y :
X → X ×Y X = X ×Y Y ×Y X and

IdX ×∆Y/Z × IdX : X ×Y Y ×Y X → X ×Y (Y ×Z Y )×Y X = X ×Z X.

Actually, the compositions of (IdX ×∆Y/Z × IdX) ◦ ∆X/Y with the projections
X ×Z X → X coincide with identity. Then (b) results from the fact that closed
immersions are stable under base change (Proposition 1.23 and Remark 1.20)
and by composition.
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(c) Let Y ′ → Y be a morphism and X ′ = X ×Y Y ′. Then ∆X′/Y ′ can be
identified with a morphism ∆X/Y × IdY ′ : X ×Y Y ′ → (X ×Y X) ×Y Y ′ =
X ′ ×Y ′ X ′. Hence X ′ → Y ′ is separated by the same reasoning as above.

(d) The morphism X ×Z Y → Z decomposes into X ×Z Y → Y and Y → Z;
it is therefore a separated morphism by (b) and (c).

(e) Let h : X ×Y X → X ×Z X be the canonical morphism. Then
∆X/Y (X) ⊆ h−1(∆X/Z(X)). Let us show the inclusion in the other direction
(which will imply that ∆X/Y (X) is closed, and therefore that f is separated).
Let s ∈ h−1(∆X/Z(X)). Let x ∈ X be such that h(s) = ∆X/Z(x), and let
t = ∆X/Y (x). Let us take an affine open subset U (resp. V ; resp. W ) con-
taining x (resp. f(x); resp. g(f(x))), with U ⊆ f−1(V ) and V ⊆ g−1(W ).
Then s, t ∈ U ×V U and h|U×V U : U ×V U → U ×W U is a closed immer-
sion because U, V, W are affine (using Proposition 1.2). Hence s = t ∈ ∆X/Y (X)
since h(s) = h(t).

(f) We canonically have X1 ×Y X2 = X1 ×Y Y ×Y X2 and X1 ×Z X2 =
X1×Y (Y ×Z Y )×Y X2. We then verify that the morphism X1×Y X2 → X1×Z X2
is none other than

IdX1 ×∆Y/Z × IdX2 : X1 ×Y Y ×Y X2 → X1 ×Y (Y ×Z Y )×Y X2.

It is therefore a closed immersion by Proposition 1.23 and Remark 1.20.

Corollary 3.10. Any projective morphism is of finite type and separated.

Proof Indeed, by construction, Pn
Z

is of finite type over Z. The rest follows from
Example 3.7 and Propositions 2.4 and 3.9.

We will conclude this subsection with a statement on the uniqueness of exten-
sions of morphisms to separated schemes.

Proposition 3.11. Let X be a reduced S-scheme, Y a separated S-scheme. Let
us consider two morphisms of S-schemes f , g from X to Y . Let us suppose that
f |U = g|U for some everywhere dense open subset U of X; then f = g.

Proof Let us write ∆ = ∆Y/S , h = (f, g) : X → Y ×S Y . We have ∆◦f = (f, f)
because the left-hand side verifies the universal property of the morphism (f, f)
(Definition 1.1). It follows that on U , ∆ ◦ f coincides with h. Consequently,
U ⊆ h−1(∆(Y )).1 By hypothesis, ∆(Y ) is closed, and hence X = h−1(∆(Y )).
We therefore have f(x) = g(x) for every x ∈ X.

It remains to show that f = g as morphisms. We can assume that X = SpecA
and Y = SpecB. Let ϕ, ψ be the ring homomorphisms corresponding respectively
to f and g (Lemma 2.3.23). Let b ∈ B. Let us write a = ϕ(b) − ψ(b). Then
a|U = 0. It follows that U ⊆ V (a), and hence V (a) = SpecA since U is dense.
This implies that a is nilpotent, and as A is reduced (Proposition 4.2(a)), we
have a = 0. Consequently, ϕ = ψ, and hence f = g.

1It is tempting here to reason in a set-theoretical manner. Let p and q be the projections
from Y ×S Y onto its two factors. For any x ∈ U , we have p(h(x)) = q(h(x)). But we must be
careful here because in general, this does not imply that h(x) ∈ ∆(Y ). See Remark 3.3.
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Remark 3.12. Proposition 3.11 is false if Y is not separated over S (or if X is
not reduced). We can show a converse in the following form:

Let Y → S be a morphism of finite type to a Noetherian scheme S. Let us
suppose that for any S-scheme X = SpecOK , where OK is a discrete valuation
ring, two morphisms of S-schemes from X to Y which coincide on the open
subset {ξ} of X, where ξ is the generic point of X, are identical. Then Y → S
is separated.

This is the valuative criterion of separatedness. See [41], II.7.2.3, or [43],
Exercise II.4.11(b). This criterion will not be used in the rest of the book.

3.3.2 Proper morphisms

As for separated morphisms, the properness of a morphism is essentially a
topological property.

Definition 3.13. We say that a morphism f : X → Y is closed if f maps any
closed subset of X onto a closed subset of Y . We say that f is universally closed
if for any base change Y ′ → Y , X ×Y Y ′ → Y ′ stays a closed morphism.

Let f : X → Y be a continuous map of topological spaces. We say that f is
proper if the inverse image of a compact subset is compact. When X is separated
and Y locally compact, we know that f : X → Y is proper if and only if for any
topological space Z, the map X × Z → Y × Z defined by (x, z) �→ (f(x), z) is
closed (see [18], I, §10, n◦ 3, Proposition 7).

Definition 3.14. We say that a morphism of schemes f : X → Y is proper if
it is of finite type, separated, and universally closed. We say that a Y -scheme
is proper if the structural morphism is proper. This is clearly a local property
on Y .

Closed immersions are proper morphisms (Proposition 3.16). But besides this
case, there is no obvious example. We will see in the next subsection that every
projective morphism is proper.

Lemma 3.15. Let P be a property of morphisms of schemes. Let us suppose
that:

(1) closed immersions verify P;
(2) P is stable under composition;
(3) P is stable under base change.

Then the following two properties are true.

(a) P is stable under the fibered product in the sense of Proposition 2.4(d).
(b) Let f : X → Y , g : Y → Z be morphisms such that g is separated and

that f ◦ g verifies P; then f verifies P.

Proof (a) Let X → Z, Y → Z be two morphisms; then X ×Z Y → Z can
be decomposed into X ×Z Y → Y (obtained from X → Z by the base change
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Y → Z), followed by Y → Z. Therefore X×Z Y → Z verifies P by hypotheses (2)
and (3).

(b) Let q : X ×Z Y → Y be the second projection. Then q verifies P by
hypothesis (3). On the other hand, (IdX , f) : X → X×Z Y is a closed immersion
since Y → Z is separated (applying Proposition 3.9(f) with X1 = X and X2 =
Y ). Therefore f = q ◦ (IdX , f) verifies P by hypotheses (1) and (2).

Proposition 3.16. We have the following properties:

(a) Closed immersions are proper.
(b) The composition of two proper morphisms is a proper morphism.
(c) Proper morphisms are stable under base change.
(d) If X → Z and Y → Z are proper, then so is X ×Z Y → Z.
(e) If the composition of X → Y and Y → Z is proper and if Y → Z is

separated, then X → Y is proper.
(f) Let f : X → Y be a surjective morphism of S-schemes. Let us suppose

that Y is separated of finite type over S and that X is proper over S.
Then Y is proper over S.

Proof (a), (b), and (c) immediately result from Propositions 1.23, 2.4, and
3.9. This implies (d) and (e) by virtue of Lemma 3.15. It remains to prove
(f). Let T → S be an arbitrary morphism. Then fT : XT → YT is surjective
(Exercise 1.8). We easily deduce from this that YT → T is closed. It follows that
Y → S is proper.

One of the important consequences of properness is a finiteness property. We
will give a weak version of it here (Proposition 3.18).

Lemma 3.17. Let A be a ring. Let Y = SpecB be a proper affine scheme
over A. Then B is finite over A.

Proof By hypothesis B is of finite type over A. It is enough to show that B
is integral over A. Let us first suppose that B is generated by a single element
over A, that is to say that we have a surjective homomorphism ϕ : A[T ] → B.

We consider SpecA[T ] as an open subscheme of ProjA[T1, T2] by identify-
ing it with the open subset D+(T2) of ProjA[T1, T2] (we set T = T1/T2). Let
f : Y → ProjA[T1, T2] be the composition of the immersions i : Y → SpecA[T ]
and SpecA[T ] → ProjA[T1, T2]. Then f is proper (Proposition 3.16(e) and
Corollary 3.10); there therefore exists a homogeneous ideal J ⊂ A[T1, T2]
such that f(Y ) = V+(J). It follows that V+(T2) ∩ V+(J) = ∅, which gives
an inclusion of ideals (T1, T2) ⊆

√
J + (T2). This implies the existence of a

homogeneous polynomial P (T1, T2) ∈ J of the form Tn
1 + T2Q(T1, T2) with

n ≥ 1. We have i(Y ) = V+(J) ∩ D+(T2) = V (J(T2)), where J(T2) = {H/R ∈
A[T1, T2](T2) | H ∈ J}, and hence ϕ(T−n

2 P ) is nilpotent (Exercise 2.4.10). Now
ϕ(T−n

2 P ) = ϕ(T )n + Q(ϕ(T ), 1) with degQ(T, 1) ≤ n − 1; we therefore have
ϕ(T ) integral over A. This shows that B is integral over A.
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In the general case, we have B = A[b1, . . . , bm]. Let B1 = A[b1, . . . , bm−1] ⊆ B.
Then SpecB → SpecB1 is proper (Proposition 3.16(e)). It follows from the
preceding case that B is integral over B1. This implies, in particular, that
SpecB → SpecB1 is surjective (Exercise 2.1.8). Hence SpecB1 → SpecA is
proper (Proposition 3.16(f)). Induction on m then completes the proof.

Proposition 3.18. Let X be a proper scheme over a ring A. Then OX(X) is
integral over A.

Proof We may assume X is reduced (Proposition 2.4.2(c)). Let h ∈ OX(X).
The homomorphism ϕ : A[T ] → OX(X) defined by ϕ(T ) = h induces a mor-
phism of A-schemes f : X → SpecA[T ] (Proposition 2.3.25). It follows that
f is proper (Propositions 3.4 and 3.16(e)). Therefore there exists an ideal I
of A[T ] such that f(X) = V (I). By replacing I by its radical, the morphism
f factors through a surjective morphism X → SpecA[T ]/I. It follows from
Proposition 3.16(f) that SpecA[T ]/I → SpecA is proper. Therefore A[T ]/I is
integral over A by virtue of the preceding lemma. Consequently, h = ϕ(T ) is
integral over A because ϕ factors through A[T ]/I → OX(X).

The following corollary in some sense illustrates the analogy between compact
analytic varieties and proper schemes over a field.

Corollary 3.19. Let X be a reduced algebraic variety, proper over a field k.
Then OX(X) is a k-vector space of finite dimension.

Proof Let X1, . . . , Xm be the irreducible components of X endowed with
the reduced closed subscheme structure. Then the canonical homomorphism
OX(X) → ⊕iOXi

(Xi) is injective. This can be seen by restricting to an affine
open covering of X. It then suffices to show that every OXi(Xi) is of finite dimen-
sion over k. We may therefore suppose X is integral. Now by Proposition 3.18,
OX(X) is an integral domain that is integral over k. It is therefore a field. Let
x ∈ X be an arbitrary closed point of X; then OX(X) → k(x) is injective since
it is a field homomorphism. As k(x) is finite over k, so is OX(X).

Remark 3.20. More generally, if we replace k by an arbitrary Noetherian ring
A, we can show that OX(X) is finite over A, even without supposing X is
reduced. This is a particular case of a finiteness theorem concerning coherent
sheaves (Theorem 5.3.2 and Remark 5.3.3).

Corollary 3.21. Let X be a reduced connected algebraic variety, proper over a
field k. Then OX(X) is a field, which is a finite extension of k. If X is geometri-
cally connected (resp. geometrically connected and geometrically reduced), then
OX(X) is purely inseparable over k (resp. OX(X) = k).

Proof Let us write K = OX(X). By Corollary 3.19, K is a finite reduced
k-algebra. It is therefore the direct sum (as k-algebra) of a finite number of
fields. Now SpecK is connected (Exercise 2.4.6), it follows that K is a field
which is finite over k.

Let k be the algebraic closure of k. Then K ⊗k k = O(Xk) by virtue of
Proposition 2.24. Let us suppose X is geometrically connected. Let ks be the
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separable closure of k. Then Xks is connected and reduced. Therefore K ⊗k ks

is a field and it contains (K ∩ ks)⊗k (K ∩ ks). It follows that K ∩ ks = k. This
completes the proof since K is purely inseparable over K ∩ks. If, moreover, X is
geometrically reduced, then K ⊗k k is reduced, local (because Xk is connected),
and finite over k and therefore equal to k. Consequently, K = k.

In what follows, we will show another important property of proper schemes
concerning the possibility of extending certain types of morphisms.

Definition 3.22. Let K be a field. We define a valuation of K to be a map ν
from K∗ to a totally ordered Abelian group Γ, verifying the following properties:

(a) ν(αβ) = ν(α) + ν(β), (i.e., ν is a group homomorphism);
(b) ν(α + β) ≥ min{ν(α), ν(β)}.

We will set, by convention, ν(0) = +∞. The set Oν = {α ∈ K | ν(α) ≥ 0} is a
subring of K called the valuation ring of ν (or of K if there is no ambiguity). If
there is no ambiguity over the valuation ν, we also denote the valuation ring by
OK . A ring which is the valuation ring of a field is called a valuation ring. The
set mν = {α ∈ K | ν(α) > 0} is an ideal of Oν , and it is the unique maximal
ideal of Oν . We call mν the valuation ideal of ν.

Example 3.23. Let OK be a discrete valuation ring (Example 2.4.13), with
field of fractions K and with maximal ideal tOK . We can define a valuation
ν : K∗ → Z in the following manner. For any non-zero a ∈ OK , we can write a
in a unique way as a = tnu, u ∈ O∗

K . We then set ν(a) = n. For any λ ∈ K∗,
we write λ = a/b with a, b ∈ OK . We then set ν(λ) = ν(a) − ν(b). We verify
without difficulty that this integer is independent of the choice of a, b, and that
ν is indeed a valuation, called the normalized valuation of K. The valuation
ring of ν is OK , the valuation ideal is tOK . Such a valuation is called a discrete
valuation. In this work, we will essentially use this type of valuation. Conversely,
if a field K is endowed with a non-trivial valuation K∗ → Z, it can immediately
be seen that its valuation ring is a local principal ideal domain (hence a discrete
valuation ring).

Let A ⊆ B be local rings. We say that B dominates A if the inclusion A → B
is a local ring homomorphism.

Lemma 3.24. Let OK be a valuation ring, K = Frac(OK), and A a local
subring of K which dominates OK . Then A = OK .

Proof Let us denote the valuation of K by ν and the maximal ideal of A by
mA. If there exists an a ∈ A \ OK , then ν(1/a) > 0. Hence 1/a is contained
in the maximal ideal of OK , and consequently 1/a ∈ mA. This implies that
1 = a · (1/a) ∈ mA, which is impossible.

Theorem 3.25. Let X be a proper scheme over a valuation ring OK , and let
K = Frac(OK). Then the canonical map X(OK) → XK(K) is bijective.
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Proof The injectivity of X(OK) → XK(K) comes from the separatedness of
X → SpecOK because SpecK is dense in SpecOK (Proposition 3.11). Let us
show the surjectivity.

Let π : SpecK → XK be a section of XK . Let us denote the generic (resp.
closed) point of SpecOK by η (resp. s), and let x = π(η). Let Z = {x} ⊆ X
be the closed subset endowed with the structure of a reduced (hence integral)
subscheme. Then Z is proper over OK (Proposition 3.16(a)–(b)). The point x
is closed in XK (Exercise 2.5.9), and dense in ZK . Therefore ZK = {x}. As
the image of Z → SpecOK is closed and contains η, it is equal to SpecOK .
Let t ∈ Zs. Then OZ,t is a local ring dominating OK , with field of fractions
OZ,x = K. It follows from the preceding lemma that OZ,t = OK . We therefore
have an extension of SpecK → X to SpecOK = SpecOZ,t → Z → X.

Corollary 3.26. Let f : X → Y be a proper morphism. Then for any Y -scheme
SpecOK , where OK is a valuation ring with field of fractions K, the canonical
map X(OK) → X(K) is bijective.

Proof Let us set Z = X ×Y SpecOK . Then X(OK) = Z(OK) and X(K) =
ZK(K) (Remark 1.6, identity (1.2)). It now suffices to apply the theorem to
Z → SpecOK .

Remark 3.27. The corollary above characterizes the proper morphisms among
the morphisms of finite type (see [43], II.4.7). It is the valuative criterion of
properness.

Remark 3.28. Let f : X → Y be a separated morphism of finite type.
If f is proper, then for any y ∈ Y , the fiber Xy → Spec k(y) is proper
(Proposition 3.16(c)). We can ask ourselves whether the converse is true. It is
trivially false if we do not take a minimum of precautions (we easily obtain a
counter-example by taking Y Noetherian and f : X → Y an open immersion).
But it is true under certain hypotheses. See [41], IV.15.7.10. Let us just state a
particular case which we can easily draw from this reference:

Let OK be a discrete valuation ring, X an irreducible scheme, X → SpecOK

a surjective morphism, separated and of finite type. If the fibers of X → SpecOK

are geometrically connected, and if the special fiber Xs → Spec k(s) is proper,
then X → SpecOK is proper.

Remark 3.29. Let X be a separated scheme of finite type over a Noetherian
scheme Y . A theorem of Nagata [73] says that there exists a proper scheme X̂
over Y such that X is isomorphic to a dense open subset of X̂. See [62] for a
fairly recent proof. A proper algebraic variety over a field is also called a complete
variety.

3.3.3 Projective morphisms

A fundamental example of proper morphisms is that of projective morphisms
(Definition 1.12).
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Theorem 3.30. Let S be a scheme. Then any projective morphism to S is
proper.

Proof It suffices to see that for any n, Pn
Z

is proper over Z (Proposition 3.16(a)–
(c)). We already know that it is separated and of finite type (Corollary 3.10).
It remains to show that it is universally closed. Let Y be a scheme, and let
π : Pn

Y → Y be the canonical morphism. We must show that π is closed. As this
property is local on Y , we can take Y = SpecA affine.

Let us write B = A[T0, . . . , Tn]. Let V+(I) be a closed subset of Pn
Y . We

want to show that Y \ π(V+(I)) is open. Let y ∈ Y ; we have V+(I) ∩ π−1(y) =
V+(I ⊗A k(y)) (Proposition 1.9). It follows that y ∈ Y \ π(V+(I)) if and only
if B+ ⊗A k(y) ⊆

√
I ⊗A k(y) (Lemma 2.3.35). This inclusion is equivalent to

Bm⊗A k(y) ⊆ I⊗A k(y) for some m. It is also equivalent to (B/I)m⊗A k(y) = 0.
Let us take y ∈ Y \ π(V+(I)). Let m ≥ 1 be such that (B/I)m ⊗A k(y) = 0.

As (B/I)m is a finitely generated A-module, it follows from Nakayama’s lemma
that (B/I)m ⊗A OY,y = 0. This implies that there exists an f ∈ A such that
y ∈ D(f) and f · (B/I)m = 0, and hence (B/I)m ⊗A Af = 0. Consequently,
y ∈ D(f) ⊆ Y \ π(V+(I)). This completes the proof.

Lemma 3.31. Let S be a scheme. Then there exists a closed immersion

Pn
S ×S Pm

S → Pnm+n+m
S

(called the Segre embedding).

Proof It suffices to show the lemma for S = SpecA, where A = Z. Let us write
Pn

S = ProjA[Ti]0≤i≤n, Pm
S = ProjA[Sj ]0≤j≤m, and

Pnm+n+m
S = ProjA[Uij ]0≤i≤n,0≤j≤m.

For any pair (i, j), let

fij : D+(Ti)×S D+(Sj) → D+(Uij)

be the morphism induced by the homomorphism of A-algebras

Ui′j′U−1
ij �→ (Ti′T−1

i )⊗ (Sj′S−1
j ), 0 ≤ i′ ≤ n, 0 ≤ j′ ≤ m.

Then it is clear that fij is a closed immersion. On the other hand, it is easy to
verify that the morphisms fij glue to a morphism f : Pn

S ×S Pm
S → Pnm+n+m

S ,
which is therefore a closed immersion.

Corollary 3.32. The following properties are true.

(a) Closed immersions are projective morphisms.
(b) The composition of two projective morphisms is a projective morphism.
(c) Projective morphisms are stable under base change.
(d) Let X → S, Y → S be projective morphisms; then X ×S Y → S is

projective.
(e) If the composition of X → Y , Y → Z is projective, and if Y → Z is

separated, then X → Y is projective.

Proof (a) and (c) follow immediately; (b) and (d) result from the preceding
lemma. Finally, (e) is a consequence of (a)–(c) and Lemma 3.15.
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Remark 3.33. Let k be a field. Let X be a proper algebraic variety over k.
We can show that: (1) if dimX ≤ 1, then X is projective over k (see Exer-
cises 4.1.16 and 7.5.4); (2) if dimX = 2 and X is smooth (Definition 4.3.28),
then X is projective over k (Remark 9.3.5); (3) there exist normal proper vari-
eties of dimension 2 and smooth proper algebraic varieties of dimension ≥ 3
which are not projective. See the bibliography in [43], II.4.10.2.

Remark 3.34. Proper morphisms are connected to projective morphisms by
Chow’s lemma. It can be stated as follows. Let Y be a Noetherian scheme. For
any proper morphism X → Y , there exists a commutative diagram

X ′ �f
�
�
���g

X

�
Y

with f, g projective, and f−1(U) → U is an isomorphism for some everywhere
dense open subset U of X. This means that by modifying X slightly, we can
make it projective over Y . This is a very useful method for extending certain
results on projective morphisms to proper morphisms. This lemma will not be
used directly in the rest of this work. One can consult [41], II.5.6.1 for the proof.

Definition 3.35. We say that a morphism f : X → Y is quasi-projective if it
can be decomposed into an open immersion of finite type X → Z and a projective
morphism Z → Y . We also say that X is a quasi-projective scheme over Y .

Proposition 3.36. Let A be a ring.

(a) Let F be a finite set of points of Pn
A (n ≥ 1), and Z a closed subset of

Pn
A which does not meet F . Then there exists a non-empty hypersurface

V+(f) ⊂ Pn
A such that V+(f) ∩ F = ∅ and V+(f) ⊇ Z.

(b) Let X be a quasi-projective scheme over A, and F a finite set of points
of X. Then F is contained in an affine open subset of X.

Proof (a) We write Z = V+(I). The set F corresponds to a finite number
of homogeneous prime ideals p1, . . . , pr of A[T0, . . . , Tn], and I is contained in
none of the pi. Thus there exists a homogeneous element f ∈ I \ ∪1≤i≤rpi

(Exercise 2.5.5). We then have V+(f) ∩ F = ∅ and V+(f) ⊇ Z.
(b) By hypothesis, X is an open subscheme of some closed subscheme X̂ of

Pn
A. Let Z = X̂ \ X. Let V+(f) be given by (a). Then F ⊆ D+(f) ∩ X̂, and the

latter is an affine open subset of X.

Exercises

3.1. Let f : X → Y be a morphism of schemes. We suppose that there exist
open subsets Yi of Y such that X = ∪if

−1(Yi), and that the restrictions
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f : f−1(Yi) → Yi are closed immersions. Show that if f(X) is closed in
Y , then f is a closed immersion.

3.2. Let X be a scheme. Show that the following properties are equivalent:
(i) X is separated;
(ii) X is separated over an affine scheme;
(iii) for any scheme Y , every morphism of schemes X → Y is separated.

3.3. Let f : X → Y be a surjective closed morphism between two Noetherian
schemes (or, more generally, topological spaces). Show that we have the
inequality dimX ≥ dimY (reduce to the case when X is irreducible and
use induction on dimX). Compare with Exercises 2.5.8 and 4.3.3.

3.4. Let k be a field. Let Z = An
k or Pn

k . Let us consider two closed subvarieties
X, Y of Z, pure of respective dimensions q, r.
(a) Show that the irreducible components of X ×k Y are of dimension

q + r.
(b) Show that dim(X ∩Y ) ≥ q + r−n if X ∩Y 
= ∅ (identify X ∩Y with

the subset ∆(Z) ∩ (X ×k Y ) of Z ×k Z and use Corollary 2.5.26).
(c) If Z = Pn

k and q + r ≥ n, show that X ∩ Y 
= ∅ (if X = V+(I),
Y = V+(J), consider V (I)∩V (J) in An+1

k and use Corollary 2.5.21).
(d) Show that every projective plane curve X (i.e., X is a closed subva-

riety of P2
k, pure of dimension 1) is connected.

3.5. Let X → S be a proper morphism. Let f : X → Y be an open immersion
of S-schemes. Let us suppose that Y is separated over S and connected.
Show that f is an isomorphism.

3.6. Let f : X → Y be a separated morphism. Show that any section of f is a
closed immersion (apply Proposition 3.9(f) to X ×X Y → X ×Y Y ).

3.7. Let X be a Y -scheme. Show that X is separated over Y if and only if for
every Y -scheme Y ′, the sections of X ×Y Y ′ → Y ′ are closed immersions
(hint: ∆X/Y is a section of the second projection X ×Y X → X).

3.8. Let f : X → Y be a morphism with X affine and Y separated.
Show that f−1(V ) is affine for every affine open subset V of Y (use
Proposition 3.9(f)).

3.9. Let S be a locally Noetherian scheme, s ∈ S. Let Y be a scheme of finite
type over SpecOS,s. Show that there exist an open neighborhood U of
s and a scheme of finite type X → U such that Y = X ×U SpecOS,s.
Moreover, if Y is separated, we can take X → U separated.

3.10. (Graph of a morphism) Let f : X → Y be a morphism of S-schemes. We
define the graph Γf of f as being the image of (IdX , f) : X → X ×S Y .
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(a) Show that (IdX , f) is a section of the projection morphism X×S Y →
X. Deduce from this that Γf is a closed subset of X ×S Y if Y is
separated over S.

(b) Let us suppose X is reduced and let us endow Γf with the structure
of a reduced closed subscheme. Show that if Y is separated over S,
then the projection X ×S Y → X induces an isomorphism from Γf

onto X.

3.11. Let X be a Y -scheme.
(a) Show that for any Y -scheme Z, Xred ×Y Z → X ×Y Z is a closed

immersion and a homeomorphism on the underlying topological
spaces. Deduce from this that X → Y separated ⇐⇒ Xred → Y
separated ⇐⇒ Xred → Yred separated.

(b) Let {Fi}i be a finite number of closed subsets of X such that
X = ∪iFi. Let us endow the Fi with the structure of reduced closed
subschemes. Show that X → Y is separated if and only if Fi → Y is
separated for every i.

(c) Let us suppose X is of finite type over Y . Show that X → Y proper
⇐⇒ Xred → Y proper ⇐⇒ Xred → Yred proper. Also show that (b)
is true for proper morphisms (by supposing X → Y of finite type).

3.12. Let f : X → Y be a surjective morphism. We suppose that Y is connected
and that all of the fibers Xy are connected.
(a) Show that if X is proper over Y , then X is connected.
(b) Study the example Spec k[T1, T2]/T1(T1T2 − 1) → Spec k[T1], where

k is a field. Deduce from this that (a) is false if f is not proper.

3.13. (Rational maps) Let X, Y be schemes over S which are integral, with
Y → S separated. A rational map from X to Y , denoted by X ��� Y , is
an equivalence class of morphisms of S-schemes from a non-empty open
subscheme of X to Y . Two such morphisms U → Y , V → Y are called
equivalent if they coincide on U ∩ V . Let us fix a rational map X ��� Y .
(a) Show that in every equivalence class, there exists a unique element

f : U → Y such that U is maximal for the inclusion relation, and
that every element g : V → Y of the class verifies g = f |V . We call
U the domain of definition of X ��� Y . We then denote the rational
map associated to f by f : X ��� Y .

(b) Let us suppose that f is dominant, that X, Y are of finite type over S,
and that S is locally Noetherian. Let x ∈ X. Show that f is defined at
x (i.e., x ∈ U) if and only if there exists a y ∈ Y such that the image
of OY,y under K(Y ) → K(X) is a local ring dominated by OX,x.

(c) Let Γf be the closure in X ×S Y of the graph of f : U → Y . We call
it the graph of the rational map f . We endow Γf with the structure
of a reduced closed subscheme. Show that Γf is integral and that
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the projection p : X ×S Y → X induces a birational morphism from
Γf to X.

(d) Show that there exist a birational morphism g : Z → X and a mor-
phism f̃ : Z → Y such that f̃ = f ◦g on g−1(U) (we say that we have
eliminated the indetermination of X ��� Y ). Moreover, if Y is proper
(resp. projective) over S, we can choose g proper (resp. projective).

3.14. Let X, Y be integral separated schemes over a Noetherian scheme S. Let
f : X ��� Y be a birational map (i.e., f comes from an isomorphism from
a non-empty open subset U ⊆ X onto an open subset of Y ). Show that f
is defined everywhere if and only if Γf → X is an isomorphism.

3.15. We say that a morphism of schemes f : X → Y is finite (resp. integral)
if for every affine open subset V of Y , f−1(V ) is affine and OX(f−1(V ))
is finite (resp. integral) over OY (V ). Let f : X → Y be a morphism such
that there exists an affine open covering Y = ∪iYi with f−1(Yi) affine
and OX(f−1(Yi)) finite over OY (Yi). We want to show that f is finite.
(a) Show that we can reduce to the case when Y is affine and that Yi =

D(hi) is a principal open subset.
(b) Show that X then verifies condition (3.2), Subsection 2.3.1. Deduce

from this that the canonical morphism X → SpecOX(X) is an iso-
morphism (hence X is affine).

(c) Show that OX(X) is finite over OY (Y ).

3.16. Present a statement analogous to that of Exercise 3.15 by replacing finite
morphism with integral morphism.

3.17. Show that the following properties are true.
(a) Any finite morphism is of finite type and quasi-finite.
(b) The class of finite morphisms verifies hypotheses (1)–(3) of

Lemma 3.15.
(c) Let ρ : A → B be a finite ring homomorphism. Then for any ideal I

of B, we have (Spec ρ)(V (I)) = V (ρ−1(I)).
(d) Any finite morphism is proper (see also Exercise 3.22).

3.18. Let K be a number field. We know that the ring of integers OK of K is
finite over Z. Show that if X is a separated connected scheme containing
SpecOK as an open subscheme, then X = SpecOK (use Exercises 3.17(d)
and 3.5).

3.19. Let X be a proper algebraic variety over a field k. Let f : X → Y be a
morphism of k-schemes with Y affine. Show that f(X) is a finite set of
closed points (hint: f factors into X → SpecOX(X) → Y ).

3.20. (a) Show that Corollary 3.32 is true for quasi-projective morphisms (use
Exercise 2.3(c)).

(b) Show that a morphism of finite type from an affine scheme to an
affine scheme is quasi-projective.
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3.21. Let k be a field. Show that two closed subsets of dimension 1 in P2
k always

have a non-empty intersection (use Exercise 3.4). Deduce from this that
P1

k ×k P1
k 
� P2

k.

3.22. Let f : SpecB → SpecA be a finite morphism. We want to show that f
is projective.
(a) Let us first suppose that B = A[T ]/(P (T )), where P (T ) =∑

0≤i≤n aiT
i with an = 1. Let P̃ (T, S) =

∑
0≤i≤n aiT

iSn−i. Show
that the natural morphism SpecB → ProjA[T, S]/(P̃ (T, S)) is an
isomorphism.

(b) Conclude in the general case.

3.23. Let X be a quasi-projective scheme over a scheme S, and let G be a finite
group acting on the S-scheme X. Show that the quotient scheme X/G
exists (use Exercise 2.3.21), and that G acts transitively on the fibers
of X → X/G. Moreover, the canonical morphism X → X/G is a finite
morphism if S is locally Noetherian.

3.24. Let S be a locally Noetherian integral scheme with generic point ξ. Let
X be a scheme of finite type over S. Show that if Xξ is projective (resp.
finite) over the function field K(S) = k(ξ), then there exists a non-empty
open subset U of S such that X ×S U → U is projective (resp. finite).
(Use Exercises 2.5 and 2.16.)

3.25. Let X, Y be schemes of finite type over a locally Noetherian scheme S.
Let f : X → Y be a finite morphism of S-schemes. Let us fix a point
s ∈ S such that Xs 
= ∅.
(a) Let us suppose that fs : Xs → Ys is a closed immersion. Show that

there exists an open neighborhood U of s such that fU : XU → YU is
a closed immersion.

(b) Let us suppose that Y is reduced and that f is surjective. Show the
analogue of assertion (a) for isomorphisms (compare to Exercise 2.5).

3.26. We will study the example (kindly communicated by Florian Pop) of a
valuation ring having ‘very many’ prime ideals. Let k be a field. Let I be
a totally ordered set. Let K = k(Ti)i∈I be the field of rational fractions
whose variables are indexed by I.
(a) Let Γ = Z(I) be the direct sum of copies of Z indexed by I. This is

a group which is totally ordered by the lexicographical order. Let us
denote the canonical basis of Z(I) by {ei}i. Show that there exists a
unique valuation (up to isomorphism) ν : K∗ → Γ such that ν(Ti) =
ei and ν(k∗) = 0.

(b) Let i ∈ I. Show that the radical of the set p(i) := {a ∈ K | ν(a) ≥ ei}
is a prime ideal of Oν . Show that the map I → SpecOν defined in
this way is injective and increasing, if we endow SpecOν with the
order relation determined by the inclusion.
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(c) Let θ : Z(I) \ {0} → I be the map defined by θ((ni)i) = the smallest
i such that ni 
= 0. Let p ∈ SpecOν . Show that if θ(ν(p)) is bounded
from above by an index i, then for every j > i, we have p ⊆ p(j).
Show that if θ(ν(p)) is not bounded, then p = mν .

3.27. (A scheme without closed point) Let I be a totally ordered set without
maximal element. Let Oν be the valuation ring defined in the preceding
exercise, with maximal ideal mν . Show that the scheme SpecOν \ {mν}
has no closed point.



 
4

Somelocalproperties

In this chapter, we study some local aspects of schemes. First we define normal
schemes and present an extension theorem for regular functions (Theorem 1.14).
Next we study regular schemes. The important results are regularity criteria
(Corollary 2.15 and the Jacobian criterion 2.19). After looking at flat morphisms,
we arrive, in a natural way, at smooth morphisms, a relative version of (geo-
metric) regularity. Section 4.4 is devoted to the proof of Zariski’s ‘Main Theorem’,
and to its application to proper birational morphisms.

4.1 Normal schemes

4.1.1 Normal schemes and extensions of regular functions

Let us recall that an integral domain A is called normal if it is integrally closed
in Frac(A), that is, α ∈ Frac(A) integral over A implies that α ∈ A.

Definition 1.1. Let X be a scheme. We say that X is normal at x ∈ X or that
x is a normal point of X if OX,x is normal. We say that X is normal if it is
irreducible2 and normal at all of its points.

Definition 1.2. We call a normal Noetherian integral domain of dimension 0 or
1 a Dedekind domain. We call a normal locally Noetherian scheme of dimension
0 or 1 a Dedekind scheme.

Remark 1.3. Usually, a Dedekind domain has dimension 1 by definition. Here
we admit the dimension 0 because we want to make the class of Dedekind
domains stable by localization. For Dedekind schemes, this makes an open sub-
scheme of a Dedekind scheme into a Dedekind scheme.

Lemma 1.4.

(a) Let A be a unique factorization domain. Then A is normal.
(b) Let A be a normal integral domain. Then S−1A is normal for any mul-

tiplicative subset S of A.

2We require this additional condition of irreducibility to simplify the exposition.



 

116 4. Some local properties

Proof (a) Let α ∈ Frac(A). We can write α = ab−1 with a, b ∈ A without a
common irreducible factor. Let us suppose that α verifies an integral equation

αn + cn−1α
n−1 + · · ·+ c0 = 0, ci ∈ A.

Then
an + b(cn−1a

n−1 + · · ·+ c0b
n−1) = 0.

Hence b divides an. It follows that b is invertible, and therefore that α ∈ A.
(b) Immediate.

Proposition 1.5. Let X be an irreducible scheme. The following properties are
equivalent:

(i) The scheme X is normal.
(ii) For every open subset U of X, OX(U) is a normal integral domain.

If, moreover, X is quasi-compact, these properties are equivalent to:

(iii) The scheme X is normal at its closed points.

Proof Let us suppose X is normal. Let U be an open subset of X and α ∈
Frac(OX(U)) integral over OX(U). Let V be an affine open subset of U . Then α
is integral over A := OX(V ) and α ∈ Frac(A). Let us set I = Ann((αA+A)/A).
If I 
= A, then I ⊆ p for a prime ideal p of A. As Ap is normal, there exists an
s ∈ A \ p such that sα ∈ A. It follows that s ∈ I, whence a contradiction. Hence
1 ∈ I and α ∈ OX(V ). As this is true for every affine open subset V of U , we
have α ∈ OX(U) (Proposition 2.4.18). This shows that (i) implies (ii).

Let us suppose (ii) is verified. Let x ∈ X, and let V be an affine open
neighborhood of x. Then OX(V ) is normal by hypothesis. It follows by the
lemma above that OX,x is normal. Hence X is normal at x and we have (ii) =⇒
(i) by Proposition 2.4.17.

Let us suppose X is quasi-compact, irreducible, and normal at its closed
points. Let x ∈ X be an arbitrary point. There exists a closed point y ∈ {x}
(Exercise 2.4.8). Let V be an affine open subset of X containing y. Then x ∈ V . It
follows that OX,x is a localization of OX,y, and therefore normal. Consequently,
X is normal.

Example 1.6. Let k be a field. Then An
k and Pn

k are normal schemes because
their local rings are factorial.

Example 1.7. Let X be a Noetherian integral scheme. Then X is a Dedekind
scheme if and only if OX(U) is a Dedekind domain for every open subset U of
X. In particular, the spectrum of a Dedekind domain is a Dedekind scheme.

Example 1.8. Let OK be a discrete valuation ring with uniformizing parame-
ter t. Let P (S) = Sn + an−1S

n−1 + · · · + a0 ∈ OK [S] be an Eisenstein polyno-
mial, that is, ai ∈ tOK and a0 /∈ t2OK . Let us consider OL := OK [S]/(P (S)).
Then OL is normal. More precisely, OL is a discrete valuation ring. Indeed, it
is a classical result that P (S) is an irreducible polynomial (if P = P1P2, then
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P1(0), P2(0) ∈ tOK ; hence P (0) ∈ t2OK , whence a contradiction). Let s be
the image of S in OL. Then L = ⊕0≤i≤n−1s

iK. Let us denote the normalized
valuation of OK (Example 3.3.23) by νK . Let us set

νL

( ∑
0≤i≤n−1

ais
i
)

= max
0≤i≤n−1

{nνK(ai) + i}, ai ∈ K.

It can then immediately be seen that νL : L∗ → Z is a valuation of L, whose
valuation ring is

∑
i OKsi = OL.

Example 1.9. Let m be a square-free integer. Let us consider the scheme

X = ProjZ[S0, S1, S2]/(S2
2 −mS1S0),

and let us show that X is normal. Let si denote the image of Si in the quotient.
We have D+(s2) ⊂ D+(s0) ∪ D+(s1), and the open subschemes D+(s0) and
D+(s1) are isomorphic by symmetry. It therefore suffices to show that D+(s0)
is normal. Let ti = s−1

0 si ∈ A := OX(D+(s0)). We have A = Z[t1, t2] with the
relation t22 = mt1. This is clearly an integral domain, and the subring Z[t1] of A
is isomorphic to a polynomial ring. We moreover have Frac(A) = Q(t1)[t2].

Let f = g0 + g1t2 ∈ Frac(A) with gi ∈ Q(t1) and let us suppose f is integral
over A. Let us consider the automorphism (of Z-algebras) σ : A → A defined
by σ(t1) = t1, σ(t2) = −t2. Then σ(f) = g0 − g1t2 is also integral over A. This
implies that 2g0 = f + σ(f) is integral over A. Now, A is integral over Z[t1].
Since the latter is factorial ([55], V, Theorem 6.3), and hence normal, we have
2g0 ∈ Z[t1]. Consequently, 2g1t2 is integral over A. By considering its square, we
deduce from this that 4g2

1mt1 ∈ Z[t1]. This immediately implies that 2g1 ∈ Z[t1].
Let us set Gi = 2gi ∈ Z[t1]. As g2

0 + mt1g
2
1 = fσ(f) is integral over Z[t1] and

therefore belongs to Z[t1], we have G2
0+mt1G

2
1 = 4H, with H ∈ Z[t1]. Finally, by

considering this equality in F2[t1], we see that G0 ≡ 0 mod 2. This then implies
that 4 divides mt1G

2
1. Hence 2 divides G1. In other words, we have f ∈ A.

Remark 1.10. We see in the example above that testing the normality of a
scheme is not always easy in practice, even if the scheme is given by a rela-
tively simple equation. We will encounter other verification methods further on
(Theorems 2.16(b) and 8.2.23).

Lemma 1.11. Let A be a Noetherian integral domain, and I a non-zero ideal
of A. Then B := {f ∈ Frac(A) | If ⊆ I} is a subring of Frac(A), finite over A.

Proof It is clear that B is a ring containing A. We have an A-module homo-
morphism φ : B → HomA(I, I) defined by φ(f) : α �→ αf . This is an
injective homomorphism because A is an integral domain. Let An → I be
a surjective A-module homomorphism. It induces an injective homomorphism
HomA(I, I) → HomA(An, I) � In, which implies that HomA(I, I), and hence B,
is finite over A (see also Exercise 1.1 for a more general statement).

Proposition 1.12. Let X be a Dedekind scheme. Then for any x ∈ X, the ring
OX,x is a principal ideal domain.



 

118 4. Some local properties

Proof We must show that any normal Noetherian local ring (A, m) of dimension
1 is a principal ideal domain (the dimension 0 case is trivial). Let x ∈ m \ m2

(such an element exists because otherwise dimA = 0, see Lemma 2.5.11). Let us
first show that m = xA. We have dimA/xA = 0 (Theorem 2.5.15), and hence
m =

√
xA (Lemma 2.5.11). Let r ≥ 2 be an integer such that mr ⊆ xA. Then for

any y ∈ mr−1, we have (x−1y)m ⊆ x−1mr ⊆ A. Hence (x−1y)m is an ideal of A,
contained in m because otherwise x ∈ mr ⊆ m2. By Lemma 1.11, x−1y is integral
over A, and hence x−1y ∈ A, that is to say y ∈ xA. Consequently, mr−1 ⊆ xA.
Repeating this, we see that m = xA.

Let I be a non-zero ideal of A. As ∩n≥1m
n = 0 (using Lemma 1.11 and the

fact that x−1 · (∩n≥1m
n) = ∩n≥1m

n; or Corollary 1.3.13), there exists an n ≥ 1
such that I ⊆ mn = xnA and I 
⊂ mn+1. It can then immediately be verified
that I = xnA. Consequently, A is indeed a principal ideal domain.

Lemma 1.13. Let A be a normal Noetherian ring of dimension ≥ 1. Then we
have the equality

A =
⋂

p∈Spec A, ht(p)=1

Ap.

Proof Let A′ denote the right-hand side in the equality we want to prove, and
let us suppose that A′ 
= A. For every f ∈ A′ \ A, let If be the proper ideal
{a ∈ A | af ∈ A} of A. Since A is Noetherian, the set of If with f ∈ A′\A admits
a maximal element q := Ig for some g ∈ A′\A. Let us first show that q is a prime
ideal. Let a1, a2 ∈ A be such that a1a2 ∈ q and that a2 /∈ q. Then a2g ∈ A′ \ A,
q ⊆ Ia2g, and a1 ∈ Ia2g. By the hypothesis on q, we have a1 ∈ Ia2g = q, and
hence q is prime.

Let us now consider the ideal gqAq of Aq. If it is equal to Aq, then qAq =
g−1Aq, and ht(q) = 1 by Theorem 2.5.12. Therefore g ∈ Aq, and there exists an
s ∈ A \ q such that sg ∈ A. So s ∈ Ig = q, a contradiction. Hence gqAq ⊆ qAq.
Applying Lemma 1.11 to the ideal qAq of Aq, we see that g is integral over, and
therefore belongs to, Aq. This is impossible, as we saw above. Hence A′ = A.

Theorem 1.14. Let X be a normal locally Noetherian scheme. Let F be a
closed subset of X of codimension codim(F, X) ≥ 2. Then the restriction

OX(X) → OX(X \ F )

is an isomorphism. In other words, every regular function on X \ F extends
uniquely to a regular function on X.

Proof We may assume that X = SpecA is affine. For any prime ideal p ⊂ A of
height 1, we have p ∈ X \F . The theorem immediately follows from Lemma 1.13.

Example 1.15. Let X = Spec k[x, y] be the affine plane over a field k. Let U be
the complement of the origin in X. Then OX(U) = OX(X). We can also verify
this equality directly (Exercise 2.5.12(b)).
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Proposition 1.16. Let Y → S be a proper morphism over a locally Noetherian
scheme. Let X be a normal S-scheme of finite type. Let us consider a morphism
of S-schemes f : U → Y defined on a non-empty open subset U of X. Then
f extends uniquely to a morphism V → Y , where V is an open subset of X
containing all points of codimension 1.

Proof The uniqueness comes from the separatedness of Y → S and from the
fact that X is reduced (Proposition 3.3.11). Let ξ be the generic point of X.
Then ξ ∈ U and f induces a morphism fξ : SpecK(X) → Y . Let x ∈ X be
a point of codimension 1. Then OX,x is a discrete valuation ring with field of
fractions K(X). It follows from Corollary 3.3.26 that fξ extends to a morphism
fx : SpecOX,x → Y . As Y is of finite type over S, fx extends to a morphism
g : Ux → Y on an open neighborhood Ux of x (Exercise 3.2.4).

Let W be an affine open neighborhood of g(x) and let us consider the restric-
tions of f and g to U ′ := f−1(W )∩g−1(W ). The latter is a non-empty open subset
of X because it contains ξ. The homomorphisms OY (W ) → OX(U ′) correspond-
ing to f |U ′ and g|U ′ are identical because they coincide on K(X) ⊇ OX(U ′).
Consequently, f |U ′ = g|U ′ (Proposition 2.3.25). By virtue of Proposition 3.3.11,
f and g coincide on U ∩ Ux. The same reasoning shows that if x′ ∈ X is another
point of codimension 1, then the morphism g′ : Ux′ → Y coincides with f and g
respectively on the intersections U∩Ux′ and Ux∩Ux′ . Thus we see that f extends
to a morphism on an open subset V containing all points of codimension 1.

Corollary 1.17. Let us keep the hypotheses of Proposition 1.16. Let us more-
over suppose that X is of dimension 1. Then f extends uniquely to a morphism
X → Y .

Lemma 1.18. Let OK be a discrete valuation ring, with field of fractions K
and residue field k. Let X be an OK-scheme such that OX(U) is flat over OK

for every affine open subset U of X. We suppose that XK is normal and that
Xk is reduced. Then X is normal.

Proof We may suppose that X = SpecA is affine. The canonical homomor-
phism A → A ⊗OK

K is injective by the A flat over OK hypothesis. Hence A is
an integral domain. Let t be a uniformizing parameter for OK . Let α ∈ Frac(A)
be integral over A. Since A ⊗OK

K is normal, there exist a ∈ A, r ∈ Z such
that α = t−ra. We can suppose that a /∈ tA. Let us show that r ≤ 0. Let
αn + an−1α

n−1 + · · · + a0 = 0 be an integral relation for α over A. If r > 0,
by multiplying this relation by trn, we see that a is nilpotent in A/tA; hence,
a ∈ tA, a contradiction. Thus r ≤ 0 and α ∈ A. (See also Exercise 8.2.11(b).)

4.1.2 Normalization

Definition 1.19. Let X be an integral scheme. A morphism π : X ′ → X is
called a normalization morphism if X ′ is normal, and if every dominant morphism
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f : Y → X with Y normal factors uniquely through π:

Y �f

�

X

X ′
��

���π

Note that if π : X ′ → X is a normalization of X, then for any open subscheme
U of X, the restriction π−1(U) → U is a normalization of U .

Definition 1.20. We say that a morphism f : X ′ → X is integral if for every
affine open subset U of X, f−1(U) is affine and OX(U) → OX′(f−1(U)) is
integral.

Lemma 1.21. Let A be an integral domain. Let A′ be the integral closure of
A in Frac(A). Then the morphism SpecA′ → SpecA induced by the canonical
injection A → A′ is a normalization morphism.

Proof Let us recall that if A is a subring of a commutative ring C, the integral
closure of A in C is the set of elements of C that are integral over A. This is a
subring of C containing A (see [55], IX, Proposition 1.4).

Let π : Y → SpecA be a dominant morphism with Y normal. Then A →
OY (Y ) is injective (Exercise 2.4.11). As OY (Y ) is normal (Proposition 1.5), the
homomorphism A → OY (Y ) factors through an injective homomorphism A′ →
OY (Y ). Hence π factors into Y → SpecA′ followed by SpecA′ → SpecA.

Proposition 1.22. Let X be an integral scheme. Then there exists a normaliza-
tion morphism π : X ′ → X, and it is unique up to isomorphism (of X-schemes).
Moreover, a morphism f : Y → X is the normalization morphism if and only if
Y is normal, and f is birational and integral.

Proof The uniqueness of the normalization is immediate. To show its existence,
it suffices to cover X with affine open subsets Ui, to apply the lemma above to
the Ui, and finally, to glue the normalizations U ′

i → Ui owing to the uniqueness
of the normalizations of the Ui∩Uj . The rest of the properties also result directly
from the lemma above.

Example 1.23. Let us consider Example 1.9 once more, but with m = n2m′,
where m′ is square-free. We have a homomorphism of graded algebras

ϕ : Z[S0, S1, S2]/(S2
2 −mS1S0) → Z[W0, W1, W2]/(W 2

2 −m′W1W0),

defined by ϕ(S2) = nW2, and ϕ(Si) = Wi for i ≤ 1. The morphism of schemes
f associated to ϕ is clearly birational and integral. It follows from Example 1.9
and from the proposition above that f is the normalization morphism.

A more general notion than the normalization of a scheme is the following:

Definition 1.24. Let X be an integral scheme, and let L be an algebraic exten-
sion of the function field K(X). We define the normalization of X in L to be an
integral morphism π : X ′ → X with X ′ normal, K(X ′) = L, and such that π
extends the canonical morphism SpecL → X.
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In the same manner as in the proposition above, we easily see that the nor-
malization π : X ′ → X of X in L exists and is unique. Moreover, for any affine
open subset U of X, π−1(U) is affine and OX′(π−1(U)) is the integral closure of
OX(U) in L. The normalization of X in K(X) is none other than the normal-
ization of X defined above.

Proposition 1.25. Let X be a normal Noetherian scheme. Let L be a finite
separable extension of K(X). Then the normalization X ′ → X of X in L is a
finite morphism.

Proof It suffices to consider the affine case X = SpecA. Let B be the integral
closure of A in L. We want to show that B is finite over A as an A-module. As
A is Noetherian, we can, if necessary, extend L in such a way that it is Galois
over K := K(X).

Let us consider the trace form L×L → K, (x, y) �→ TrL/K(xy). This is a non-
degenerate bilinear form because L/K is separated (see [55], VI, Theorem 5.2).
Let {e1, . . . , en} be a basis of L/K made up of elements of B. There then exists
a basis {e∗

1, . . . , e
∗
n} ⊂ L dual to {e1, . . . , en} (i.e., TrL/K(eie

∗
j ) = δij). Let b ∈ B.

We have b =
∑

j λje
∗
j with λj ∈ K. It follows that λj = TrL/K(bej) ∈ B∩K = A.

Consequently, B is a sub-A-module of
∑

j Ae∗
j , and is therefore finite over A.

Lemma 1.26. Let k be a field, and let L be a finite extension of k(T1, . . . , Tn).
Then the integral closure of k[T1, . . . , Tn] is finite over k[T1, . . . , Tn].

Proof Let K = k(T1, . . . , Tn). There exists a finite extension of L (e.g., the
normal closure of L/K) that is separable over a purely inseparable extension
K ′ of K. By Proposition 1.25, it suffices to show that the integral closure A′ of
k[T1, . . . , Tn] in K ′ is finite over k[T1, . . . , Tn]. We may assume that char(k) =
p > 0. Let {ej}j be a finite system of generators of K ′ over K. There exists a
q = pr, r ∈ N, such that eq

j ⊆ K for every j. Let us fix an algebraic closure K of

K containing K ′. Then K ′ ⊆ k′[S1, . . . , Sn], where Si = T
1/q
i ∈ K, and where k′

is the subextension of K over k generated by the qth roots of the coefficients of
the eq

j . Now k′[S1, . . . , Sn] is normal and finite over k[T1, . . . , Tn]. It follows that
A′ ⊆ k′[S1, . . . , Sn] is finite over k[T1, . . . , Tn].

Proposition 1.27. Let X be an integral algebraic variety over a field k. Let
L/K(X) be a finite extension. Then the normalization X ′ → X of X in L is a
finite morphism. In particular, X ′ is an algebraic variety over k.

Proof We may assume X = SpecA affine. Let k[T1, . . . , Tn] → A be a finite
injective homomorphism (Noether’s normalization lemma, Proposition 2.1.9).
Then the integral closure of A in L is also the integral closure of k[T1, . . . , Tn] in
L. The proposition then follows from the lemma above.

Remark 1.28. See the end of Subsection 8.2.2 for more information about the
finiteness of the normalization morphism.

Proposition 1.29. Let X be an integral scheme such that normalization X ′ →
X of X is a finite morphism. Then the set U of normal points of X is open in X.
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Proof To show that U is open, it suffices to show this in the affine case X =
SpecA. Let A′ be the integral closure of A. Let p ∈ SpecA. Then the integral
closure of Ap is A′ ⊗A Ap. Hence p ∈ U if and only if (A′/A) ⊗A Ap = 0. Let
I = Ann(A′/A) be the annihilator of the A-module A′/A. Then we clearly have
SpecA \ V (I) ⊆ U . Conversely, let p ∈ U . Since A′/A is finitely generated over
A, there exists an a ∈ A \ p such that a(A′/A) = 0. Hence p ∈ SpecA \ V (I).
This implies that U = SpecA \ V (I) is open.

Corollary 1.30. Let X be an integral algebraic variety. Then the normalization
X ′ → X of X is a finite morphism, and the set of normal points of X is open
in X.

Proof The finiteness of X ′ → X results from Proposition 1.27 by taking
L = K(X), and the openness of the set of normal points is a consequence of
Proposition 1.29.

Proposition 1.31. Let A be a Dedekind ring with field of fractions K, let L
be a finite extension of K, and B the integral closure of A in L. Then B is a
Dedekind ring and the canonical morphism f : SpecB → SpecA has finite fibers.

Proof We can decompose the extension K → L into a separable extension
followed by a purely inseparable extension. As the proposition is true for the
separable extension (Propositions 2.5.10 and 1.25), we can suppose that L is
purely inseparable over K. There therefore exists a power pe of the characteristic
p = char(K) such that Lpe ⊆ K. Consequently, Bpe ⊆ A. Let p be a prime ideal
of A. Then

√
pB is the unique prime ideal of B lying above p. Hence f is bijective.

Moreover, dimB = 1 by Proposition 2.5.10.
Let q be a maximal ideal of B. Then p := q ∩ A is a maximal ideal of

A. Let ν : K → Z be a discrete valuation of K associated to Ap. Let us set
νL(β) = ν(βpe

). Then νL is a discrete valuation of L, and we immediately verify
that Bq is its valuation ring. Consequently, Bq is a discrete valuation ring. It
remains to show that B is Noetherian. Let I be a non-zero ideal of B. Let b ∈ I
be non-zero. Then B/bB is integral over A/(bB ∩ A). As bB ∩ A is non-zero
because it contains bpe

, we have dimB/bB = dimA/(bB ∩ A) = 0. Moreover,
as f is bijective, V (b) is a finite set q1, . . . , qn. Hence B/bB � ⊕1≤i≤nBqi

/(b)
(Exercise 2.5.11(c)) is Noetherian. It follows that I is finitely generated.

Exercises

1.1. Let A be a ring and B an A-algebra. We suppose that there exists a
faithful B-module M (i.e., bM = 0 for b ∈ B implies that b = 0) which
is finitely generated over A. Using the Cayley–Hamilton identity on the
matrices HomA(M,M) (i.e., any matrix cancels its characteristic polyno-
mial), show that B is integral over A (this generalizes Lemma 1.11).

1.2. Let A be an integral domain, and let I be a finitely generated ideal of A.
Show that for any ϕ ∈ HomA(I, I) and for any non-zero a ∈ I, a−1ϕ(a) ∈
Frac(A) is integral over A (use Cayley–Hamilton identity).
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1.3. Let X be a normal Noetherian local scheme of dimension 2, with closed
point s. Show that X \ {s} is a non-affine Dedekind scheme.

1.4. Let X be a connected algebraic variety. Show that X is reduced (resp.
integral; resp. normal) if and only if this property is verified at the closed
points of X.

1.5. Let A be a normal ring. We want to show that A[T ] is also normal. Let
f ∈ Frac(A[T ]) be integral over A.
(a) Show that f ∈ Frac(A)[T ].
(b) Show that there exists a subring A0 of A such that A0 is finitely

generated over Z, f ∈ Frac(A0)[T ], and f is integral over A0[T ].
(c) Show that there exists an a ∈ A0 \ {0} such that afn ∈ A0[T ] for

every n ≥ 0.
(d) Let us write f =

∑
i≤d αiT

i. Show that aαn
0 ∈ A0 for every n ≥ 0,

and that ai+1αn
i ∈ A0 for every i ≤ d and for every n ≥ 0.

(e) Show that A0[αi] ⊆ a−i−1A0, and that f ∈ A[T ].
(f) (A second method when A is Noetherian.) Show that A[T ] is normal

if A is a discrete valuation ring; then prove the general case using
Lemma 1.13.

1.6. Let A → B be a faithfully flat ring homomorphism, and let us suppose B
is normal.
(a) Let I, J be ideals of A such that IB ⊆ JB. Show that I ⊆ J .
(b) Let f = ab−1 ∈ Frac(A) be integral over A. Show that aB ⊆ bB.

Deduce from this that f ∈ A and that A is normal.

1.7. Let k be a field. Determine the normalization of Proj k[x, y, z]/(x3−y2z).

1.8. Let OK be a Dedekind domain, and let a ∈ OK be non-zero. Show that
the scheme ProjOK [x, y, z]/(xy − az2) is normal.

1.9. Let X = SpecA be an affine Dedekind scheme. We are going to show
that every open subscheme U of X is affine. We may assume that U is
the complement of a closed point x0.
(a) Let m0 be the maximal ideal of A corresponding to x0. Let t ∈ A be

such that tOX,x0 = m0OX,x0 and let V (t) = {x0, x1, . . . , xn}. Show
that for every 1 ≤ i ≤ n, there exists ti ∈ A such that ti /∈ m0 and
that ti generates the maximal ideal of OX,xi

.

(b) Show that there exists an f ∈ OX(U) \ A (take f = t−1∏
1≤i≤n tdi

i

with large di).
(c) Let Z = V (f) ⊂ U and V = X \ Z. Show that there exists

a (unique) morphism ϕ : X → P1
X = ProjA[T0, T1] such that
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ϕ|U is the morphism of A-schemes U → D+(T0) corresponding
to A[T1/T0] → OX(U), T1/T0 �→ f ; and ϕ|V is the morphism
of A-schemes V → D+(T1) corresponding to A[T1/T0] → OX(V ),
T1/T0 �→ f .

(d) Show that ϕ is a section of the canonical morphism P1
X → X, and

that U = ϕ−1(D+(T0)). Deduce from this that U is affine, and that
OX(U) = A[f ] (use Exercise 3.3.6).

1.10. Let X be a quasi-projective scheme over a locally Noetherian scheme S.
Let G be a finite group acting on X, so that the quotient scheme X/G
exists (Exercise 3.3.23). Let us moreover suppose that X is normal.
(a) Show that Y := X/G is normal.
(b) Show that the first projection X ×Y X → X induces an isomorphism

between any irreducible component Z of X ×Y X, endowed with the
reduced subscheme structure, and the scheme X. (Show that Z → X
is finite and birational.)

1.11. Let X be an integral algebraic variety over a field k. Let k′ = K(X) ∩ k.
(a) Let X ′ be the normalization of X. Show that X ′ is an algebraic

variety over k′.
(b) Show that for any point x ∈ X ′, k′ is a subfield of k(x). Deduce from

this that k′ is finite over k.

1.12. Let X be a normal and proper algebraic variety over a field k. Show that
OX(X) = K(X) ∩ k.

1.13. Let X be a reduced algebraic variety. Show that X is normal at all of the
generic points of X. Show that X contains an everywhere dense normal
open subvariety.

1.14. Let X be an integral scheme of dimension 1, and let f : X → Y be
a separated birational morphism of finite type from X to a Dedekind
scheme. Show that f is an open immersion (this is a special case of a
theorem of Zariski, see Corollary 4.6).

1.15. Let X be a locally Noetherian, separated, integral scheme, and U an affine
open subset of X different from X. Let us suppose that the normalization
X ′ of X is also locally Noetherian (e.g., if X ′ → X is finite). We want to
show that the irreducible components of X \ U are of codimension 1 in
X. Let ξ be a generic point of X \ U .
(a) Show that there exists an affine open neighborhood V of ξ in X such

that ξ is the unique generic point of V \ (U ∩ V ).
(b) Show that V ∩U is an affine open subset of V . Using Theorem 1.14,

show that dimOX,ξ = 1 if X is normal.
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(c) Let π : X ′ → X be the normalization morphism. Show that any point
of π−1(ξ) is a generic point of X ′\U ′, where U ′ = π−1(U). Show that

dimOX,ξ = max
ξ′∈π−1(ξ)

dimOX′,ξ′ = 1

(use Exercise 2.1.8 and Proposition 2.5.10).
(d) Show that the statement still holds if X is not necessarily integral, but

is such that the normalization of its (reduced) irreducible components
are locally Noetherian.

1.16. Let C be a normal proper curve over a field k. We are going to show that
C is projective over k.
(a) Let {Ui}i be a finite covering of C by affine open subsets. Each

Ui admits an open immersion into a projective variety Yi over k
(Exercise 2.3.18). Let Y be the fibered product of the Yi over k.
Show that the canonical morphism ∩iUi → Y extends uniquely to a
proper morphism h : C → Y .

(b) Let Z = h(C) be the closed subvariety of Y endowed with the reduced
structure. Show that g induces a surjective morphism f : C → Z and
that the projection Y → Yi induces a dominant morphism Z → Yi.

(c) Show that for any open subset Ui, the open immersion Ui → Yi factors
into Ui → C → Z → Yi. Deduce from this that f#

x : OZ,f(x) → OC,x

is an isomorphism for every x ∈ Ui. Show that f is an isomorphism
and that C is projective over k.

1.17. Let U be an integral affine algebraic curve over a field k.
(a) Show that there exists a proper curve Û over k verifying the following

properties:
(1) there exists an open immersion i : U → Û ,
(2) the points of Û \ U are normal in Û .

(b) Show that Û is the ‘smallest proper completion’ of U , in the sense that
any morphism U → X into a proper variety over k factors uniquely
through the open immersion U → Û . Deduce from this that Û is
unique up to isomorphism.

(c) Show that there exists a finite morphism U → A1
k, and that it extends

to a finite morphism f : Û → P1
k such that U = f−1(A1

k).

1.18. Let k be a field, and let P (x) ∈ k[x] be a monic polynomial.
(a) Show that X = Spec k[x, y]/(y2−P (x)) is integral if and only if P (x)

is not a square.
(b) Let us suppose char(k) 
= 2. Show that X is normal if and only if

P (x) is a polynomial without a square factor.
(c) Let us suppose char(k) = 2 and k is perfect. Then P (x) can be written

in a unique way as P (x) = xQ1(x)2 +Q2(x)2. Show that X is normal
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if and only if P (x) ∈ k∗x + k[x2]. If k is not perfect, show that this
condition is sufficient.

(d) Supposing X integral, and char(k) 
= 2 or k perfect, determine the
normalization of X.

1.19. Let k be a field of characteristic p > 0. Let f : X → Y be a finite sur-
jective morphism of normal algebraic varieties over k. We identify K(Y )
with a subfield of K(X) via f . Use Lemma 3.2.25 to show the following
properties:
(a) If K(X)p ⊆ K(Y ), show that FX/k factors into f : X → Y followed

by a morphism Y → X(p).
(b) If K(Y ) ⊆ kK(X)p, show that f factors into FX/k : X → X(p)

followed by a morphism X(p) → Y .

4.2 Regular schemes

In algebraic geometry, the ‘simplest’ schemes from the point of view of the local
structure are the regular schemes X. They are (in some sense) close to affine
spaces, either through the structure of the formal completions of the local rings
OX,x (Proposition 2.27), or through algebraic properties of the local rings OX,x

themselves (Theorem 2.16). We define the notion of tangent space in the first
subsection. Then, the regularity of a scheme is defined, and the Jacobian criterion
is proven (Theorem 2.19).

4.2.1 Tangent space to a scheme

Definition 2.1. Let X be a scheme and x ∈ X. Let mx be the maximal ideal of
OX,x and k(x) = OX,x/mx be the residue field. Then mx/m2

x = mx ⊗OX,x
k(x) is

in a natural way a k(x)-vector space. Its dual (mx/m2
x)

∨ is called the (Zariski)
tangent space to X at x. We denote it by TX,x.

Let f : X → Y be a morphism of schemes, let x ∈ X, and y = f(x). Then
f#

x : OY,y → OX,x canonically induces a k(x)-linear map TX,x → TY,y ⊗k(y) k(x)
which we will denote by Tf,x, and call the tangent map of f at x.

Proposition 2.2. Let X be a scheme. The following properties hold.

(a) If X is locally Noetherian, then for any x ∈ X, dimk(x) TX,x ≥ dimOX,x.
(b) Let g : Y → Z be a morphism of schemes. Then Tg◦f,x = (Tg,y ⊗ Idk(x))◦

Tf,x.

Proof (a) is a direct translation of Corollary 2.5.14(b), and (b) results directly
from the definition.

Lemma 2.3. Let A be a ring, and m a maximal ideal of A. Then the canonical
homomorphism of A-modules m/m2 → mAm/m2Am is an isomorphism.
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Proof It suffices to show that ϕ : A/m → Am/mAm is an isomorphism because
we will then have the isomorphism of the lemma by taking the tensor product
⊗Am. As A/m is a field, it suffices to show that ϕ is surjective. Let s ∈ A \ m.
There exist a ∈ A and m ∈ m such that 1 = as + m. It follows that s−1 = a
modulo mAm. This immediately implies that ϕ is surjective.

In what follows, we are going to study an explicit case, where the notion of
the Zariski tangent space takes the classical sense, namely, that of differential
calculus (Proposition 2.5). Let Y = Spec k[T1, . . . , Tn] be the affine space over a
field k, and let y ∈ Y (k) be a rational point. Let E denote the vector space kn.
Let Dy : k[T1, . . . , Tn] → E∨ (the dual of E) be the map defined by

DyP : (t1, . . . , tn) �→
∑

1≤i≤n

∂P

∂Ti
(y)ti.

The linear form DyP is called the differential of P in y. It is clear that Dy is a
k-linear map and that Dy(PQ) = P (y)DyQ + Q(y)DyP .

Lemma 2.4. Let m denote the maximal ideal of k[T1, . . . , Tn] corresponding
to y.

(a) The restriction of Dy to m induces an isomorphism m/m2 � E∨.
(b) We have a canonical isomorphism TY,y � E.

Proof (a) We know that m is of the form (T1−λ1, . . . , Tn−λn), λi ∈ k (Exam-
ple 2.3.32). The assertion then follows immediately using the Taylor expansion
of P in (λ1, . . . , λn). Property (b) results from (a) and Lemma 2.3.

Let F be a subvector space of E. We denote the orthogonal of F in E by

F⊥ = {ϕ ∈ E∨ | ϕ(v) = 0,∀v ∈ F}.

We have a canonical exact sequence

0 → F⊥ → E∨ → F∨ → 0.

Proposition 2.5. Let X = V (I) be a closed subvariety of Y = An
k , and let

x ∈ X(k) be a rational point. Let f : X → Y denote the closed immersion. Then,
by identifying TY,x with E as in Lemma 2.4, the linear map Tf,x : TX,x → TY,x

induces an isomorphism from TX,x onto (DxI)⊥ ⊆ E. Consequently, TX,x can
be identified with


 (t1, . . . , tn) ∈ E

∣∣∣ ∑
1≤i≤n

∂P

∂Ti
(x)ti = 0, ∀P ∈ I


 .

It is therefore the tangent space to X at x in the classical sense.
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Proof We have an exact sequence of vector spaces over k(x) = k:

0 → I/(I ∩m2) → m/m2 → n/n2 → 0, (2.1)

where m is the maximal ideal of k[T1, . . . , Tn] corresponding to x ∈ Y , and n =
m/I is the maximal ideal of OX(X) corresponding to x ∈ X. By the isomorphism
Dx : m/m2 → E∨ of Lemma 2.4(a), we obtain an exact sequence

0 → DxI → E∨ → n/n2 → 0.

By taking the dual, we obtain the isomorphism (n/n2)∨ � (DxI)⊥. The
proposition then results from Lemma 2.3.

Example 2.6. Let X = Spec k[T, S]/(T 2 − S3), and let x0 ∈ X ⊂ A2
k be

the rational point corresponding to the maximal ideal generated by T and S.
The differential form Dx(T 2 − S3) is zero if and only if x = x0. Consequently,
dimk TX,x = 1 for any x ∈ X(k) \ {x0}, and dimk TX,x0 = 2.

t
x0

+ TX, xx

x

sX

Figure 7. Tangent space to a curve X.

4.2.2 Regular schemes and the Jacobian criterion

Let (A, m) be a Noetherian local ring with residue field k = A/m. We have seen
that dimk m/m2 ≥ dimA (Corollary 2.5.14(b)).

Definition 2.7. Let (A, m) be a Noetherian local ring. We say that A is regular
if dimk m/m2 = dimA. By Nakayama’s lemma, A is regular if and only if m is
generated by dimA elements.

Definition 2.8. Let X be a locally Noetherian scheme, and let x ∈ X be a
point. We say that X is regular at x ∈ X, or that x is a regular point of X, if
OX,x is regular, that is, dimOX,x = dimk(x) TX,x. We say that X is regular if
it is regular at all of its points. A point x ∈ X which is not regular is called a
singular point of X. A scheme that is not regular is said to be singular.

Example 2.9. Any discrete valuation ring is regular. Consequently, any normal
locally Noetherian scheme of dimension 1 is regular (Proposition 1.12). Con-
versely, let (A,m) be a Noetherian regular local ring of dimension 1; then by
hypothesis m is generated by one element, and A is a principal domain (see
the second part of the proof of Proposition 1.12). Thus a Noetherian connected
scheme of dimension 1 is a Dedekind scheme if and only if it is regular.
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Example 2.10. In Example 2.6 above, the point x0 is singular, while the other
rational points of X are regular. We can see from Exercise 2.5 that x0 is the
unique singular point of X.

Proposition 2.11. Let (A, m) be a regular Noetherian local ring. Then A is an
integral domain.

Proof We are going to use induction on d := dimA. If d = 0, then m = m2;
hence m = 0. It follows that A is a field. Let d ≥ 1. Let us suppose the proposition
is true for d− 1. Let k = A/m and let s be the closed point of SpecA. Let us fix
an f ∈ m \m2.

By Theorem 2.5.15 and Corollary 2.5.14, we have

d − 1 ≤ dimA/fA ≤ dimk TV (f),s = d − 1.

Therefore A/fA is regular of dimension d− 1. Let p be a minimal prime ideal of
A such that dimV (p) = d. Let B = A/p, and let g be the image of f in B. Then

d − 1 ≤ dimB/gB ≤ dimk TV (g),s ≤ dimk TV (f),s = d − 1.

It follows that A/(p+fA) = B/gB is regular of dimension d−1. By the induction
hypothesis, A/fA and A/(p + fA) are integral domains of the same dimension.
Consequently, p + fA = fA, and hence p ⊆ fA. Therefore, for any u ∈ p, there
exists a v ∈ A such that u = fv. We have f /∈ p because dimV (f) < dimV (p),
and hence v ∈ p. It follows that p ⊆ fp ⊆ mp. Therefore p = 0 and A is an
integral domain.

Corollary 2.12. Let (A,m) be a regular Noetherian local ring, and let f ∈
m \ {0}. Then A/fA is regular if and only if f /∈ m2.

Proof Indeed, since A is integral, A/fA is of dimension dimA−1. Let k = A/m
and n = m/fA. Then A/fA is regular if and only if dimk n/n2 = dimk m/m2−1,
which is equivalent to f /∈ m2.

Example 2.13. Let m be the maximal ideal (p, T1, . . . , Td) of A := Z[T1, . . . , Td],
where p is a prime number. Then Am is regular because it has dimension d + 1
(Lemma 2.5.16) and m is generated by d + 1 elements. Let F (T1, . . . , Td) ∈ m.
Then Spec(A/FA) is regular at the point corresponding to m/FA if and only if
F (T1, . . . , Td) /∈ (p, T1, . . . , Td)2.

Definition 2.14. Let (A, m) be a regular Noetherian local ring of dimension d.
Any system of generators of m with d elements is called a coordinate system or
system of parameters for A. If d = 1, a generator of m is also called a uniformizing
parameter for A.

Corollary 2.15. Let (A, m) be a regular Noetherian local ring. Let I be a proper
ideal of A. Then A/I is regular if and only if I is generated by r elements of a
coordinate system for A, with r = dimA− dimA/I.
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Proof Let {f1, . . . , fd} be a coordinate system for A. Let r ≤ d. It can imme-
diately be verified, by induction on r, that A/(f1, . . . , fr) is regular (hence an
integral domain) of dimension d − r.

Conversely, let A/I be a regular quotient of dimension d − r. By the exact
sequence (2.1) above, which holds in general, m admits a coordinate system
{f1, . . . , fd} with f1, . . . , fr ⊆ I. From the above, the two ideals I and J :=
(f1, . . . , fr) are prime, and dimA/J = dimA/I = d − r. Hence I = J and I is
generated by a subset of a coordinate system.

In the following theorem, we gather together two results concerning regular
local rings. Their proof is difficult, and goes beyond the contents of this book.
Statement (a) is not really essential because we could restrict ourselves to regular
closed points, at least for algebraic varieties. Part (b), on the other hand, is
indispensable in several places in this book.

Theorem 2.16. Let A be a regular Noetherian local ring. We have the following
properties:

(a) For any p ∈ SpecA, Ap is regular.
(b) The ring A is factorial (hence normal).

Proof See [65], pages 139, 142.

Corollary 2.17. Let X be a Noetherian scheme. Then X is regular if and only if
it is regular at its closed points. If this is the case, then any connected component
of X is normal.

Proof By Theorem 2.16(a), the first assertion can be proven similarly to
Proposition 1.5. The second one comes from Theorem 2.16(b).

Example 2.18. Let X = An
k be the affine space of dimension n over a field k.

Then X is regular at its closed points. This results from Corollary 2.5.24 and
Exercise 2.1.5. Consequently, X is regular. It also follows from this that Pn

k is
regular, since it is a union of open subschemes isomorphic to An

k .

Theorem 2.19 (Jacobian criterion). Let k be a field. Let X = V (I) be a closed
subvariety of An

k , F1, . . . , Fr a system of generators for I, and x ∈ X(k) a rational
point. Let us consider the matrix

Jx =
(

∂Fi

∂Tj
(x)
)

1≤i≤r,1≤j≤n

in Mr×n(k). Then X is regular at x if and only if

rankJx = n − dimOX,x.

Proof By Proposition 2.5, we have dimTX,x = dim(DxI)⊥ = n − dimDxI.
Now DxI is generated by the line vectors of Jx, and hence dimDxI = rankJx,
whence the theorem.
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Example 2.20. Let us consider the curve X of Example 2.6. Then for any
x ∈ X(k), we have Jx = (2t,−3s2), where t = T (x), s = S(x) ∈ k. Hence
rankJx = 1 = 2− dimOX,x if and only if x 
= x0. We therefore, once again, find
the conclusions of Example 2.10.

Lemma 2.21. Let X be a geometrically reduced algebraic variety over a field
k. Then X contains a regular closed point.

Proof We may assume X = SpecA is affine and integral. By Proposition 3.2.15,
the field K(X) is a finite separable extension of a purely transcendental extension
k(T1, . . . , Td). Hence K(X) = k(T1, . . . , Td)[f ]. We may choose f such that f ∈ A
and the minimal polynomial P (S) of f over k(T1, . . . , Td) has coefficients in
k[T1, . . . , Td]. Localizing A if necessary, we may assume that k[T1, . . . , Td][f ] ⊆ A.
As A is finitely generated over k, there exists an R(T ) ∈ k[T1, . . . , Td] such that
A ⊆ k[T1, . . . , Td, R

−1][f ]. Hence, localizing A once again, if necessary, we may
suppose that A = k[T1, . . . , Td, R

−1][f ]. Therefore SpecA is the principal open
subset D(R) of the variety SpecB, where

B := k[T1, . . . , Td, S]/(P (S)).

Let δ(T ) ∈ k[T1, . . . , Td] be the resultant of P (S) ∈ k[T1, . . . , Td][S]. Then δ 
= 0
because K(X) is separable over k[T1, . . . , Td].

Let mx be a maximal ideal of k[T1, . . . , Td] not containing R(T )δ(T ), and
let my be a maximal ideal of k[T1, . . . , Td, S] containing P (S) and mx. Then my

corresponds to a point y of SpecA ⊂ SpecB = V (P ) ⊂ Ad+1
k . Let us show that

SpecB is regular at y. Let s be the image of S in k(y). Then k(y) = k(x)[s]. There
therefore exists a polynomial Q(S) ∈ k[T1, . . . , Td][S] such that my = (mx, Q(S)).
As P ′(s) 
= 0, it is easy to verify that P (S) /∈ m2

yk[T1, . . . , Td, S]my
. It follows

from Corollary 2.12 that SpecB (and therefore SpecA) is regular at y.

Lemma 2.22. Let (A, m) be a Noetherian local ring, and let p be a prime ideal
of A. Let us suppose that Ap and A/p are regular, and that p is generated by e
elements, where e = dimAp. Then A is regular.

Proof Let us write d = dimA. Then dimA/p ≥ d − e (Theorem 2.5.15). As
ht(p) + dimA/p ≤ dimA and ht(p) = dimAp = e, we have dimA/p = d − e.
Hence m/p is generated by d−e elements, and it follows that m itself is generated
by d elements. Consequently, A is regular.

Definition 2.23. Let X be a locally Noetherian scheme. We denote the set of
regular points of X by Reg(X) and denote the set of singular points of a scheme
X by Sing(X) or Xsing.

Proposition 2.24. Let X be an algebraic variety over an algebraically closed
field k. Then Reg(X) is an open subset of X. Moreover, if X is normal, then
codim(Xsing, X) ≥ 2.

Proof As X is integral at the regular points, and the set of integral points
is open in X (Exercise 2.4.9), we may reduce to X integral. As the question is
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local on X, we may suppose X = SpecA affine. Let A = k[T1, . . . , Tn]/I. Let
F1, . . . , Fr be a system of generators for I. Let us consider the matrix

M =
(

∂Fi

∂Tj

)
1≤i≤r,1≤j≤n

with coefficients in k[T1, . . . , Tn]. Let J be the ideal of A generated by the images
of the minors of M of order n − dimX. By Theorem 2.19, the singular closed
points of X correspond to maximal ideals of A containing J . Let p ∈ SpecA
correspond to a singular point of X. Then, by Theorem 2.16(a), any maximal
ideal m containing p contains J . It follows that J ⊆ p. Consequently, Xsing =
X \ Reg(X) ⊆ V (J). It remains to show that Reg(X) ⊆ X \ V (J).

Let x ∈ X be a regular point. Let us consider the integral closed subvariety
Z = {x} of X. Let e = dimOX,x. Then mxOX,x is generated by e elements
f1, . . . , fe. We have mxOX,y = (f1, . . . , fe)OX,y for every point y contained in a
non-empty open subset of Z. Moreover, by Lemma 2.21, Z contains a regular
closed point y contained in this open subset. It follows from the preceding lemma
that X is regular at y. Now y is closed in X, and hence rational over k, whence
y /∈ V (J) (Jacobian criterion). Consequently, x /∈ V (J).

Finally, let us suppose X is normal. For any point ξ ∈ X of codimension
1 (i.e., codim({ξ}, X) = 1), OX,ξ is a normal local ring of dimension 1, and
therefore a discrete valuation ring (Proposition 1.12). It follows that X is regular
at every point of codimension 1. Therefore codim(Xsing, X) ≥ 2.

Remark 2.25. One can show that Proposition 2.24 is true for an arbitrary field
k. See Corollary 8.2.40(a).

We conclude with some information on the m-adic completion of regular
Noetherian local rings.

Lemma 2.26. Let (A,m) be a Noetherian local ring, and let Â be the m-adic
completion of A. Then dim Â = dimA. Moreover, A is regular if and only if Â
is regular.

Proof Applying Theorem 3.12 to the flat morphism Spec Â → SpecA
(Theorem 1.3.15) and to the closed fiber Spec(Â⊗A A/m), which is of dimension
0 (Theorem 1.3.16), we see that dim Â = dimA. Since mÂ is the maximal ideal of
Â (Theorem 1.3.16) and m/m2 � mÂ/m2Â, we obtain the second assertion.

Proposition 2.27. Let X be an algebraic variety over k, and let x ∈ X(k) be
a regular point of X. Let mx denote the maximal ideal of OX,x, and ÔX,x the
mx-adic completion of OX,x. Then we have an isomorphism of k-algebras

ÔX,x � k[[T1, . . . , Td]],

with d = dimOX,x.
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Proof Let A = OX,x and m = mx. Let us fix a coordinate system {f1, . . . , fd}
for A. Let ϕ : k[T1, . . . , Td] → A be the k-algebra homomorphism defined by
ϕ(Ti) = fi. It is clear that for any n ≥ 1, we have

A = ϕ(k[T1, . . . , Td]) + mn, mn = ϕ((T1, . . . , Td)n) + mn+1.

Consequently, k[T1, . . . , Td]/(T1, . . . , Td)n → A/mn is surjective and the homo-
morphism

ϕ̂ : k[[T1, . . . , Td]] = lim←−
n

k[T1, . . . , Td]/(T1, . . . , Td)n → Â

induced by ϕ is surjective (Lemma 1.3.3). Now k[[T1, . . . , Td]] is a local,
Noetherian (Proposition 1.3.7) integral domain of the same dimension as A
(Lemma 2.26). It follows that ϕ̂ is an isomorphism.

Remark 2.28. More generally, let (A, m) be a regular Noetherian local ring,
containing a field k0 (e.g., the local ring of an algebraic variety at a closed point),
and let Â be the m-adic completion of A. Then we have an isomorphism

Â � k[[T1, . . . , Td]],

where k = A/m and d = dimA (Cohen structure theorem, see [65], page
206, Corollary 2). This means that, in a way, A is ‘close’ to the local ring
k[T1, . . . , Td](T1,...,Td) in the sense that they have the same formal completion.
Note, however, that the above isomorphism is not an isomorphism of k0-algebras
in general. If A does not contain a field, the structure of Â is more complex. See
[17], VIII, Théorème 2.

Exercises

2.1. Let f : X → Y be a morphism of locally Noetherian schemes. Let x ∈ X,
y = f(x). Show that Tf,x is injective if and only if the maximal ideal mx

of OX,x is generated by f#
x (my). Show that if f is moreover of finite type,

then x is discrete in Xy.

2.2. Let k be a field. Show that Spec k[x, y, z]/(x2−yz) is normal but singular.

2.3. Let OK be a discrete valuation ring with uniformizing parameter t and
field of fractions K. Let n ≥ 1. We suppose that char(K) 
= 2, 3.
(a) Show that K[x, y]/(y2 + x3 + tn) is regular.
(b) Let A = OK [x, y]/(y2 + x3 + tn). Show that the special fiber of

SpecA → SpecOK is reduced. Deduce from this that A is normal
(see Lemma 1.18).

(c) Let m be the maximal ideal of A generated by x, y, and t. Show that
Am is regular if and only if n = 1.
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2.4. Let k be a field and let m be a maximal ideal of k[T1, . . . , Tn] corresponding
to a closed point x of An

k . Let us consider the k(x)-linear map ϕx : m/m2 →
E∨

x defined as before Lemma 2.4, with Ex = k(x)n.
(a) Let P1(T1), P2(T1, T2), . . . , Pn(T1, . . . , Tn) be a system of generators

of m (see Exercise 2.1.5). Show that ϕx is an isomorphism if and only
if (∂Pi/∂Ti)(x) 
= 0 for all i ≤ n.

(b) Deduce from (a) that ϕx is an isomorphism if and only if k(x) is
separable over k.

2.5. Show that the Jacobian criterion (with Jx as a matrix with coefficients in
k(x)) remains valid at the closed points x ∈ X for which k(x) is separable
over k. See also Proposition 3.30. Give an example with X regular at x
and dimOX,x 
= n − rankJx.

2.6. Let k be a field. Let F1, . . . , Fn ∈ k[T1, . . . , Tn]. Let us consider the homo-
morphism ϕ : k[T1, . . . , Tn] → k[T1, . . . , Tn] defined by ϕ(Ti) = Fi(T ) and
let us suppose that the associated morphism An

k → An
k is an isomorphism.

Show that

det
(

∂Fi

∂Tj

)
1≤i,j≤n

belongs to k∗. The converse assertion when char(k) = 0 is called the
Jacobian conjecture. It is an open problem.

2.7. Let X be a scheme over a field k, and let x ∈ X(k). Show that there
exists a canonical bijection between TX,x and the set of k-morphisms
Spec(k[ε]/ε2) → X with image equal to x.

2.8. Let us once again consider the scheme ProjB of Exercise 2.3.13. Show
that the fibers of ProjB → SpecA are all singular.

2.9. Let X = V+(I) be a closed subvariety of Pn
k over a field k. Let x ∈ X(k),

and let us consider the linear subvariety of P(kn+1)

PTX,x =


(t0, . . . , tn) ∈ P(kn+1)

∣∣∣ ∑
0≤i≤n

∂F

∂Ti
(x)ti = 0, ∀F (T0, . . . , Tn) ∈ I


 .

We will abusively call this linear subvariety the tangent space to X at x.
Show that dimk TX,x = dimPTX,x.

2.10. Let X be a closed subvariety of Pn
k = Proj k[T0, . . . , Tn] defined by some

homogeneous polynomials F1, . . . , Fr. Let x ∈ X(k). Let Jx denote the
matrix

Jx =
(

∂Fi

∂Tj
(x)
)

1≤i≤r, 0≤j≤n

.

Show that x0 is regular in X if and only if rankJx = n− dimOX,x. This
is the Jacobian criterion for projective varieties.
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2.11. Let k be an algebraically closed field, and let n ≥ 1. Show that the curve
Proj k[x, y, z]/(xn +yn +zn) is regular if and only if n is prime to char(k).

2.12. Let X, Y be algebraic varieties over an algebraically closed field k. If X,
Y are regular, show that X ×k Y is also regular. Show that this is false
in general if k is not algebraically closed.

2.13. Let (A,m) be a Noetherian local ring with residue field k. We set

grm(A) = ⊕n≥0m
n/mn+1.

This is the graded ring associated to the ideal m. It naturally has the
structure of a k-algebra. Let us suppose that A is regular of dimension
d. We are going to show that grm(A) is a polynomial ring in d variables
over k. To simplify, we suppose that k is infinite.
(a) Let f1, . . . , fd be a coordinate system for m. Let φ : k[T1, . . . , Td] →

grm(A) be the k-algebra homomorphism defined by φ(Ti) = the
image of fi in m/m2. Show that φ is surjective, and that φ is an
isomorphism if d = 0.

(b) Let m̃ be the maximal ideal of grm(A) generated by the φ(Ti). Show
that if dim grm(A)m̃ = 0, then dimA = 0.

(c) Let us suppose d ≥ 1. Show that
∑

i φ(Ti)k is not contained in the
union of the minimal prime ideals of grm(A) (here we use the k
infinite hypothesis).

(d) Let f ∈ m. Show that we have a canonical surjective homomorphism

grm(A) → grm/fA(A/fA).

Show by induction on d that dim grm(A) = d and that φ is an iso-
morphism.

Remark. This result is true without hypothesis on k. See [65], 17.E,
Theorem 35.

4.3 Flat morphisms and smooth morphisms

When we study families of varieties, the flatness is a basic property required
in most of the important results. From a naive point of view, it guarantees
some ‘continuity’ of objects attached to the fibers. This fact is illustrated for
instance by Corollary 3.14. Flatness is treated in the first subsection. In the next
subsection, we look at the notion of étale morphisms. This powerful tool plays, in
some sense, the role of analytic neighborhood of a point. The last subsection deals
with flat families of ‘geometrically regular’ varieties (smooth morphisms). We will
return to étale morphisms and smooth morphisms in Section 6.2, equipped with
the machinery of differential forms.
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4.3.1 Flat morphisms

Definition 3.1. Let f : X → Y be a morphism of schemes. We say that f is
flat at the point x ∈ X if the homomorphism f#

x : OY,f(x) → OX,x is flat. We
say that f is flat if it is flat at every point of X. For such a morphism, the family
of fibers Xy, y ∈ Y , is in some sense a ‘continuous family’. We will consider
examples which justify this assertion.

Remark 3.2. Let y = f(x). Then saying that X → Y is flat at x comes down
to saying that g : X ×Y SpecOY,y → SpecOY,y is flat at x′, where x′ is the
inverse image of x under the projection X ×Y SpecOY,y → X. Indeed, we have
f#

x = g#
x′ .

Proposition 3.3. The following properties are true.

(a) Open immersions are flat morphisms.
(b) Flat morphisms are stable under base change.
(c) The composition of flat morphisms is flat.
(d) The fibered product of two flat morphisms (Proposition 3.1.4(c)) is flat.
(e) Let A → B be a ring homomorphism. Then SpecB → SpecA is flat if

and only if A → B is flat.

Proof This results from the general properties of flat homomorphisms
(Proposition 1.2.2 and Corollary 1.2.15).

Example 3.4. The structural morphism X → Spec k of an algebraic variety
over k is flat. Indeed, any algebra over a field is flat over the field.

Example 3.5. Let X be an integral scheme, and let π : X ′ → X be the
normalization morphism. Then π is flat if and only if it is an isomorphism
(Exercise 1.2.10).

Example 3.6. Let X be a Noetherian scheme. Then a closed immersion into
X is not flat, unless it is also open (Exercise 1.2.4).

Lemma 3.7. Let f : X → Y be a flat morphism with Y irreducible. Then
every non-empty open subset U of X dominates Y (i.e., f(U) is dense in Y ). If
X has only a finite number of irreducible components, then every one of them
dominates Y .

Proof We may suppose Y = SpecA and U = SpecB are affine. It follows from
Proposition 3.3 that U is flat over Y . Let η be the generic point of Y , and N the
nilradical of A. It follows from the flatness of B that

B/NB = B ⊗A (A/N) ⊆ B ⊗A Frac(A/N) = B ⊗A k(η) = O(Uη).

If Uη = ∅, then B = NB is nilpotent. Hence U = ∅, a contradiction. If X has
only a finite number of irreducible components, then every one of them contains
a non-empty open subset. They therefore dominate Y by what we have just
proven.
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Proposition 3.8. Let Y be a scheme having only a finite number of irreducible
components. Let f : X → Y be a flat morphism. Let us suppose that Y is
reduced (resp. irreducible; resp. integral), and that the generic fibers of f are also
reduced (resp. irreducible; resp. integral); then X is reduced (resp. irreducible;
resp. integral).

Proof Let us suppose Y is irreducible with generic point η, and Xη is irre-
ducible. Then Z := Xη is a closed irreducible subset of X. Its complement X \Z
is an open subset of X which does not dominate Y . It follows from Lemma 3.7
that X \ Z = ∅, and hence X = Z is irreducible.

Let us suppose Y is reduced, and let us show that, under the hypotheses
of the proposition, X is reduced. We may suppose Y = SpecA, X = SpecB
are affine. Let p1, . . . , pn be the minimal prime ideals of A. Then the canonical
homomorphism A → ⊕1≤i≤nA/pi is injective. Let ηi be the generic point of Y
corresponding to pi. By the flatness of B, there is an injection

B → ⊕i(B ⊗A (A/pi)) ⊆ ⊕i(B ⊗A k(ηi)) = ⊕iO(Xηi
).

Now, by hypothesis, Xηi is reduced. It follows that B (and hence X) is reduced.
The integrality property can be shown in a similar way, or by using the fact

that integral is equivalent to irreducible and reduced.

Proposition 3.9. Let Y be a Dedekind scheme. Let f : X → Y be a morphism
with X reduced. Then f is flat if and only if every irreducible component of X
dominates Y .

Proof Let us suppose that every irreducible component of X dominates Y .
Let x ∈ X and y = f(x). If y is the generic point of Y , then OX,x is flat over
OY,y = K(Y ), which is a field. Let us suppose y is closed, and π be a uniformizing
parameter for OY,y. Then π does not belong to any minimal prime ideal of OX,x.
As X is reduced, this implies that π is not a zero divisor in OX,x (Exercise 2.1.4),
whence the flatness of OX,x over OY,y. The converse follows from Lemma 3.7.

Corollary 3.10. Let Y be a Dedekind scheme, and f : X → Y be a non-
constant morphism (i.e., f(X) is not reduced to a point) with X integral. Then
f is flat.

Proof Since f is not constant, f(X) is dense in Y because the latter is irre-
ducible and of dimension 1. Hence f is flat.

Remark 3.11. Let f : X → Y be a finite surjective morphism. Let us suppose
X and Y are regular. Then f is flat (Example 6.3.18 and Exercise 6.3.5). See
also [41], IV.15.4.2 for a more general statement.

Theorem 3.12. Let f : X → Y be a morphism of locally Noetherian schemes.
Let x ∈ X and y = f(x). Then

dimOXy,x ≥ dimOX,x − dimOY,y.

If, moreover, f is flat, then we have equality.
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Proof By the base change SpecOY,y → Y , which preserves the local rings in
the inequality, we may reduce to Y = SpecA, where A is a Noetherian local ring,
and y is the closed point of Y .

We are going to show the theorem by induction on dimY . If dimY = 0,
then Xred = (Xy)red, whence the equality. Let us suppose dimY ≥ 1. We may
replace Y by Yred, and X by X ×Y Yred. This does not change their dimensions
in y and in x, respectively, nor that of Xy in x. Moreover, if f is flat, then so
is X ×Y Yred → Yred. Let us therefore suppose Y is reduced. Let t ∈ A which
is neither a zero divisor nor invertible. Let us also denote the image of t in
B := OX,x by t. Then

dim(A/tA) = dimA− 1, dim(B/tB) ≥ dimB − 1

(Theorem 2.5.15). Moreover, if f is flat, then B is flat over A. It follows that t is
not a zero divisor in B (consider the injective homomorphism A → A given by
multiplication by t, and tensor by B), and hence that dim(B/tB) = dimB − 1.

Let us set Y ′ = SpecA/tA and X ′ = X ×Y Y ′. Then, by the induction
hypothesis, we have

dimOX′
y,x ≥ dimOX′,x − dimOY ′,y

(with equality if f is flat, because X ′ → Y ′ is then flat). Now X ′
y = Xy, whence

dimOXy,x ≥ (dimOX,x − 1)− (dimOY,y − 1) = dimOX,x − dimOY,y,

where the first inequality is an equality if f is flat.

Definition 3.13. We say that a scheme X is equidimensional or pure if all of
its irreducible components have the same dimension.

Corollary 3.14. Let f : X → Y be a flat surjective morphism of algebraic
varieties. We suppose that Y is irreducible and that X is equidimensional. Then
for every y ∈ Y , the fiber Xy is equidimensional, and we have

dimXy = dimX − dimY.

Proof Let x be a closed point of Xy. For every irreducible component Xi of X
passing through x, we have

dimOXi,x = dimXi − dim {x} = dimX − dim {x}
(Proposition 2.5.23(a)), which implies that

dimOX,x = dimX − dim {x}. (3.2)

As x is the generic point of the algebraic variety {x} over k, we have dim {x} =
trdegk k(x) (Proposition 2.5.19). In addition, since the point x is closed in Xy,
k(x) is algebraic over k(y), and we therefore have

dim {x} = trdegk k(x) = trdegk k(y) = dim {y} = dimY − dimOY,y. (3.3)

Combining equalities (3.2) and (3.3), we obtain

dimOX,x − dimOY,y = dimX − dimY.

The corollary then results from Theorem 3.12.
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Remark 3.15. The corollary above says, in particular, that for a flat morphism
of irreducible algebraic varieties, the dimension of the fibers is constant. See
also Proposition 4.16, and Corollary 8.2.8. We will encounter other numerical
invariants which are constant in the fibers (Proposition 5.3.28).

The following lemma is useful for constructing flat algebras.

Lemma 3.16. Let A → B be a flat homomorphism of Noetherian local rings,
and let b ∈ B be such that its image in B/mAB is not a zero divisor. Then B/bB
is flat over A.

Proof This is a special case of [17], III, §5, n◦ 2, Théorème 1 (we apply the
equivalence (i) ⇐⇒ (iii) of this theorem with M = B/bB and I = mA). See also
[66], Proposition 1.2.5, for a direct proof of the lemma.

4.3.2 Étale morphisms

Definition 3.17. Let f : X → Y be a morphism of finite type of locally
Noetherian schemes. Let x ∈ X and y = f(x). We say that f is unramified
at x if the homomorphism OY,y → OX,x verifies myOX,x = mx (in other words,
OX,x/myOX,x = k(x)), and if the (finite) extension of residue fields k(y) → k(x)
is separable. We say that f is étale at x if it is unramified and flat at x. We say
that a homomorphism of Noetherian local rings A → B is étale if it is unramified,
flat, and if B is a localization of a finitely generated A-algebra.

We say that f is unramified (resp. étale) if it is unramified (resp. étale) at
every point of X.

Example 3.18. Let L/K be a finite field extension. Then SpecL → SpecK is
unramified (and hence étale) if and only if the extension L/K is separable.

Example 3.19. Let L/K be an extension of number fields, and let OL,
OK be their respective rings of integers. Then SpecOL → SpecOK is flat
(Proposition 3.9) and for any prime ideal q of OL, setting p = q∩OK , the exten-
sion k(q) of k(p) is separable. The morphism SpecOL → SpecOK is unramified
(hence étale) at a prime ideal q of OL if and only if q(OL)q is generated by
p = q ∩ OK . It is therefore the usual definition of unramifiedness from number
theory.

Lemma 3.20. Let f : X → Y be a morphism of finite type between locally
Noetherian schemes. Then f is unramified if and only if for every y ∈ Y , the
fiber Xy is finite, reduced, and if k(x) is separable over k(y) for every x ∈ Xy.

Proof Indeed, the quotient OX,x/myOX,x remains unaltered when we pass
from X to the fiber Xy. The condition is then clearly sufficient. Conversely, if f is
unramified, Xy is of dimension 0 and reduced because mxOXy,x = myOXy,x = 0
for every x ∈ Xy. The conclusion then follows immediately.

Example 3.21. Let k be a field, P (T ) ∈ k[T ] a monic polynomial, and X =
Spec k[T ]/(P ). Then a point x ∈ X corresponds to an irreducible factor Q(T ) of
P (T ). The canonical morphism X → Spec k is étale at x if and only if Q(T ) is a
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separable polynomial (i.e., without multiple root in the algebraic closure of k),
and if Q(T ) is a simple factor of P (T ).

Proposition 3.22. The following properties are true.

(a) Any closed immersion of locally Noetherian schemes is an unramified
morphism.

(b) Any open immersion of locally Noetherian schemes is an étale morphism.
(c) Unramified morphisms and étale morphisms are stable under base

change, composition, and fibered products.

Proof These properties are obvious for unramified morphisms. For étale mor-
phisms, they are a consequence of Proposition 3.3.

Let us recall that a morphism of finite type X → Y is called quasi-finite if
Xy is a finite set for every y ∈ Y (Exercise 3.2.8).

Proposition 3.23. Let Y be a locally Noetherian scheme, and let f : X → Y
be an étale morphism of finite type. Let x ∈ X and y = f(x). Then the following
properties are true.

(a) We have dimOX,x = dimOY,y and f is quasi-finite.
(b) The tangent map TX,x → TY,y ⊗k(y) k(x) is an isomorphism.

Proof Let A = OY,y, B = OX,x, and let my, mx denote their respective max-
imal ideals. Then (a) results from Lemma 3.20, the flatness of A → B, and
Theorem 3.12. Let us show (b). We have

(my/m2
y)⊗k(y) k(x) = (my ⊗A k(y))⊗k(y) k(x) = my ⊗A (B/myB).

By flatness, we have my ⊗A B � myB = mx. Therefore, the right-hand side is
isomorphic to (my ⊗A B)/(m2

y) = mx/m2
x, which proves (b).

Corollary 3.24. Let Y be a locally Noetherian scheme, and let f : X → Y be
a morphism of finite type, étale at x ∈ X. Then X is regular at x if and only if
Y is regular at f(x).

Remark 3.25. The implication ‘X regular at x’ =⇒ ‘Y regular at y’ is true
assuming f is only flat at x instead of étale, see [65], 21.D, Theorem 51. A
similar result is that if Y is normal and f is étale at x, then X is normal at x
(Corollary 8.2.25).

Proposition 3.26. Let Y be a locally Noetherian scheme, and let f : X → Y be
a morphism of finite type. Let us a fix a point x ∈ X such that k(y) = k(x), where
y = f(x). Let ÔY,y → ÔX,x be the morphism between the formal completions (for
the topology defined by the respective maximal ideals) induced by OY,y → OX,x.
Then f is étale at x if and only if ÔY,y → ÔX,x is an isomorphism.

Proof Let us keep the notation of the proof of the proposition above. Let us
first suppose f is étale at x. As A → B is a flat homomorphism of local rings,
it is faithfully flat. It follows that A → B is injective (Exercise 1.2.19(a)). We
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have B = A + mx; hence mx = myB = my + m2
x. We deduce from this that

mx = my + mn
x for every n ≥ 1. Hence A/mn

y → B/mn
x is surjective. Its kernel is

(mn
x ∩ A)/mn

y = (mn
yB ∩ A)/mn

y = 0 (Exercise 1.2.6). Therefore A/mn
y → B/mn

x

is an isomorphism for every n ≥ 1, whence the proposition.
The converse results from Theorem 1.3.16 and Exercise 1.2.18.

Corollary 3.27. Let us keep the hypotheses of Proposition 3.26. Let us suppose,
moreover, that dimOX,x = dimOY,y, and that Y is regular at y. If TX,x → TY,y

is injective, then f is étale at x.

Proof The hypothesis on the tangent map implies that my/m2
y → mx/m2

x is
surjective. Hence OX,x = OY,y + mn

x and mn
x = mn

y + mn+1
x for every n ≥ 1. It

follows from Lemma 1.3.3 that ÔY,y → ÔX,x is surjective. As these two rings
are of the same dimension and ÔY,y is an integral domain (Lemma 2.26 and
Proposition 2.11), ÔY,y → ÔX,x is necessarily an isomorphism. Hence f is étale
at x.

4.3.3 Smooth morphisms

Definition 3.28. Let X be an algebraic variety over a field k. Let k be the
algebraic closure of k. We say that X is smooth at x ∈ X if the points of Xk̄

lying above x are regular points of Xk̄. We say that X is smooth over k if it is
smooth at all of its points (i.e., Xk̄ is regular). For example, the varieties An

k and
Pn

k are smooth over k.
Note that the smoothness of X can be verified by applying the Jacobian

criterion (Theorem 2.19) and Corollary 2.17 to Xk̄ (see Exercise 3.20).

Example 3.29. Let k be a field of characteristic char k 
= 2, and let P (x) ∈ k[x]
be a polynomial of degree d ≥ 1. Let us consider C = Spec k[x, y]/(y2 + P (x)).
Then C is smooth if and only if Ck̄ is regular. As C is pure of dimension 1, the
Jacobian criterion shows that this is equivalent to P (x) being without multiple
root, or to its discriminant disc(P (x)) being non-zero.

Proposition 3.30. Let X be an algebraic variety over k, and let x ∈ X be
a closed point. Let us suppose that X is smooth at x; then X is regular at x.
Moreover, the converse is true if k(x) is separable over k.

Proof We may suppose X is affine. Let x′ ∈ Xk̄ be a point lying above x. The
morphism Xk̄ → X has dimension 0 fibers. It results from Theorem 3.12 that
dimOXk̄,x′ = dimOX,x. Let us write X = V (I) ⊆ An

k , with I = (F1, . . . , Fr), and
let us consider the Jacobian Jx of X at x (see Theorem 2.19 and Exercise 2.5)
and the Jacobian Jx′ of Xk̄ at x′. We then clearly have Jx = Jx′ as matrices
with coefficients in k̄. On the other hand, using the notation of the proof of
Proposition 2.5, we have a surjective map I/(I ∩m2) → DxI, which implies that

dimk(x) TX,x = n − dimk(x)(I/(I ∩m2)) ≤ n − rankDxI = n− rankJx. (3.4)
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Let us suppose X is smooth at x. Then we have

dimk(x) TX,x ≤ n − rankJx′ = dimOXk̄,x′ = dimOX,x,

whence X is regular at x.
Let us now show the converse when k(x) is separable over k. Let us first

suppose x is rational over k. Inequality (3.4) is then an equality, it follows from
the Jacobian criterion (applied to Xk̄) that Xk̄ is regular at x′, and therefore
that X is smooth at x. In the general case, let us set k′ = k(x). As Xk′ → X is
finite étale (because Spec k′ → Spec k is finite étale), the smoothness of X at x
results from Corollary 3.24, from the fact that the points of Xk′ lying above x
are rational over k′, and from the preceding case.

Remark 3.31. We have also just shown that if Xk̄ is regular at a point x′ lying
above x ∈ X (x closed), then X is smooth at x. Indeed, we have seen that
rankJx′ and dimOXk̄,x′ are independent of the choice of x′. This is equally true
for a point which is not necessarily closed, as we can see in the proof of the
corollary below.

Corollary 3.32. Let X be an algebraic variety over k, and let x ∈ X be an
arbitrary point. Let us suppose that X is smooth at x; then X is regular at x.

Proof Let x′ ∈ Xk̄ be a point lying above x. By hypothesis, it is a regular
point. We have seen in the proof of Proposition 2.24 that {x′} contains a closed
point y′ which is regular in Xk̄. Let y ∈ X be the image of y′. Then y is a regular
point of X by the proposition above. Now y is a specialization of x, and hence
x is a regular point (Theorem 2.16(a)).

Corollary 3.33. Let X be an algebraic variety over a perfect field k. Then X
is smooth over k if and only if it is regular.

Remark 3.34. The converse of the corollary is not true if k is not perfect.
For instance, for any finite inseparable extension k′ of k, X = P1

k′ is a regular
algebraic variety over k, but it is not smooth over k. See also Exercise 3.22 for
an example with H0(X,OX) = k.

Definition 3.35. Let Y be a locally Noetherian scheme, and let f : X → Y
be a morphism of finite type. We say that f is smooth at a point x ∈ X if it is
flat at x, and if Xy → Spec k(y) (with y = f(x)) is smooth at x. We say that f
is smooth if it is smooth at every point x ∈ X. Note that it is enough to check
the smoothness at closed points of fibers Xy over closed points y ∈ Y (using
Corollary 2.17 and Exercise 3.2). The set of points x ∈ X such that f is smooth
at x is called the smooth locus of f .

We say that f is smooth of relative dimension n if it is smooth and if all of
its non-empty fibers are equidimensional of dimension n. For example, an étale
morphism of finite type is smooth of relative dimension 0.

Theorem 3.36. Let Y be a regular locally Noetherian scheme, and let f : X →
Y be a smooth morphism. Then X is regular.
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Proof Let x ∈ X and y = f(x). Let m = dimOX,x, n = dimOY,y. We have
dimOXy,x = m−n by Theorem 3.12. As Xy is regular at x (Corollary 3.32), the
maximal ideal of OXy,x is generated by m− n elements b′

n+1, . . . , b
′
m. Each b′

i is
the image of an element bi of the maximal ideal mx of OX,x because OXy,x =
OX,x/myOX,x. Let a1, . . . , an be generators of my; then mx is generated by the
m elements f#

x (ai) and bj . Consequently, X is regular at x.

Example 3.37. The schemes An
Z

(and therefore Pn
Z
) are regular because they

are smooth over SpecZ. This fact has partially been shown in Example 2.13.
Using Exercise 2.11, we see that ProjZ[1/n, x, y, z]/(xn + yn + zn) is regular.

Proposition 3.38. Smooth morphisms are stable under base change, composi-
tion, and fibered products.

Proof The stability under base change follows immediately. Let f : X → Y ,
g : Y → Z be two smooth morphisms. Then the composition X → Z is flat. Let
z ∈ Z. Let Xz̄ = Xz ×k(z) Spec k(z). Then Xz̄ → Yz̄ and Yz̄ → Spec k(z) are
smooth. It follows from Theorem 3.36 that Xz̄ is regular; hence Xz is smooth
over Spec k(z), which shows that X → Z is smooth. Finally, the stability under
fibered products results from the first two properties.

Proposition 3.39. Let f : X → Y be a morphism of finite type to a locally
Noetherian scheme. Let us suppose f is smooth at x ∈ X. Let y = f(x). Then
we have an exact sequence of k(x)-vector spaces

0 → TXy,x → TX,x → TY,y ⊗k(y) k(x) → 0.

Proof Let mx, my denote the respective maximal ideals of OX,x and OY,y.
Then the maximal ideal nx of OXy,x is mx/myOX,x. We therefore have an exact
sequence of k(x)-vector spaces:

my/m2
y ⊗k(y) k(x) → mx/m2

x → nx/n2
x → 0.

It suffices to show that

dimk(x) TX,x − dimk(x) TXy,x = dimk(y) TY,y.

For this, we will use induction on d := dimk(y) TY,y. Let us suppose that
the canonical map my/m2

y → mx/m2
x is identically zero. Then dimk(x) TX,x =

dimk(x) TXy,x ≤ dimOX,x, which implies that X is regular (and therefore inte-
gral) at x, and that dimOX,x = dimOXy,x. Hence OY,y is of dimension 0
(Theorem 3.12) and contained inOX,x (because f is flat at x). It follows thatOY,y

is a field, and d = 0. In this case, the equality which we want to show is trivial.
Let us suppose that the map my/m2

y → mx/m2
x is not identically zero. Then there

exists a g ∈ my such that g /∈ m2
xOX,x. When replacing Y , in a neighborhood of

y, by the closed subscheme Y ′ := V (g), and X by X ′ := X×Y Y ′, the morphism
X ′ → Y ′ remains smooth at x, and we do not change the fiber Xy. Moreover,
dimk(x) TX′,x = dimk(x) TX,x − 1 and dimk(y) TY ′,y = dimk(y) TY,y − 1. We can
therefore apply the induction hypothesis and obtain the desired equality.
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Remark 3.40. In Propositions 3.23 and 3.39, the results on tangent spaces are
not sufficient to characterize étale morphisms and smooth morphisms. Indeed,
they do not allow us to control the separability of the extension k(x)/k(y). In
Chapter 5, we will return to the study of smooth morphisms by using the sheaf
of differential forms. In the next section, we give the local structure of étale
morphisms (Proposition 4.11).

Exercises

3.1. Let X be a flat scheme of finite type over a Dedekind scheme S. Let s ∈ S
be a closed point and x ∈ Xs. Let t denote a generator of the maximal
ideal of OS,s. We suppose that X is regular at x. Show that Xs is regular
at x if and only if t ∈ mx \m2

x, where mx is the maximal ideal of OX,x.

3.2. Let f : X → Y be a morphism of finite type. Show that f is flat if and
only if for every closed point y ∈ Y and for every closed point x of Xy, f
is flat at x (use Proposition 1.2.13).
Remark. Let f : X → Y be a morphism of finite type with Y locally
Noetherian. We can show that the set of points x ∈ X such that f is flat
at x is open in X, see [41], IV.11.3.1.

3.3. Let f : X → Y be a morphism of locally Noetherian schemes. Show that
dimX ≤ dimY if f is injective, and dimX ≥ dimY if f is flat and
surjective.

3.4. Let k be a field. Let A be the polynomial ring k[x, y]. Show, by
computing the dimension of the fibers, that the canonical morphism
ProjA[T0, T1]/(yT0 − xT1) → SpecA is not flat.

3.5. Let A be a reduced ring, and let a ∈ A be a non-zero divisor. Let us
consider a ring B containing A[T ] and an element s ∈ B such that sn = aT
for some n ≥ 1. Show that the subalgebra A[T ][s] of B is free (and hence
flat) over A[T ] (consider a linear relation between 1, . . . , sn−1 and show
that the coefficients are zero in Ap[T ] for every minimal prime ideal p of
A).

3.6. Let f : X → Y be a morphism of integral schemes. We suppose that
the generic fiber of f is geometrically integral (the definition is the same
as for algebraic varieties 3.2.8). Show that for any flat morphism Z →
Y with Z integral, we have X ×Y Z integral. This partially generalizes
Exercise 3.2.14.

3.7. Let f : X → Y be a morphism of schemes. Let X1, X2 be two closed
subschemes of X, flat over Y . We suppose that there exists a dense open
subscheme V of Y such that X1 ∩ f−1(V ) and X2 ∩ f−1(V ) are equal as
closed subschemes of f−1(V ). Let us suppose that Y is integral. We want
to show that X1 = X2 as schemes.
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(a) Show that one can suppose that X = SpecB, Y = SpecA, and V are
affine.

(b) Let I, J be the ideals of B defining X1 and X2. Tensoring the exact
sequence 0 → A → OY (V ) by B/I, show that I = Ker(B →
OX(f−1(V ))/(I)). Deduce from this that I = J .

3.8. Let f : X → Y be a morphism of locally Noetherian schemes. Let Z be a
closed subscheme of X. We suppose that there exists a point y ∈ Y such
that Zy = Xy as schemes.
(a) Show that if Z is flat over Y at z ∈ Xy, then Z equals to X in a

neighborhood of z (use Exercise 1.2.14 and Nakayama’s lemma).
(b) Show that if Z is flat over Y and if f is moreover of finite type

(resp. proper) over Y , then there exists an open neighborhood V � y
such that Z ∩ f−1(V ) → f−1(V ) is an open immersion (resp. an
isomorphism) (use Exercise 3.2.5).

3.9. Let f : X → Y be a flat morphism of finite type with X, Y Noetherian.
We will show that f is open.
(a) Use Exercise 3.2.17 to show that f(X) contains a non-empty open

subset V of Y .
(b) By considering the morphism X ×Y (Y \ V ) → Y \ V , show that

f(X) \ V contains a non-empty open subset of Y \ V .
(c) Show that Y \f(X) is closed in Y by using the fact that the topolog-

ical space Y is Noetherian; that is, every descending chain of closed
subsets in Y is stationary.

3.10. Let k be a field of characteristic char(k) 
= 2. Let Y = Spec k[u, v]/(v2 −
u2(u+1)), and let f : X → Y be the normalization morphism. Show that
f is unramified, surjective, but not étale.

3.11. Let f1 : X1 → Y , f2 : X2 → Y be morphisms of locally Noetherian
schemes of finite type. Let us suppose that for every y ∈ Y , there exists
i = 1 or 2 such that fi is unramified (resp. étale; resp. smooth) at all
points of f−1

i (y). Show that X1 ×Y X2 → Y is unramified (resp. étale;
resp. smooth).

3.12. Let f : X → Y be a flat morphism of algebraic variety. We suppose that
Xy is irreducible for every closed point y ∈ Y and that Y is irreducible.
Show that X is irreducible.

3.13. Let X be a smooth morphism over a scheme S of characteristic p > 0.
(a) Show that X(p) → S is smooth (use Proposition 3.38).
(b) Let us suppose that S is the spectrum of a field k. Let FX/k : X →

X(p) be the relative Frobenius. Show that FX/k is flat at the rational
points of X (use Proposition 2.27).

(c) Show that FX/k is faithfully flat, that is flat and surjective.
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(d) Let us suppose p = 2. Let Y = Spec k[x, y]/(y2 +x3). Show that FY/k

is not flat.

3.14. Let us keep the notation and hypotheses of Lemma 3.16. Let J = Ann(b).
(a) Show that bB is flat over A.
(b) Using the exact sequence 0 → J → B → B, where the last map is

multiplication by b, show that J ⊗A A/mA = 0. Deduce from this
that J = 0 and that b does not divide zero in B.

3.15. Let X, Y be integral schemes, separated, and of finite type over a locally
Noetherian scheme S. Let f : X ��� Y be a birational map. Let T → S
be a faithfully flat morphism such that XT and YT are integral. Suppose
that fT : XT ��� YT is defined everywhere and that Y is affine. We want
to show that f is also defined everywhere. See Exercise 5.2.14 for the Y
arbitrary case.
(a) Show that we can suppose S, T are affine (and even local).
(b) Let us identify the function fields K(X) and K(Y ). Show that f is

defined everywhere if and only if OY (Y ) ⊆ OX(X).
(c) Let M = (OX(X)+OY (Y ))/OX(X). Show that M ⊗OS(S) OT (T ) =

0. Deduce from this that M = 0 and that f is defined everywhere.

3.16. Let B be a semi-local ring, that is, having only a finite number of maximal
ideals m1, . . . ,mn. Let B̂ be the formal completion of B for the topology
defined by ∩imi. Show that B̂ � ⊕iB̂i, where B̂i is the formal completion
of Bmi

for the topology defined by its maximal ideal.

3.17. Let A be a Noetherian local ring, and let B be a finite A-algebra with
maximal ideals m1, . . . ,mn. Show that B⊗A Â � ⊕iB̂mi

, where ˆ denotes
the formal completion for the topology defined by the maximal ideal.

3.18. Let X be a quasi-projective scheme over a locally Noetherian scheme S.
Let G be a finite group acting on X. Hence the quotient Y := X/G exists
(Exercise 3.3.23).
(a) Let G act on an A-algebra B, and C be a flat A-algebra. Then G acts

on B ⊗A C by the identity on the second component. Let us denote
A-linear map g − IdB : B → B by φg. Show that Ker(φg ⊗ IdC) =
Ker(φg)⊗A C and that

Ker(φg ⊗ IdC) ∩Ker(φg′ ⊗ IdC) = (Ker(φg) ∩Ker(φg′))⊗A C

in B⊗A C. Deduce from this that (B⊗A C)G = BG⊗A C. Show that
the quotient morphism f : X → Y commutes with flat base change.

(b) Let us fix a point x ∈ X. Let us set D := {g ∈ G | gx = x}.
This is the decomposition group of x. Show that D acts canonically
on OX,x as well as on the formal completion ÔX,x. Let y = f(x).
Show that (ÔX,x)D = ÔY,y (use Exercise 3.17 and (a)). Show that
OY,y = (OX,x)D if G = D.
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(c) Show that the morphism f : X → Y factors into X → X/D and
X/D → Y . Let z be the image of x in X/D. Show that X/D → Y is
étale at z.

3.19. We keep the notation and hypotheses of the preceding exercise. Let x ∈ X.
Then the decomposition group D naturally acts on k(x). This induces a
group homomorphism D → Aut(k(x)/k(y)). The inertia group I of x is
by definition the kernel of this homomorphism. We want to show that
f : X → X/G is étale at x if and only if I acts trivially on OX,x.
(a) Show that X → X/G is étale at x if and only if X → X/D is étale at

x. In what follows we will therefore reduce to the case that G = D,
that is, f−1(y) = {x}. Let us write A = OY,y and B = OX,x. Show
that BD = A and that B is finite over A.

(b) Let k′ be the separable closure of k(y) in k(x). For any element b ∈ B,
let b̄ denote its image in k(x). Let θ ∈ B be such that k′ = k(y)[θ̄].
Show that P (T ) :=

∏
g∈D(T − g(θ)) ∈ A[T ] and that its image in

k(y)[T ] vanishes in θ̄. Let τ ∈ Aut(k′/k(y)). Show that there exists a
g ∈ D such that g(θ̄) = τ(θ̄). Deduce from this that τ = g and that
D → Aut(k(x)/k(y)) = Aut(k′/k(y)) is surjective. Show that k′/k(y)
is Galois, and that we have an exact sequence of groups

1 → I → D → Gal(k′/k(y)) → 1.

(c) Let C = A[T ]/(P (T )). This is a finite étale local A-algebra. Let D
act on C ⊗A B as the identity on the first component. Show that
SpecC = Spec(C ⊗A B)/D, and that B is étale over A if and only if
C ⊗A B is étale over C. Show that the decomposition group of every
point of Spec(C ⊗A B)z, where z is the closed point of SpecC, is
equal to I. Hence, by (c), we have reduced to the case when D = I,
and k(x) is purely inseparable over k(y).

(d) Using Proposition 3.26, show that X → Y is étale at x if and only if
I acts trivially on OX,x. Show that in general, X/I → Y is étale at
the image of x in X/I.

3.20. Let X = Spec k[T1, . . . , Tn]/(F1, . . . , Fr) be an affine variety over a field
k, and x a closed point of X. Let us consider Jx = ((∂Fi/∂Tj)(x))i,j as a
matrix with coefficients in k(x). Show that X is smooth at x if and only
if rankJx = n− dimOX,x. Hence the Jacobian criterion is a criterion for
smoothness.

3.21. Let F ∈ k[T0, . . . , Tn] be a homogeneous polynomial of degree d over a
field k. We suppose that d is prime to the characteristic of k. Show that
the closed subscheme V+(F ) of Pn

k is smooth over k if and only if the ∂F
∂Ti

are without common zero in k̄.

3.22. Let C be a conic over a field k, that is C = V+(F ) ⊂ P2
k, where F (x, y, z)

is a homogeneous polynomial of degree 2.
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(a) Show that C is reduced (resp. irreducible) if and only if F is not a
square modulo k∗ (resp. F is irreducible).

(b) Let us suppose that C contains a rational point P .
(1) Show that if C is singular at P , then (up to isomorphism) C is of

the form V+(G), with G(x, y) ∈ k[x, y] homogeneous of degree 2.
(2) Let us suppose C is regular at P . Let D be a line in P2

k pass-
ing through P and different from PTC,P (see the notation in
Exercise 2.9). Show that D meets C at another rational point Q.
Show that C � V+(ax2+yz) with a ∈ k (let R be the intersection
point of the lines PTC,P and PTC,Q, and reduce to P = (1, 0, 0),
Q = (0, 1, 0) and R = (0, 0, 1)). Deduce from this that either C is
the union of two distinct lines, or C � P1

k.
(c) Let us suppose char(k) 
= 2. Show that C � V+(ax2 + by2 + cz2), and

that C is smooth if and only if abc 
= 0.
(d) Let us suppose char(k) = 2, C(k) = ∅, and that C is not smooth.

(1) Show that there exist a, b, c ∈ k such that C � V+(ax2+by2+cz2).
Show that C does not contain any smooth point.

(2) Show that OC(D+(z)) is equal to the integral closure of k[x/z] in
K(C). Deduce from this that C is normal, and therefore regular.

3.23. Let k be a field and let F (x, y, z) ∈ k[x, y, z] be a homogeneous polynomial
of degree 2 defining a smooth conic V+(F ) over k.
(a) If char(k) 
= 2, show that after a change of variables, one can write

F = ax2 + by2 + cz2 for some a, b, c ∈ k∗. Let us suppose moreover
that k is finite with q elements. Show that the sets {ax2 | x ∈ k} and
{−c − by2 | y ∈ k} both have (q + 1)/2 elements. Deduce from this
that there exists a rational point in V+(F ).

(b) Let us suppose that char(k) = 2 and that k is perfect. Show that
after a suitable change of variables, one has F = xy + z2. Deduce
from this that V+(F ) contains a rational point.

3.24. Let X be an algebraic variety over a field k. Show that the following
properties are equivalent:
(i) X is smooth;
(ii) for every finite extension l of k, Xl is regular;
(iii) for every purely inseparable extension l of k, Xl is regular;
(iv) for every (not necessarily algebraic) extension l of k, Xl is regular.

3.25. Let f : X → Y be a morphism of schemes, let x ∈ X, and y = f(x).
(a) Show that we have an exact sequence of k(x)-vector spaces:

0 → TXy,x → TX,x → TY,y ⊗k(y) k(x).

(b) Let us suppose that f admits a section g : Y → X, and that x = g(y).
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Show that k(x) = k(y), and that we have a decomposition TX,x �
TXy,x ⊕ TY,y.

(c) Let us suppose that X, Y are locally Noetherian and regular, and
that f is of finite type. Show that under the hypothesis of (b), Xy is
smooth at x.

(d) Let us keep the hypothesis above. Let d = dimx Xy. Show that we
have an isomorphism ÔX,x � ÔY,y[[T1, . . . , Td]], and that f is smooth
at x.

3.26. Let X be a scheme of finite type over a locally Noetherian regular scheme
S. Let x ∈ X.
(a) Show that in a neighborhood of x, there exists a closed immersion

i : X → Z into a scheme Z that is of finite type over S and regular at
x (locally embed X into an affine space over S and use Theorem 3.36).

(b) Using exact sequence (2.1) in the proof of Proposition 2.5, show that
one can successively reduce the dimension of TZ,i(x) in such a way
that the canonical map TX,x → TZ,i(x) is an isomorphism.

4.4 Zariski’s ‘Main Theorem’ and applications

There are several variants of what we call Zariski’s ‘Main Theorem’. We are
going to present a version concerning quasi-finite morphisms (Corollary 4.6).

Lemma 4.1. Let Y be the spectrum of a Noetherian complete local ring, with
closed point y. Let X be a Y -scheme of finite type such that Xy consists of a
single point x. Then x admits an affine neighborhood that is finite over Y .

Proof Restricting X if necessary, we may assume that it is affine, and that all
of its irreducible components pass through x. We are going to show that X → Y
is finite. As it is a morphism of finite type, it suffices to show that it is integral.
We may therefore suppose X is reduced. Let B = OX(X), A = OY (Y ), and let
m be the maximal ideal of A. Then B/mB = O(Xy) is a finite A/m-algebra.
There therefore exists a finite sub-A-algebra N of B such that B = N + mB. It
follows that B = N + mnB for every n ≥ 1. Let us consider the inverse systems
of A-modules Nn = N/mnN , Bn = B/mnB, and Mn = (mnB) ∩ N/mnN . We
have an exact sequence of these systems:

0 → Mn → Nn → Bn → 0.

Moreover, Mn+1 → Mn is surjective because

(mnB) ∩N = (mnN + mn+1B) ∩N = mnN + (mn+1B ∩N),

whence an exact sequence of inverse limits (Lemma 1.3.1)

0 → lim←−
n

Mn → lim←−
n

Nn → lim←−
n

Bn → 0.

As A is Noetherian and complete, and N finitely generated, the limit in the
middle is equal to N (Corollary 1.3.14). Let n denote the maximal ideal of B
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corresponding to the point x. The hypothesis Xy = {x} implies that
√

mB = n.
There therefore exists an r ≥ 1 such that nr ⊆ mB. Consequently,

Ker(B → lim←−
n

Bn) = ∩n≥1m
nB = ∩m≥1n

m.

Let b ∈ ∩m≥1n
m. By Krull’s theorem (Corollary 1.3.13), there exists an ε ∈ n

such that (1 + ε)b = 0. The hypothesis on the irreducible components of X
translates into the fact that n contains all minimal prime ideals of B. We deduce
from this that b belongs to the intersection of the minimal prime ideals; hence
b = 0 and B → lim←−Bn is injective. This implies that B = N is finite over A.

Proposition 4.2. Let Y be a locally Noetherian scheme, and let f : X →
Y be a separated morphism of finite type. Let us suppose that the canonical
homomorphism OY → f∗OX is an isomorphism. Then there exists a (possibly
empty) open subset V of Y such that f−1(V ) → V is an isomorphism, and Xy

has no isolated points for every y ∈ Y \ V .

Proof It suffices to show that for every y ∈ Y such that Xy has an isolated
point x, there exists an open subset W � y such that f−1(W ) → W is an
isomorphism. Let us fix such x and y.

Let us first suppose that Y is the spectrum of a complete local ring A, with
closed point y. It follows from the lemma above that there exists an affine (and
connected) open neighborhood U of x, finite over Y . As U is proper over Y
(Exercise 3.3.17), U → X is proper (Proposition 3.3.16(e)), and hence closed.
This implies that U is a connected component of X. Now OX(X) = A, and
hence X is connected. It follows that X = U is affine. Consequently, X → Y is
an isomorphism.

In the general case, the property which we want to show being local on Y ,
we may suppose Y is affine, and even local with closed point y (Exercise 3.2.5).
Let us therefore write Y = SpecA, with A local with maximal ideal m. Let B be
the m-adic completion of A. Let us also denote the closed point of Ŷ := SpecB
by y. Then the morphism fŶ : XŶ → Ŷ obtained by the base change Ŷ → Y
is separated of finite type, and has the same closed fiber as X → Y . Moreover,
as B is flat over A (Theorem 1.3.16), we have B � OX(X) ⊗A B = O(XŶ )
(Proposition 3.1.24). Hence fŶ : XŶ → Ŷ is an isomorphism. Let U be an affine
open subset of X which meets Xy. Then fŶ (U ×Y Ŷ ) is an open subset of Ŷ

containing the closed point; it is therefore equal to Ŷ . Consequently, U ×Y Ŷ =
XŶ . Now Ŷ → Y is surjective since A → B is faithfully flat, and hence the
projection XŶ → X is surjective. We deduce from this that X = U is affine, and
that f is an isomorphism.

Corollary 4.3. Let Y be a normal locally Noetherian scheme, let X be an inte-
gral scheme, and f : X → Y a proper birational morphism. Then the following
properties are true.
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(a) The canonical homomorphism OY → f∗OX is an isomorphism.
(b) There exists an open subset V of Y such that f−1(V ) → V is an isomor-

phism, and Xy has no isolated points if y /∈ V . Moreover, the complement
of V has codimension ≥ 2. (See also Lemma 9.2.10.)

Proof (a) We identify the function fields K(Y ) and K(X) via f#. For every
affine open subset W of Y , f−1(W ) → W is proper, and hence f∗OX(W ) =
OX(f−1(W )) is integral over OY (W ) (Proposition 3.3.18) and contained in
K(Y ). It follows that f∗OX(W ) = OY (W ), whence f∗OX = OY .

(b) results from (a) and Proposition 4.2. We just have to show the assertion
concerning the codimension of Y \ V . Let y ∈ Y be a point of codimension 1.
Then OY,y is a discrete valuation ring (Proposition 1.12). Let x ∈ Xy; then
OX,x = OY,y (Lemma 3.3.24). It follows from Proposition 3.3.11 that Xy = {x}.
Consequently, y ∈ V . Hence codim(Y \ V, Y ) ≥ 2.

Theorem 4.4. Let Y = SpecA be an Noetherian affine scheme, and let f :
X → Y be a separated morphism of finite type. We suppose that OX(X) is a
finitely generated A-module.3 Let Xf be the set of points x ∈ X that are isolated
in Xf(x). Then

(a) Xf is open in X,
(b) the canonical morphism g : X → SpecOX(X) induces an open immersion

from Xf to SpecOX(X).

Proof Let us set Z = SpecOX(X). Let us consider the decomposition of f
into g : X → Z and h : Z → Y . The latter is finite by assumption. By virtue
of Proposition 4.2, there exists an open subset V of Z such that g−1(V ) → V is
an isomorphism and g−1(y) has no isolated points for every y ∈ Y \ V . It now
suffices to show that Xf = g−1(V ). For any y ∈ Y , Xy is the finite union of the
fibers Xz, z ∈ Zy. Each fiber Xz is closed in Xy because z is closed in Zy. It
follows that Xf = Xg. Finally, it is clear that Xg = g−1(V ).

Lemma 4.5. Let X, Y be irreducible schemes and f : X → Y a separated
morphism which is locally an open immersion. Then f is an open immersion.

Proof Let us first show that X ×Y X is irreducible. Let {Ui}i be a covering
of X by open subsets Ui such that f |Ui

is an open immersion for all i. Then
X ×Y X is covered by the Ui ×Y Uj � f(Ui) ×Y f(Uj) = f(Ui) ∩ f(Uj). Hence
Ui ×Y Uj is irreducible. Since these open subsets have non-empty intersection
with each other, X ×Y X is irreducible.

The diagonal morphism ∆X/Y : X → X ×Y X is a closed immersion because
f is separated, and it is locally an open immersion. Since X ×Y X is irreducible,
∆X/Y is surjective. Let x1, x2 ∈ X be such that f(x1) = f(x2). Then there exists
a point z ∈ X ×Y X whose projections on X are x1 and x2 (Exercise 3.1.7).
Since z ∈ ∆X/Y (X), we have x1 = x2. Hence f is injective, and therefore an
open immersion.

3We will see in the next chapter that this condition is verified as soon as f is projective.
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Corollary 4.6 (Zariski’s ‘Main Theorem’). Let Y be a normal, locally Noethe-
rian, integral scheme. Let f : X → Y be a separated birational morphism of
finite type. We suppose that f is quasi-finite; then f is an open immersion.
Proof We may suppose Y is affine. Let us show that f is locally an open
immersion. Let x ∈ X, and U be an affine open neighborhood of x. There
exists an integral projective scheme Z → Y such that U is isomorphic to an
open subscheme of Z. This morphism is birational. We have OZ(Z) integral over
OY (Y ) (Proposition 3.3.18) and contained in K(Y ); hence OZ(Z) = OY (Y )
since Y is normal. Let y = f(x). By hypothesis, {x} is open in Uy (hence open in
Zy). It follows that x is an isolated point of Zy. By Proposition 4.2, Z → Y is an
isomorphism over an open neighborhood of y, and hence f is an open immersion
in an open neighborhood of x. By Lemma 4.5, f is an open immersion.

Let f : X → Y be a projective morphism. Anticipating the next chapter (by
admitting that f∗OX(W ) is finite over OY (W ) for any affine open subset W of
Y , Theorem 5.3.2(a)), the following corollary is an immediate consequence of
Theorem 4.4 (see also an elementary proof in Exercise 4.2).

Corollary 4.7. Let Y be a locally Noetherian scheme, and let f : X → Y be a
quasi-finite projective morphism. Then f is a finite morphism.

Still anticipating Theorem 5.3.2, we have another variant of Zariski’s ‘Main
Theorem’:

Corollary 4.8. Let Y be a locally Noetherian scheme, and let f : X → Y be
a quasi-projective morphism (e.g., a morphism of finite type with X, Y affine).
Let Xy be a finite fiber. Then there exists an open neighborhood U of Xy such
that f |U : U → Y factors into an open immersion U → Z followed by a finite
morphism Z → Y .

Proof We embed X as an open subscheme of a projective scheme f : X → Y .
Since Xy is open in Xy, every point of Xy is isolated in Xy. Hence Xy ⊆ Xf .
By Theorem 4.4, Xf → Y is finite. Now it suffices to take Z = Xf and U =
Z ∩X.

Remark 4.9. One can find a proof using methods from commutative algebra
in [77]. The schemes are not necessarily locally Noetherian, and we must replace
finite morphism by integral morphism. See also [69], III.9, for a discussion on the
different forms of the ‘Main Theorem’.

As an application of Zariski’s Main Theorem, we are going to describe the
local structure of étale morphisms.

Example 4.10. Let A be a Noetherian ring, let P (T ) ∈ A[T ] be a monic
polynomial, and P ′(T ) its derivative. Let B = A[T, P ′(T )−1]/(P (T )). Then B is
flat over A because it is the localization of the flat A-algebra A[T ]/(P (T )). Let
k(s) denote the residue field of a point s ∈ SpecA; then

B ⊗A k(s) = k(s)[T, P̃ ′(T )−1]/(P̃ (T )),

where P̃ is the image of P in k(s)[T ]. Thus it is the direct sum of the decompo-
sition fields of the simple roots of P̃ (T ). Consequently, either SpecB is empty,
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or SpecB → SpecA is étale. In the second case, the morphism SpecB → SpecA
is called a standard étale morphism.

Proposition 4.11. Let Y be a locally Noetherian scheme. Let f : X → Y
be a morphism of finite type, unramified at a point x. Let y = f(x). Then, if
necessary replacing X (resp. Y ) by an open neighborhood of x (resp. of y), there
exists a standard étale morphism h : Z → Y such that we have the following
commutative diagram

Z

�
h

X

��
���g

�f
Y

where g is an immersion. If f is étale, then g is an open immersion.

Proof As the property that we want to show is local, we may suppose X and
Y are affine. Moreover, as X is of finite type over Y , we may suppose Y is local
with closed point y (Exercise 3.2.5). Let us set A = OY (Y ) and B = OX(X).
By Corollary 4.8, we may even suppose B is finite over A. The fiber Xy is the
disjoint union of Spec k(x) and of an open subset U . As k(x) is separable over
k(y), there exists a b̃ ∈ O(Xy) such that k(x) = k(y)[b̃], b̃ 
= 0, and b̃|U = 0. We
can lift b̃ to an element b ∈ B. Let us consider the subalgebra C := A[b] of B.
Let m be the prime ideal of B corresponding to the point x, and q = m ∩ C.
Let us show that Cq → B ⊗C Cq is an isomorphism. First, m is the unique
prime ideal of B lying above q because m does not contain b while the other
prime ideals of B above my all contain b. It follows that B ⊗C Cq is a local
ring. As C → Cq is flat, the morphism Cq → B ⊗C Cq is finite and injective.
Finally, (B ⊗C Cq) ⊗Cq k(q) = k(q). It follows from Nakayama’s lemma that
Cq = B ⊗C Cq.

As B and C are finitely generated over A, this isomorphism extends to a
neighborhood of x. We can therefore replace B by C, and suppose that B is
generated, as an A-algebra, by a single element b. Let n = dimk(y) B ⊗A k(y).
Then {1, b̃, . . . , b̃n−1} is a basis of B⊗A k(y) over k(y). Once more by Nakayama,
{1, b, . . . , bn−1} is a system of generators for the A-module B. There therefore
exists a monic polynomial P (T ) ∈ A[T ] of degree n which vanishes in b, and we
have a surjective homomorphism of A-algebras A[T ]/(P (T )) → B which sends T
to b. The image of b′ := P ′(b) in k(x) is non-zero because k(x) is separable over
k(y), and hence x ∈ D(b′). Replacing X by the open subset D(b′) if necessary,
we have a surjective homomorphism

D := A[T, P ′(T )−1]/(P (T )) → B.

This shows the proposition for unramified morphisms. Let us now suppose that
f is étale at x. Let n be the inverse image of m in D. Let us show that ψ :
Dn → Bm is an isomorphism. We know that ψ ⊗ k(y) is an isomorphism. Let
I = Kerψ. As Bp is flat over A, and ψ is surjective, we have I ⊗A k(p) = 0
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(Proposition 1.2.6); hence I = 0 by Nakayama. As D is Noetherian, there exists
an open neighborhood U of x such that the closed immersion SpecB → SpecD
is an isomorphism over U .

Corollary 4.12. Let Y be a locally Noetherian scheme. Let f : X → Y be a
morphism of finite type. Then the set of points x ∈ X such that f is étale at x
is open in X.

Proof If f is étale at x, there exists an open neighborhood U of x such that U
is isomorphic to an open subscheme of an étale scheme W over Y . Hence U → Y
is étale.

Let us conclude with one more application of Zariski’s theorem to the study
of the dimensions of the fibers of a morphism. The finiteness Theorem 5.3.2 is
necessary because we use Corollary 4.8.

Lemma 4.13. Let Y be a locally Noetherian irreducible scheme with generic
point η, and let f : X → Y be a morphism of finite type with X irreducible. If
there exists a y ∈ Y such that Xy is non-empty and finite, then the generic fiber
Xη contains at most one point. Moreover, there exists a non-empty open subset
V of Y such that f−1(V ) → V is quasi-finite.

Proof We may suppose f is dominant and X, Y are affine. Then f is quasi-
projective. By Corollary 4.8, there exists an open subset U ⊇ Xy of X which is
isomorphic to an open subscheme of a finite Y -scheme Z. Since X is irreducible,
U ∩Xη 
= ∅. Therefore U ∩Xη is a finite set. As Xη is irreducible, it is therefore
reduced to a point. Finally, the existence of V comes from Exercise 3.2.16.

Remark 4.14. More generally, if Xy is not necessarily finite, we still have the
inequality dimXy ≥ dimXη (Exercise 4.6). Moreover, equality holds for the
points of a non-empty open subset of Y (Chevalley’s theorem, see [41], IV.13.1.3).

Lemma 4.15. Let A be a discrete valuation ring with uniformizing element t.
Let B be a flat A-algebra such that B/tB is finitely generated over A/tA and
of dimension d. Then there exists an injective homomorphism of A-algebras ϕ :
A[T1, . . . , Td] ↪→ B such that the homomorphism A/tA[T1, . . . , Td] → B⊗AA/tA
is finite injective.

Proof By the Noether normalization lemma (2.1.9), there exists an injective
finite homomorphism

ϕ : A/m[T1, . . . , Td] ↪→ B/mB = B ⊗A A/m.

Let bi ∈ B be with image ϕ(Ti) in B/mB. Then we can define a homomorphism
of A-algebras ϕ : A[T1, . . . , Td] → B by sending Ti to bi. We then immediately
verify that ϕ is injective.

Proposition 4.16. Let S be a Dedekind scheme with generic point η, and let
X → S be a dominant morphism of finite type with X irreducible. Then for any
s ∈ S such that Xs 
= ∅, we have Xs equidimensional of dimension dimXη. (See
also Corollary 8.2.8.)
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Proof We may suppose that S is local and X is integral, and therefore flat
over S (Proposition 3.9). Let F be an irreducible component of Xs. We want
to show that dimF = dimXη. As X is irreducible, we can replace X by an
affine open subscheme which meets F but not the other irreducible components
of Xs. We then have X affine and dimXs = dimF . Let f : X → Ad

S be the
morphism induced by a homomorphism OS(S)[T1, . . . , Td] → OX(X) defined
as in the lemma above, with d = dimXs. Then, by construction, fs : Xs →
Ad

k(s) is a finite morphism. In particular, for any y ∈ Ad
S lying above s, the

fiber Xy is finite. It follows that the function field K(Xη) = K(X) is finite
over K(Ad

S) = K(S)(T1, . . . , Td) (Lemma 4.13), and hence Xη is of dimension d
(Proposition 2.5.19).

Exercises

4.1. Let f : X → Y be a projective morphism of algebraic varieties over an
algebraically closed field. Let us suppose that f is injective and Tf,x is
injective for every closed point x ∈ X. Show that f is a finite morphism,
and, using Nakayama’s lemma, show that f is a closed immersion.

4.2. Let f : X → Y be a projective morphism. Let y ∈ Y be such that Xy

is finite. We want to show that there exists a neighborhood V of y such
that f−1(V ) → V is finite, without using Zariski’s ‘Main Theorem’. We
may suppose Y is affine.
(a) Let us fix an embedding X → Pn

Y . Show that there exists a non-empty
principal closed subset V+(P ) of Pn

Y such that V+(P ) ∩ Xy = ∅ (use
Proposition 3.3.36).

(b) Show that there exists an affine neighborhood V of y such that X ∩
V+(P ) ∩ Pn

V = ∅.
(c) Show that f−1(V ) = X ∩ D+(P ) ∩ Pn

V and that f−1(V ) is affine.
Conclude using Proposition 3.3.18.

4.3. Let Y be a locally Noetherian scheme, and let f : X → Y be a quasi-
finite and quasi-projective morphism. Show that f factors into an open
immersion X → Z followed by a finite morphism Z → Y .

4.4. Let A be a discrete valuation ring, and let B be a finitely generated
flat A-algebra. Show that there exists a subalgebra C of B with a finite
injective homomorphism A[T1, . . . , Td] → C, and such that the morphism
SpecB → SpecC is an open immersion. This is a sort of generalization
of Noether’s normalization lemma. Show that in general we cannot have
C = B.

4.5. Let Y be a locally Noetherian integral scheme, and let f : X → Y be
a projective morphism with geometrically connected fibers. Show that
for any affine open subset V of Y , there exists an n ≥ 1 such that
(f∗OX(V ))p

n

is contained in the image of OY (V ) → f∗OX(V ), where
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p is the characteristic of K(Y ) (by convention, we set pn = 1 if p = 0). In
particular, if charK(Y ) = 0, then OY → f∗OX is an isomorphism.

4.6. Let Y be a locally Noetherian irreducible scheme, and let f : X → Y be
a dominant morphism of finite type with X irreducible. We are going to
generalize Lemma 4.13 and show that dimXη ≤ dimXy if Xy 
= ∅. By
this lemma, we may suppose that dimXy ≥ 1. We will use induction on
dimXy + dimOY,y.
(a) Let x ∈ Xy be such that dimOXy,x = dimXy. Show that there exists

a b ∈ mxOX,x which belongs to none of the minimal prime ideals
containing myOX,x. Restricting X if necessary, we may suppose X is
affine and b ∈ OX(X).

(b) Let b be as above. Show that there exists an irreducible component
Z of V (b) passing through x and not contained in Xy. Let z′ be
the generic point of Z, and y′ = f(z′) the generic point of f(Z)
(Exercise 2.4.11). Show that

dimOY,y′ < dimOY,y, dimXy′ − dimXy ≤ dimZy′ − dimZy.

By applying the induction hypothesis to Z → f(Z) and X ×Y

SpecOY,y′ → SpecOY,y′ , show that dimXη ≤ dimXy.



 
5

Coherentsheavesand
Čechcohomology

The notion of quasi-coherent sheaves in algebraic geometry was introduced by
J.-P. Serre ([85]). These are sheaves which are in some sense ‘locally constant’
with respect to the structural sheaf. They are the analogues of modules over
a ring. The theory of quasi-coherent sheaves and their cohomology groups is a
powerful tool for studying schemes. Among the first applications of the the-
ory, we can cite the determination of the closed subschemes of a projective
scheme (Proposition 1.30) and Serre’s affineness criterion (Theorem 2.23). The
first fundamental theorem on projective morphisms is the direct image theorem
(Theorem 3.2). We will apply this theorem to show Zariski’s connectedness prin-
ciple. In the next chapter, we will apply the theory to sheaves of differentials on
a scheme.

5.1 Coherent sheaves on a scheme

After a brief introduction to the notion of sheaves of modules on a ringed topolog-
ical space, we will present some general properties of quasi-coherent sheaves. In
particular, we will determine them explicitly on affine schemes (Theorem 1.7). In
the last subsection, we will look at coherent sheaves on a projective scheme. The
principal results are Theorem 1.27, which is sort of equivalent to Theorem 1.7,
and Theorem 1.34, which characterizes ample sheaves.

5.1.1 Sheaves of modules

Definition 1.1. Let (X,OX) be a ringed topological space. A sheaf of OX-
modules or an OX-module is a sheaf F on X such that F(U) is an OX(U)-module
for every open subset U , and that if V ⊆ U , then (af)|V = a|V f |V for every
a ∈ OX(U) and every f ∈ F(U). We define the notion of homomorphisms of
OX -modules in an obvious way.
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Starting with two OX -modules F , G, the usual operations on modules over
a ring make it possible to construct other OX -modules. We define the tensor
product F ⊗OX

G to be the sheaf associated to the presheaf

U �→ F(U)⊗OX(U) G(U).

It is an OX -module. Let us note that for any x ∈ X, we have

(F ⊗OX
G)x = Fx ⊗OX,x

Gx

([16], II, Section 6, Proposition 7, or Proposition 1.5(d) for quasi-coherent
sheaves). The direct sum of a family of OX -modules is an OX -module. The
kernel and cokernel of a homomorphism of OX -modules are OX -modules.

Definition 1.2. Let (X,OX) be a ringed topological space. We say that an
OX -module F is generated by its global sections at x ∈ X if the canonical homo-
morphism F(X)⊗OX(X) OX,x → Fx is surjective. We say that F is generated by
its global sections if this is true at every point of X. Let S be a subset of F(X).
We say that F is generated by S if {sx}s∈S generates Fx for every x ∈ X.

Lemma 1.3. Let X be a ringed topological space. Then an OX -module F is
generated by its global sections if and only if there exist a set I and a surjective
homomorphism of OX -modules O(I)

X → F , where O(I)
X is the direct sum of those

OX indexed by I. Moreover, if F is generated by a set S of global sections, then
we can take I = S.

Proof If there exists a surjective homomorphismO(I)
X → F , asO(I)

X is generated
by its global sections, we easily see that the same is true for F . Let us suppose F
is generated by its global sections. Let S be a subset of F(X) which generates F
(e.g., S = F(X)). Let {εs}s∈S be the canonical basis of OX(X)(S). For any open
subset U of X, the εs|U form a basis of OX(U)(S) over OX(U). Let ψ : O(S)

X → F
be the OX -module homomorphism defined by

ψ(U) :
∑
s∈S

fs · εs|U �→
∑
s∈S

fs · s|U

for any fs ∈ OX(U). Then ψx is surjective for every x ∈ X and hence ψ is
surjective.

Definition 1.4. Let (X,OX) be a ringed topological space. Let F be an OX -
module. We say that F is quasi-coherent if for every x ∈ X, there exist an open
neighborhood U of x and an exact sequence of OX -modules

O(J)
X |U → O(I)

X |U → F|U → 0.

The structural sheaf OX , for example, is quasi-coherent.
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5.1.2 Quasi-coherent sheaves on an affine scheme

We are going to classify quasi-coherent sheaves on an affine scheme X = SpecA.
Let M be an A-module. We define an OX -module M̃ as follows. For any
principal open subset D(f) of X, we set M̃(D(f)) = Mf . We verify, as for
Proposition 2.3.1, that this indeed defines a sheaf on X, that M̃(X) = M , and
that M̃p = Mp for every p ∈ SpecA. In addition to which it is clearly an
OX -module.

Proposition 1.5. Let X = SpecA be an affine scheme. The following properties
are true.

(a) Let {Mi}i be a family of A-modules. Then (⊕iMi)∼ � ⊕iM̃i.
(b) A sequence of A-modules L → M → N is exact if and only if the associ-

ated sequence of OX -modules L̃ → M̃ → Ñ is exact.
(c) For any A-module M , the sheaf M̃ is quasi-coherent.
(d) Let M , N be two A-modules. Then we have a canonical isomorphism

(M ⊗A N)∼ � M̃ ⊗OX
Ñ .

Proof (a) results from the definition. (b) Let us suppose L → M → N is exact.
Then for every p ∈ SpecA, the sequence Lp → Mp → Np is exact because Ap is
flat over A. It follows that L̃ → M̃ → Ñ is exact (Proposition 2.2.18). Conversely,
let us suppose that we have an exact sequence

L̃
α−−→ M̃

β−−→ Ñ . (1.1)

For any prime ideal p ∈ SpecA, we have commutative diagram

L �α(X)

�

M �β(X)

�

N

�
Lp � Mp � Np

where the vertical arrows are localizations, and where the second horizontal
sequence is exact (it is the fiber at p ∈ SpecA of exact sequence (1.1)). We deduce
from this that (Kerβ(X)/ Imα(X))p = 0. It follows that Kerβ(X) = Imα(X)
(Lemma 1.2.12), and hence L → M → N is exact. Finally, (c) results from (a)
and (b) because we have an exact sequence of A-modules

K → L → M → 0

with K, L free, and therefore of the form A(J) and A(I).
(d) Let L = M ⊗A N . For any principal open subset D(f) of X, we have a

canonical isomorphism of OX(D(f))-modules

L̃(D(f)) = (M ⊗A N)⊗A Af � (M ⊗A Af )⊗Af
(N ⊗A Af )

= M̃(D(f))⊗OX(D(f)) Ñ(D(f)),
compatible with the restriction homomorphisms. This therefore induces an iso-
morphism of OX -modules L̃ � M̃ ⊗OX

Ñ because the principal open subsets
form a base for the topology of X (Exercise 2.2.7).
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Proposition 1.6. Let F be a quasi-coherent sheaf on a scheme X. Let us
suppose X is Noetherian or separated and quasi-compact. Then for any f ∈
OX(X), the canonical homomorphism

F(X)f = F(X)⊗OX(X) OX(X)f → F(Xf ),

where Xf := {x ∈ X | fx ∈ O∗
X,x}, is an isomorphism.

Proof Let us first show that every point x ∈ X has an affine open neighborhood
U such that the canonical homomorphism F(U)∼ → F|U is an isomorphism. By
hypothesis, there exist an affine open neighborhood U of x and an exact sequence
of OX -modules

O(J)
X |U → O(I)

X |U α−→ F|U → 0,

Let M = Im(α(U)). By Proposition 1.5(a) and (b), we have an exact sequence

O(J)
X |U → O(I)

X |U → M̃ → 0,

which implies that F|U � M̃ . We have M = M̃(U) � F(U). As X is quasi-
compact, we can cover X with a finite number of affine open subsets Ui such
that F|Ui � F(Ui)∼. Let Vi = Ui ∩ Xf = D(f |Ui). By an argument similar to
that of Proposition 2.3.12, we have a commutative diagram

0 � F(X)f �

�

⊕iF(Ui)f �

�
γ

⊕i,jF(Ui ∩ Uj)f

�
0 � F(Xf ) � ⊕iF(Vi) � ⊕i,jF(Vi ∩ Vj)

where the horizontal sequences are exact. The homomorphism γ is an isomor-
phism because F|Ui

� F(Ui)∼. Still by the same arguments of Proposition 2.3.12,
we obtain that F(X)f → F(Xf ) is an isomorphism (let us note that our hypothe-
ses on X assure that condition (3.2), Subsection 2.3.1, is satisfied).

Theorem 1.7. Let X be a scheme, and F an OX -module. Then F is quasi-
coherent if and only if for every affine open subset U of X, we have F(U)∼ � F|U .

Proof Let us suppose F is quasi-coherent. Let U be an affine open subset of
X. For any f ∈ OX(U), we have F(U)f � F(D(f)) by virtue of Proposition 1.6.
Hence F(U)∼ � F|U . The converse is just Proposition 1.5(c).

Proposition 1.8. Let X be an affine scheme. Let 0 → F → G → H → 0 be an
exact sequence of OX -modules with F quasi-coherent. Then the sequence

0 → F(X) → G(X) → H(X) → 0

is exact.



 

5.1. Coherent sheaves on a scheme 161

Proof It suffices to show that G(X) → H(X) is surjective, the remainder of
the sequence always being exact. We identify F with a sub-OX -module of G. Let
s ∈ H(X). There exists a covering of X by a finite number of principal open
subsets Ui such that s|Ui

lifts to a section ti ∈ G(Ui). For any pair i, j, the image
of ti|Uij

− tj |Uij
in H(Uij), where Uij = Ui ∩ Uj , is zero. It follows that

fij := ti|Uij
− tj |Uij

∈ F(Uij).

For any triplet (i, j, k), we have

fij |Uijk
− fik|Uijk

+ fjk|Uijk
= [(ti − tj)− (ti − tk) + (tj − tk)]|Uijk

= 0,

where Uijk = Ui ∩ Uj ∩ Uk. It results from Lemma 2.17 (the case p = 1; one
can verify that its proof does not use any results of this subsection other than
Theorem 1.7) that there exist fi ∈ F(Ui) such that fi|Uij

− fj |Uij
= fij . The

ti−fi therefore glue to a section t ∈ G(X), whose image in H(X) is equal to s.

Remark 1.9. This proposition characterizes affine schemes among Noetherian
or separated and quasi-compact schemes. See the proof of Theorem 2.23.

5.1.3 Coherent sheaves

Definition 1.10. Let (X,OX) be a ringed topological space, and let F be an
OX -module. We say that F is finitely generated if for every x ∈ X, there exist
an open neighborhood U of x, an integer n ≥ 1, and a surjective homomorphism
On

X |U → F|U . We say that F is coherent if it is finitely generated, and if for every
open subset U of X, and for every homomorphism α : On

X |U → F|U , the kernel
Kerα is finitely generated. The notion of finitely generated (resp. coherent) sheaf
is of local nature on X.

To simplify, we will essentially consider coherent sheaves in the case of locally
Noetherian schemes.

Proposition 1.11. Let X be a scheme. Let F be a quasi-coherent OX -module.
Let us consider the following properties:

(i) F is coherent;
(ii) F is finitely generated;
(iii) for every affine open subset U of X, F(U) is finitely generated over

OX(U).

Then (i) =⇒ (ii) =⇒ (iii). Moreover, if X is locally Noetherian, then these
properties are equivalent.

Proof By definition, (i) implies (ii). Let us suppose F is finitely generated. Let
U be an affine open subset of X. Then U can be covered with a finite number
of principal open subsets Ui such that there exists an exact sequence Oni

X |Ui
→

F|Ui → 0. It follows that OX(Ui)ni → F(Ui) → 0 is exact (Proposition 1.5(b)).
In particular, F(Ui) is finitely generated over OX(Ui). As we have F(Ui) =
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F(U)⊗OX(U) OX(Ui), there exists a finitely generated sub-OX(U)-module M of
F(U) such that M ⊗OX(U) OX(Ui) = F(Ui). Enlarging M if necessary, we may
suppose this equality is true for every i. The sequence M̃ → F|U → 0 is then
exact because it is exact on every Ui. Consequently, M → F(U) is surjective,
and (ii) implies (iii).

Let us now suppose (iii) is true and X locally Noetherian. Let us show that
F is coherent. Let V be an open subset of X and α : On

X |V → F|V a homo-
morphism. We must show that Ker(α) is finitely generated. As this is a local
property, we may suppose that V is affine, and hence that F|V = Ñ . Then
Kerα = (Kerα(V ))∼ (Proposition 1.5(b)). Now Kerα(V ) is finitely generated
because OX(V ) is Noetherian; hence Kerα is finitely generated.

Proposition 1.12. Let X be a scheme. We have the following properties for
OX -modules.

(a) A direct sum of quasi-coherent sheaves is quasi-coherent; a finite direct
sum of finitely generated quasi-coherent sheaves is finitely generated.

(b) If F , G are quasi-coherent (resp. finitely generated quasi-coherent)
sheaves, then so is F ⊗OX

G. Moreover, for any affine open subset U
of X, we have (F ⊗OX

G)(U) = F(U)⊗OX(U) G(U).
(c) Let u : F → G be a morphism of quasi-coherent sheaves; then Keru,

Imu, and Cokeru are quasi-coherent.
(d) Let 0 → F → G → H → 0 be an exact sequence of OX -modules. If two

of them are quasi-coherent, then so is the third.
(e) If X is locally Noetherian, then properties (c) and (d) are true for coher-

ent sheaves.

Proof Properties (a)–(c) easily follow from all the above, and (e) is trivially
true. The least obvious part of (d) is that where F and H are quasi-coherent.
We may suppose X is affine. By Proposition 1.8, the sequence 0 → F(X) →
G(X) → H(X) → 0 is exact. We then have a commutative diagram of exact
sequences

0 � F(X)∼ �

�

G(X)∼ �

�

H(X)∼ �

�

0

0 � F � G � H � 0

where the first and last vertical arrows are isomorphisms. It is then easy to see
that G(X)∼ → G is an isomorphism.

Definition 1.13. Let f : X → Y be a morphism of schemes. The homo-
morphism f# : OY → f∗OX induces a homomorphism of sheaves of rings
f−1OY → OX (Exercise 2.2.13(a)). Let G be an OY -module. On the ringed
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topological space (X, f−1OY ), we can consider the tensor product of f−1OY -
modules

f∗G := f−1G ⊗f−1OY
OX .

It is an OX -module by the multiplication on the right. We call it the inverse
image (or pull-back) of G by f . For example, f∗OY = OX .

Proposition 1.14. Let f : X → Y be a morphism of schemes.

(a) Let G be an OY -module. Then for any x ∈ X, we have a canonical
isomorphism

(f∗G)x � Gf(x) ⊗OY,f(x) OX,x.

(b) Let us suppose G is quasi-coherent. Let U be an affine open subset of X
such that f(U) is contained in an affine open subset V of Y . Then

f∗G|U � (G(V )⊗OY (V ) OX(U))∼.

In particular, f∗G is quasi-coherent. It is finitely generated if G is finitely
generated.

(c) Let F be a quasi-coherent sheaf on X. If X is Noetherian, or if f is
separated and quasi-compact, then f∗F is quasi-coherent on Y .

(d) If f is finite and F quasi-coherent and finitely generated, then f∗F is
quasi-coherent and finitely generated on Y .

Proof (a) results from the fact that (f−1G)x = Gf(x) (see Subsection 2.2.1,
page 37).

(b) Let g : U → V be the restriction of f to U . Then (f∗G)|U = g∗(G|V ).
We may therefore suppose that X = U = SpecB and Y = V = SpecA. The
property is trivially true if G = O(I)

Y because f∗OY = OX and f∗ commutes
with taking direct sums. In the general case, let us write an exact sequence

K
α−→ L → G(Y ) → 0

with K, L free over A. We therefore have exact sequences

K̃ → L̃ → G → 0 and f∗K̃
β−→ f∗L̃ → f∗G → 0

(Proposition 1.1.12). As β is associated to αB : K ⊗A B → L⊗A B, we have

f∗G = Cokerβ = (CokerαB)∼ = ((Cokerα)⊗A B)∼ = (G(Y )⊗A B)∼,

which proves (b).
(c) As the property is of local nature on Y , we may suppose Y is affine. Then

X is Noetherian or separated and quasi-compact. For any g ∈ OY (Y ), let g′

denote its image in OX(X). We have

f∗F(D(g)) = F(f−1(D(g))) = F(D(g′)) � F(X)g′ = F(X)⊗OY (Y ) OY (D(g))

(the isomorphism in the middle comes from Proposition 1.6). This shows that
f∗F � F(X)∼ on Y .
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(d) We may suppose Y is affine. As f is affine, hence separated and quasi-
compact, we have just seen that f∗F = F(X)∼. As X is affine and finite over
Y , F(X) is finitely generated over OX(X) and consequently finitely generated
over OY (Y ).

Let us now consider coherent sheaves of ideals on a scheme X. They allow us
to classify the closed subschemes of X.

Proposition 1.15. Let X be a scheme, and let Z be a closed subscheme of
X. Let i : Z → X denote the canonical closed immersion. Then Ker i# is a
quasi-coherent sheaf of ideals on X. The correspondence Z �→ Ker i# establishes
a bijection between the closed subschemes of X and the quasi-coherent sheaves
of ideals on X.

Proof Using Proposition 2.2.24, we see that the correspondence ρ : Z �→ Ker i#

establishes a bijection between the closed ringed topological subspaces of X and
the sheaves of ideals of OX . If Z is a closed subscheme, then Ker i# is quasi-
coherent by Proposition 2.3.20 and Lemma 2.3.17. Conversely, let us suppose
J := Ker i# is quasi-coherent. Let j be the closed topological immersion V (J ) →
X. Then J corresponds to (V (J ), j−1(OX/J )) via ρ. We must therefore show
that (V (J ), j−1(OX/J )) is a scheme. We may suppose that X = SpecA is
affine, and therefore that J = J̃ for some ideal J of A. Now by Lemma 2.3.17,
the closed subscheme SpecA/J corresponds, via ρ−1, to the sheaf of ideals J̃ .
Hence V (J ) � SpecA/J is a scheme, which completes the proof.

Remark 1.16. Let X be a scheme. For any quasi-coherent sheaf of ideals J ,
the closed subset V (J ) will implicitly be endowed with the closed subscheme
structure as above.

5.1.4 Quasi-coherent sheaves on a projective scheme

In this subsection, we are interested in quasi-coherent sheaves on a projective
scheme. On such a scheme X, the sheaves of the form OX(n) (see Definition 1.23)
play an essential role. An illustration of this is given by Theorem 1.27. Next, we
show that closed subschemes of a projective scheme are also projectives schemes
(Proposition 1.30). Finally, we study ample sheaves, which are a sort of general-
ization of the sheaves OX(n) (Theorem 1.34).

Let B = ⊕n≥0Bn be a graded ring, and let M = ⊕n∈ZMn be a graded
B-module (i.e., BnMm ⊆ Mn+m for every n ≥ 0 and every m ∈ Z). We are
going to construct a quasi-coherent sheaf on X = ProjB in the following way.
For any non-nilpotent homogeneous f ∈ B+, we let

M(f) = {mf−d ∈ Mf | m ∈ Md deg f}.

These are the elements of degree 0 in Mf . This is, in a natural way, a B(f)-module.



 

5.1. Coherent sheaves on a scheme 165

Proposition 1.17. With the notation above, there exists a unique quasi-
coherent OX -module M̃ (do not confuse this with the affine case) such that:

(i) for any non-nilpotent homogeneous f ∈ B+, M̃ |D+(f) is the quasi-
coherent sheaf (M(f))∼ on D+(f) = SpecB(f);

(ii) for any p ∈ ProjB, M̃p is isomorphic to M(p), the set of elements of
degree 0 in Mp.

Proof We define M̃ on the principal open sets D+(f) by property (i). We must
verify, which is routine, that the glueing conditions (Exercise 2.2.8) are satisfied.
The second property (ii) can be verified just as easily.

Another way to construct M̃ is by considering the canonical injection ρ :
ProjB → SpecB (which is a continuous map), and taking the inverse image
ρ−1F , where F is the quasi-coherent sheaf on SpecB associated to M . For any
homogeneous prime ideal p ∈ ProjB, we have (ρ−1F)p = Mp. Then M̃ is the
subsheaf of ρ−1F of homogeneous elements of degree 0.

Remark 1.18. Let M = ⊕n≥0Mn be a graded B-module. Let N = ⊕n≥n0Mn

for some n0 ≥ 0. Then M̃ = Ñ because M(f) = N(f) for every homogeneous
element f ∈ B. This implies, in particular, that M̃ does not determine M ,
contrary to the affine case.

Example 1.19. Let A be a ring, and B be a graded A-algebra. For any n ∈ Z,
we let B(n) denote the graded B-module defined by B(n)d = Bn+d. This is a
‘twist’ of B. Let X = ProjB, and let OX(n) denote the OX -module B(n)∼.
These sheaves play an essential role in the theory of projective schemes.

For any homogeneous f ∈ B of degree 1, we have B(n)(f) = fnB(f). Thus on
the affine open subset D+(f), we have OX(n)|D+(f) = fnOX |D+(f). We easily
verify that OX(n)⊗OX

OX(m) = OX(n + m) (Proposition 1.12(b)).

Definition 1.20. Let S be a scheme. Let f : Pd
S → Pd

Z
be the canonical mor-

phism. For any n ∈ Z, we let

OPd
S
(n) = f∗OPd

Z

(n).

If S is affine, we verify without difficulty that this coincides with the notation of
the example above (see also Exercise 1.20).

Definition 1.21. Let X be a scheme. We say that an OX -module L is invertible
if for every point x ∈ X, there exist an open neighborhood U of x and an
isomorphism of OU -modules OX |U � L|U . If X is locally Noetherian, this comes
down to saying that L is coherent and that Lx is free of rank 1 over OX,x for
every x ∈ X (see also Exercise 1.12).

See Exercise 1.12(d) for a justification of the word ‘invertible’. We easily
see that the tensor product of two invertible sheaves is invertible, and that the
inverse image of an invertible sheaf by a morphism is an invertible sheaf. For
example, the sheaves OX(n) on a projective space X = Pd

S are invertible.
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Lemma 1.22. Let B = A[T0, . . . , Tn]. With the notation of Example 1.19, we
have OX(n)(X) = Bn if n ≥ 0 and OX(n) = 0 if n < 0. In other words,
⊕n∈ZOX(n)(X) = B.

Proof We may suppose d ≥ 1. The data of a global section f ∈ OX(n)(X)
consists of the data of local sections of OX(n)(D+(Ti)) which coincide on the
intersections. The A-modules OX(n)(D+(Ti)) and OX(n)(D+(Ti) ∩ D+(Tj))
are canonically sub-A-modules of A[T0, . . . , Td, T

−1
0 , . . . , T−1

d ]. We may there-
fore consider f as an element of the latter. Let 1 ≤ i ≤ d. The fact that
f ∈ Tn

i OX(D+(Ti)) implies that f does not contain T0 in its denominator.
As f ∈ Tn

0 OX(D+(T0)), this implies that f is homogeneous of degree n if
n ≥ 0, and that f = 0 if n < 0. Conversely, it can immediately be verified
that Bn ⊆ OX(n)(X).

Definition 1.23. Let X = Pd
A. For any integer n ∈ Z and any quasi-coherent

sheaf F on X, we denote the tensor product F ⊗OX
OX(n) by F(n). The F(n)

are called the twists of F . For any affine open subset U of X, we have F(n)(U) =
F(U)⊗OX(U) OX(n)(U) (Proposition 1.12(b)).

Definition 1.24. Let X be a scheme. We say that an OX -module F is generated
by s0, . . . , sd ∈ F(X) if Fx =

∑
i(si)xOX,x for every x ∈ X (see Definition 1.2).

Let L be an invertible sheaf. Let s ∈ L(X). Let us set

Xs := {x ∈ X | Lx = sxOX,x}.

This is an open subset of X. When L = OX , Xs coincides with Definition 2.3.11.

The following lemma generalizes Proposition 1.6 by replacing OX by an
invertible sheaf L. For simplicity, we denote the tensor power L⊗n by Ln and
the tensor power s⊗n, s ∈ L(X), by sn.

Lemma 1.25. Let X be a Noetherian or separated and quasi-compact scheme,
let F be a quasi-coherent sheaf on X, and L an invertible sheaf on X. Let us fix
sections f ∈ F(X) and s ∈ L(X).

(a) If f |Xs
= 0, then there exists an n ≥ 1 such that f ⊗ sn = 0 in (F ⊗

Ln)(X).
(b) Let g ∈ F(Xs). Then there exists an n0 ≥ 1 such that g ⊗ (sn|Xs) lifts

to a section of (F ⊗ Ln)(X) for all n ≥ n0.

Proof (See also Exercise 1.18.) We cover X by a finite number of affine open
subsets X1, . . . , Xr such that L|Xi

is free for every i ≤ r. Let ei be a generator
of L|Xi

, and let hi ∈ OX(Xi) be such that s|Xi
= eihi. Then Xs ∩ Xi is the

principal open subset D(hi) of Xi.
(a) The f |Xs

= 0 hypothesis implies that f |Xs∩Xi
= 0. Hence there exists

an integer n ≥ 1 such that f |Xih
n
i = 0. We can take n sufficiently large so that

it is independent of i. On Xi, the isomorphism OXi → Ln|Xi defined as the



 

5.1. Coherent sheaves on a scheme 167

multiplication by en
i induces an isomorphism ϕi,n : F|Xi

→ (F ⊗ Ln)|Xi
. We

have
0 = ϕi,n(f |Xih

n
i ) = f |Xih

n
i ⊗ en

i = (f ⊗ sn)|Xi .

Hence (f ⊗ sn)|Xi
= 0 for every i. Consequently, f ⊗ sn = 0.

(b) There exists an m ≥ 1 such that for every i ≤ r, there exists an fi ∈ F(Xi)
with

g|Xs∩Xi
hm

i |Xs∩Xi
= fi|Xs∩Xi

.

Let us set ti = ϕi,m(fi) ∈ (F ⊗L⊗m)(Xi). Then ti|Xs∩Xi = g|Xs∩Xi ⊗sm|Xs∩Xi .
For any pair i, j, we then have

ti|Xs∩(Xi∩Xj) = tj |Xs∩(Xi∩Xj).

As Xi∩Xj is Noetherian or separated and quasi-compact, by (a) there exists an
integer q ≥ 1 such that

(ti|Xi∩Xj − tj |Xi∩Xj
)⊗ sq|Xi∩Xj

= 0 ∈ ((F ⊗ Lm)⊗ Lq)(Xi ∩Xj).

Let n0 = m+q. Then for all n ≥ n0, the sections ti⊗sq+n−n0 |Xi ∈ (F⊗Ln)(Xi)
coincide on the intersections Xi ∩ Xj , and therefore glue to a section t ∈ (F ⊗
Ln)(X) whose restriction to Xs is equal to g ⊗ (sn|Xs

).

Definition 1.26. Let f : X → SpecA be a scheme over a ring A. Let i : X → Pd
A

be an immersion (Exercise 3.2.3). We let OX(n) = i∗OPd
A
(n). This is an invertible

sheaf on X which depends on i. The sheaf OX(1) is called a very ample sheaf
(relative to f). Let F be a quasi-coherent OX -module. We denote the tensor
product F ⊗OX

OX(n) by F(n).

Theorem 1.27. Let X be a projective scheme over a ring A. Then for any
finitely generated quasi-coherent sheaf F on X, there exists an n0 ≥ 0 such that
F(n) is generated by its global sections for every n ≥ n0.

Proof Let f : X → Pd
A be a closed immersion. Then f∗F is a finitely gener-

ated quasi-coherent sheaf on Pd
A (Proposition 1.14(d)), and we have f∗(F(n)) =

f∗F(n) (Exercise 1.16(c)). As f∗F(n)(Pd
A) = F(n)(X) by definition of f∗, it

suffices to show the theorem with X = Pd
A.

Let Ui = D+(Ti), 0 ≤ i ≤ d. Then F(Ui) is generated by a finite number
of elements sij , j ≤ m. It follows from Lemma 1.25 that there exists an n0 ≥ 0
such that for every i ≤ d, j ≤ m, and n ≥ n0, Tn

i ⊗ sij is the restriction to Ui of
a global section of F(n). Since F(n)(Ui) = Tn

i ⊗F(Ui), this immediately implies
that F(n) is generated by its global sections.

Corollary 1.28. With the hypotheses of the theorem, there exist integers m ∈
Z, r ≥ 1 such that F is a quotient sheaf of OX(m)r.

Proof Let n ∈ Z be such that G := F(n) is generated by its global sections. We
cover X with a finite number of affine open subsets Ui, 1 ≤ i ≤ d. On each Ui,
G(Ui) is generated by a finite number of global sections. Therefore there exist a
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finite number of global sections s1, . . . , sr ∈ G(X) which generate G on every open
subset Ui. We immediately deduce from this a surjective homomorphismOr

X → G
(Lemma 1.3). By tensoring with OX(−n), we obtain a surjective homomorphism
OX(−n)r → F . This proves the corollary.

On an affine scheme, a quasi-coherent sheaf F is determined by its global
sections F(X). The following lemma is an analogue of this result for projective
schemes, but by taking the global sections of all twists of F .

Lemma 1.29. Let A be a ring, B = A[T0, . . . , Td], and X = ProjB. Then for
any quasi-coherent sheaf F on X, the direct sum ⊕n≥0F(n)(X) is naturally a
graded B-module, and we have

(⊕n≥0F(n)(X))∼ � F .

Proof Let M = ⊕n≥0F(n)(X). For any b ∈ Bm = OX(m)(X) and for any
t ∈ F(n)(X), the tensor product b⊗ t ∈ OX(m)(X)⊗F(n)(X) is naturally sent
to an element of (OX(m)⊗F(n))(X) = F(n+m)(X). This defines the structure
of a graded B-module on M .

Let f ∈ B be one of the elements Ti. Let U = D+(f). Let us show that
we have a canonical isomorphism ϕ : M(f) � F(U). Let f−nt ∈ M(f) with
t ∈ F(n)(X). Then t|U ∈ F(n)(U) = fn⊗F(U). There exists a unique s ∈ F(U)
such that t|U = fn ⊗ s, because fn is a basis of OX(n)(U) over OX(U). Let us
set ϕ(f−nt) = s. It follows from Lemma 1.25(b) that ϕ is surjective. If s = 0,
then t|U = 0. Hence there exists an m ≥ 1 such that fm ⊗ t = 0 ∈ OX(m)(X)⊗
F(n)(X) (Lemma 1.25(a)). It follows that fmt = 0 in M . Hence f−nt = 0 and
ϕ is bijective. When we let f vary, this defines an isomorphism M∼ � F .

Proposition 1.30. Let A be a ring, B = A[T0, . . . , Td], and X = ProjB. Then
any closed subscheme Z of X is of the form ProjB/I for a homogeneous ideal I
of B. In particular, any projective scheme over A is isomorphic to ProjC, where
C is a homogeneous A-algebra.

Proof Let I be the sheaf of ideals of OX which defines the closed subscheme
Z. Then I is quasi-coherent by Proposition 1.15. Let us set I = ⊕n≥0I(n)(X).
The canonical homomorphism I(n) → OX(n) is injective because it is injective
at every point x ∈ X owing to the fact that OX(n)x � OX,x is flat over OX,x.
Therefore I is an ideal of ⊕n≥0Bn = B (Lemma 1.22). By the lemma above,
we have the equality of sheaves of ideals Ĩ = I. It is now easy to see that
V (Ĩ) = ProjB/I as schemes. This proves the proposition.

To conclude, we are going to consider the relation between morphisms to a
projective space and invertible sheaves. Let L be an invertible sheaf on X. Let
s ∈ L(X). Then the multiplication by s induces an isomorphism

OX |Xs

·s−−→ sOX |Xs = L|Xs

because sx is a basis of Lx over OX,x for every x ∈ Xs. In particular, for every
t ∈ L(X), we can, without ambiguity, write t/s as an element of L(Xs).



 

5.1. Coherent sheaves on a scheme 169

Proposition 1.31. Let Y = ProjA[T0, . . . , Td] be a projective space over a ring
A, and let X be a scheme over A.

(a) Let f : X → Y be a morphism of A-schemes. Then f∗OY (1) is an
invertible sheaf on X, generated by d + 1 of its global sections.

(b) Conversely, for any invertible sheaf L on X generated by d + 1 global
sections s0, . . . , sd, there exists a morphism f : X → Y such that L �
f∗OY (1) and f∗Ti = si via this isomorphism.

Proof (a) By the computations of Example 1.19, OY (1) is generated by
d + 1 global sections T0, . . . , Td. These sections canonically induce global sec-
tions s0, . . . , sd of f∗OY (1). Let x ∈ X, let y = f(x). Then we have

(f∗OY (1))x = OY (1)y ⊗OY,y
OX,x =

∑
i

(Ti)yOY,y ⊗OY,y
OX,x =

∑
i

(si)xOX,x.

Hence f∗OY (1) is generated by the global sections s0, . . . , sd.
(b) The open subsets Xsi

cover X. For every i ≤ d, let us consider the
morphism fi : Xsi → D+(Ti) corresponding to the ring homomorphism

OY (D+(Ti)) → OX(Xsi), Tj/Ti �→ sj/si ∈ OX(Xsi).

It is clear that the morphisms fi glue to a morphism f : X → Y , and that
L � f∗OY (1) by Proposition 1.14(b) and the description in Example 1.19.

Remark 1.32. Let us fix a set of sections {s0, . . . , sd} of L(X) which gener-
ates L. Then the morphism f as in (b) is unique. Moreover, let us consider an
isomorphism ϕ : L → L′ of invertible sheaves on X, and let ti be the image of
si under ϕ(X). By examining the proof above, we easily see that the morphism
X → Y associated to L′ and to the sections t0, . . . , td is identical to f .

A more flexible notion than that of a very ample sheaf is the following.

Definition 1.33. Let X be a quasi-compact scheme. Let L be an invertible
sheaf on X. We say that L is ample if for any finitely generated quasi-coherent
sheaf F on X, there exists an integer n0 ≥ 1 such that for every n ≥ n0, F⊗L⊗n

is generated by its global sections. Theorem 1.27 says that a very ample sheaf
(on a projective scheme over an affine scheme) is ample. Note that the notion of
ample sheaf is an absolute notion (independent of a base scheme).

Theorem 1.34. Let f : X → SpecA be a morphism of finite type to an affine
scheme SpecA. Let us suppose that X is Noetherian or that f is separated. Let
L be an ample sheaf on X. Then there exists an m ≥ 1 such that L⊗m is very
ample for f .

Proof Let us denote L⊗n by Ln if there is no confusion possible. Let x be a point
of X. Let us show that there exist an n = n(x) and a section s ∈ Ln(X) such that
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Xs is an affine neighborhood of x. Let U be an affine open neighborhood of x such
that L|U is free, and let J be a sheaf of ideals of OX such that V (J ) = X \ U .
For any n ≥ 1, J ⊗Ln can be identified with JLn ⊆ Ln because Ln

x is flat over
OX,x. By hypothesis, there exists an n ≥ 1 such that JLn is generated by its
global sections. There therefore exists a section s ∈ (JLn)(X) ⊆ Ln(X) such
that sx is a basis of Ln

x = JxLn
x . This means that x ∈ Xs ⊆ U . Let us write

L|U = eOU and s|U = eh with h ∈ OX(U). Then Xs = DU (h). This implies that
Xs is affine. We will note that the rest of the proof no longer uses the L ample
hypothesis.

As X is quasi-compact, we can cover X with a finite number of open sub-
sets Xsi

as above. Moreover, taking positive powers of the si if necessary, we
may assume that si ∈ Ln(X) for some n that does not depend on i. We have
OX(Xsi

) = A[fij ]j with a finite number of fij (Definition 3.2.1). By Lemma 1.25,
there exists an r ≥ 1 such that sr

i ⊗ fij is the restriction to Xsi
of a section

sij ∈ Lnr(X). We can choose the same r for all of the fij .
The sections {sr

i , sij}i,j of Lnr generate it, because the sr
i generate Lnr owing

to the fact that X = ∪iXsi
. Let π : X → ProjA[Si, Sij ]i,j be the morphism from

X to a projective space associated to the sections si, sij (Proposition 1.31). Let
Ui = D+(Si). Then Xsi

= π−1(Ui) and O(Ui) → OX(Xsi
) is surjective because

it sends Sij/Si to fij . It follows that π induces a closed immersion from X into
U := ∪iUi. Hence π is an immersion (Exercise 3.2.3). This proves that Lnr is
very ample for f .

Lemma 1.35. Let X be a Noetherian or separated and quasi-compact scheme
and L an invertible sheaf on X.

(a) We suppose that there exist s1, . . . , sr ∈ L(X) such that Xsi is affine for
every i and that X = ∪1≤j≤rXsj . Then L is ample.

(b) Let U be an open quasi-compact subscheme of X. If L is ample, then
L|U is ample.

Proof (a) Let F be a finitely generated quasi-coherent sheaf on X. Let
f1, . . . , fq be generators of F(Xs1). By Lemma 1.25, there exists an n ≥ 1 such
that fi ⊗ sn

1 |Xs1
lifts to a section in (F ⊗Ln)(X) for every i ≤ q. As sn

1 is a basis
of Ln|Xs1

, (F ⊗ Ln)(Xs1) is generated by the fi ⊗ sn
1 |Xs1

. Hence, at the points
of Xs1 , F ⊗ Ln is generated by its global sections. And this remains true when
we replace n by a larger integer. Therefore, by applying the result to the other
sj , we see that F ⊗ Ln is generated by its global sections for every sufficiently
large n. Hence L is ample.

(b) Let us suppose L is ample. It suffices to show that a positive tensor
power of L|U is ample. The beginning of the proof of Theorem 1.34 (that part
does not use the hypothesis that X is of finite type over an affine scheme) shows
that, replacing L by a positive tensor power if necessary, there exist sections
s1, . . . , sr ∈ L(X) satisfying the hypotheses of (a). Any open subset U ∩ Xsj

of Xsj
is a finite union of principal open subsets D(h1j), . . . , D(hmj), hij ∈

OX(Xsj
). By Lemma 1.25, if necessary replacing L by a positive tensor power

and the sj by the same power, the sjhij lift to sections tij ∈ L(X). Then the
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sections sij := tij |U ∈ L(U), 1 ≤ i ≤ m, 1 ≤ j ≤ r, verify the hypotheses of (a)
because Usij = D(hij). Consequently, L|U is ample.

Corollary 1.36. Let X → SpecA be a morphism as in Theorem 1.34. Then
X → SpecA is quasi-projective if and only if there exists an ample sheaf on X.

Proof Let us suppose X → SpecA is quasi-projective. Then X is an open
subscheme of a projective scheme Y over A. There exists an ample sheaf on
Y by Theorem 1.27. The restriction of this ample sheaf to X gives an ample
sheaf on X by Lemma 1.35(b). The converse is an immediate consequence of
Theorem 1.34.

Proposition 1.37. Let f : X → Y be a proper morphism of locally Noetherian
schemes. Let L be an invertible sheaf on X. Let us fix a point y ∈ Y and
let ϕ : X ×Y SpecOY,y → X be the canonical morphism. Then the following
properties are true.

(a) If ϕ∗L is generated by its global sections, then there exists an open
neighborhood V of y such that L|f−1(V ) is generated by its global sections.

(b) If ϕ∗L is ample, then there exists an open neighborhood V of y such that
L|f−1(V ) is ample.

Proof We can suppose Y = SpecA is affine.
(a) Let Z = X ×Y SpecOY,y. In a way similar to Proposition 3.1.24, we

show that ϕ∗L(Z) = L(X) ⊗A OY,y. We easily deduce from this that for any
x ∈ f−1(y), we have

L(X)⊗OX,x = (ϕ∗L)(Z)⊗OZ,x, (ϕ∗L)ϕ−1(x) = Lx.

We therefore see that L is generated by its global sections at the points x ∈
f−1(y). The set of points where L is not generated by its global sections is a
closed subset F that does not meet f−1(y). Let V = Y \ f(F ). Then L|f−1(V ) is
generated by its global sections.

(b) If necessary replacing L by a tensor power, we can suppose ϕ∗L is very
ample and generated by its global sections. By (a), we can suppose that L is
generated by its global sections. As X is quasi-compact, L is generated by a
finite number of sections s0, . . . , sn ∈ L(X). Let g : X → Pn

Y be the morphism
associated to these sections. Let Z be the scheme-theoretic closure of g(X) in
Pn

Y . Let us also denote by g the morphism X → Z induced by g. By hypothesis,
g is an isomorphism above SpecOY,y. Hence g is an isomorphism above an open
subscheme V � y (Exercise 3.2.5). This shows that L|f−1(V ) is very ample.

Exercises

1.1. Let f : X → Y be a continuous map of ringed topological spaces. Let F
be an OX -module and G an OY -module.
(a) Show that there exists a canonical homomorphism f∗f∗F → F

(resp. G → f∗f∗G) of OX -modules (resp. of OY -modules) (use



 

172 5. Coherent sheaves and Čech cohomology

Exercise 2.2.13(a)). Show that the first homomorphism is an isomor-
phism if f is an immersion.

(b) Show that there exists a canonical isomorphism

HomOX
(f∗G,F) � HomOY

(G, f∗F).

(c) Show that there exists a canonical homomorphism G ⊗OY
f∗OX →

f∗f∗G and that it is an isomorphism if f is an affine morphism of
schemes (see Exercise 2.2) and if G is quasi-coherent (note that f∗OX

is quasi-coherent).

1.2. Let A be an integral domain with field of fractions K, and let x0 ∈ X =
SpecA. We construct a sheaf F on X by setting F(U) = K if x0 ∈ U and
F(U) = 0 otherwise. The restriction maps are the obvious ones. Show
that F is an OX -module. Under what condition is F quasi-coherent?

1.3. Let X be a scheme and f ∈ OX(X). Show that the sheaf fOX

(Exercise 2.3.4) is finitely generated quasi-coherent. Show that in gen-
eral it is not an invertible sheaf.

1.4. Let X = SpecA be an affine scheme. Let F be a quasi-coherent OX -
module. Show that for any affine open subset U of X, we have a canonical
isomorphism F(X)⊗A OX(U) � F(U). Show that this is false if U is not
affine (consider Example 2.3.6 with M = Z[T ]/(T, p)).

1.5. Let X be a scheme, and let F , G be OX -modules.
(a) Show that U �→ HomOX |U (F|U ,G|U ) defines an OX -module. This

sheaf will be denoted HomOX
(F ,G).

(b) Let us suppose X = SpecA. Show that the canonical map

HomOX
(F ,G) → HomA(F(X),G(X))

is bijective if F is quasi-coherent.
1.6. Let X be a locally Noetherian scheme, and let F , G be OX -modules.

(a) Show that if F is coherent and G quasi-coherent, then HomOX
(F ,G)

is quasi-coherent (use Exercise 1.2.8).
(b) Show that if F and G are coherent, then so is HomOX

(F ,G).

1.7. Let X be a scheme. Show that any finitely generated sheaf of ideals J is
quasi-coherent. If X is locally Noetherian, show that any quasi-coherent
sheaf of ideals is coherent.

1.8. Let X be a scheme. Let F , G be two quasi-coherent subsheaves of an
OX -module H. Show that F ∩ G and F + G are quasi-coherent, where
F+G is the sheaf associated to the presheaf U �→ F(U)+G(U). Show that
these properties are true for coherent sheaves if X is locally Noetherian.

1.9. Let F be a coherent sheaf on a locally Noetherian scheme X.
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(a) Show that the support SuppF of F (Exercise 2.2.5) is closed.
(b) Show that the multiplication by scalars defines a canonical homomor-

phism of OX -modules α : OX → HomOX
(F ,F). Show that Kerα is

quasi-coherent. We denote it by AnnF . This sheaf is called the anni-
hilator of F .

(c) Show that for any affine open subset U of X, we have

(AnnF)(U) = {a ∈ OX(U) | aF(U) = 0}.

(d) Show that SuppF coincides with the closed subset V (AnnF). Show
that F is the direct image of a coherent sheaf on the closed subscheme
V (AnnF) under the closed immersion V (AnnF) → X.

1.10. Let X be a scheme.
(a) Let N be the sheaf of nilpotent elements of OX (defined in the proof

of Proposition 2.4.2). Show that it is quasi-coherent.
(b) Let us suppose X locally Noetherian. Show that the set of x ∈ X

such that OX,x is reduced is open in X.
(c) Let I be a quasi-coherent sheaf of ideals of OX . Show that U �→√

I(U), for every affine open U , defines a quasi-coherent sheaf of
ideals of OX .

1.11. Let X be a locally Noetherian scheme, φ : F → G a homomorphism of
coherent sheaves. Show that {x ∈ X | φx is an isomorphism} is an open
subset of X.

1.12. Let X be a scheme. A sheaf F on X is called free of rank n if it is
isomorphic to On

X . We say that F is locally free of rank n if there exists a
covering {Xi}i of X such that F|Xi

is free of rank n for every i. We say
that it is locally free of finite rank if there exist a covering X = {Xi}i and
integers ni such that F|Xi

is locally free of rank ni. We will suppose in
what follows that X is locally Noetherian.
(a) Let F be a coherent sheaf on X. Show that if Fx is free of rank n on

OX,x, then there exists an open neighborhood U of x such that F|U
is free of rank n. Deduce from this that F is locally free of rank n if
and only if Fx is free of rank n on OX,x for every x ∈ X. We suppose
in the remainder of the exercise that F satisfies this condition.

(b) Show that F∨ := HomOX
(F ,OX) is locally free of rank n.

(c) Show that the canonical homomorphism F ⊗OX
F∨ → OX is an

isomorphism if n = 1.
(d) Let Pic(X) denote the set of isomorphism classes of invertible sheaves

on X. Show that the tensor product makes Pic(X) into a commuta-
tive group, whose unit element is the class of OX . Show that the
inverse of the class of L is the class of L∨. We will return to the
group Pic(X) (called the Picard group of X) in Chapter 7.
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1.13. Let X be a locally Noetherian scheme, and let ϕ : F → G be a surjective
morphism between two locally free sheaves of equal (finite) rank. Show
that ϕ is an isomorphism (use Proposition 1.2.6).

1.14. Let X be an integral scheme, F a quasi-coherent sheaf on X.
(a) Let F(U)tors be the set of x ∈ F(U) such that there exists a non-zero

a ∈ OX(U) with ax = 0. Show that this is a submodule of F(U).
(b) Show that there exists a unique subsheaf Ftors of F such that

Ftors(U) = F(U)tors for every affine open subset U of X. Show that
Ftors is quasi-coherent.

(c) We say that F is torsion-free if Ftors = 0. Show that F/Ftors is always
torsion-free.

(d) Let us suppose, moreover, that X is locally Noetherian and that
F is coherent and non-zero. Show that SuppF = X if and only if
F 
= Ftors. Show that there exist an n ≥ 0 and a non-empty open
subset U of X such that On

X |U � F|U (by convention, On
X = OX if

n = 0).

1.15. Let F be a coherent sheaf on a locally Noetherian scheme X. For any
x ∈ X, we set

φ(x) = dimk(x)(Fx ⊗OX,x
k(x)).

(a) Let n ∈ N. Using Nakayama‘s lemma, show that the set {x ∈
X | φ(x) ≤ n} is open in X. In particular, if X is irreducible with
generic point ξ, then φ(x) ≥ φ(ξ) for all x ∈ X.

(b) Let A be a ring, and let α : An → M be a homomorphism of
A-modules. We suppose that for every p ∈ SpecA, the homomor-
phism

α ⊗ Idk(p) : k(p)n → Mp ⊗Ap k(p)

is injective. Show that Kerα ⊆ Nn, where N is the nilradical of A.
(c) Let us suppose that φ is constant of value n on X, and that X is

reduced. Show that F is locally free of rank n.
(d) Show through an example that (c) is false if X is not reduced.

1.16. Let f : X → S be a morphism of schemes. Let us do a base change

XT �fT

�
p

T

�
π

X �f
S

(a) Let F be an arbitrary OX -module. Show that we have a canonical
homomorphism π∗f∗F → (fT )∗p∗F (use Exercise 1.1).

(b) Let us suppose that T → S is flat and that F is quasi-coherent. Show
that π∗f∗F → (fT )∗p∗F is an isomorphism if X is Noetherian or if
f is separated and quasi-compact (see also Proposition 3.1.24).
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(c) Let X and f be as in (b). Let G be a locally free sheaf on S. Show
that we have a canonical isomorphism

f∗F ⊗OS
G � f∗(F ⊗OX

f∗G)

(see also Proposition 2.32).

1.17. Let X be a scheme. Let A be a sheaf of (commutative) OX -algebras. We
say that A is quasi-coherent if it is quasi-coherent as an OX -module.
(a) Let us suppose A is quasi-coherent. Show that there exists a unique

X-scheme π : Z → X with π affine and π∗OZ = A. We denote Z by
SpecA.

(b) Show that SpecA → X is finite if and only if A is quasi-coherent and
finitely generated as an OX -module.

(c) Let f : W → X be an affine morphism. Show that f∗OW is a quasi-
coherent OX -algebra and that W � Spec f∗OW as X-schemes.

1.18. Let X be a Noetherian or separated and quasi-compact scheme. Let L be
an invertible sheaf on X. Let us fix a section s ∈ L(X).
(a) For any n ≥ 1, we denote the tensor power L⊗n by Ln, and let

L⊗0 = OX , by convention. Let us setA = ⊕n≥0L⊗n. Show thatA has
a natural structure of an OX -algebra. Let Z = SpecA. Let π : Z → X
denote the canonical morphism. Show that for any x ∈ X, there exists
an open neighborhood U � x such that π−1(U) � A1

U . Deduce from
this that Z is Noetherian or separated and quasi-compact.

(b) Let F be a quasi-coherent OX -module. Let G = π∗F . Show that

G(π−1(Xs)) = ⊕n≥0(Ln ⊗OX
F)(Xs)

(use Exercise 1.1(c)).
(c) Let us consider s as an element of OZ(Z). Show that G(Zs) = G(Z)s

and that Zs ⊂ π−1(Xs).
(d) Give a new proof of Lemma 1.25.

1.19. By considering (if necessary infinite) direct sums of sheaves of the form
OX(−m), show that there does not exist an integer n0 as in Theorem 1.27
which suits all coherent sheaves on X, and that this theorem is false for
quasi-coherent sheaves on X.

1.20. Let B be a graded algebra over a ring A, C an A-algebra. Let f :
Proj(B ⊗A C) → ProjB be the projection morphism (Proposition 3.1.9).
For any graded B-module M , we endow M ⊗A C with the grading
(M ⊗A C)n = Mn ⊗ C. Show that it is a graded B ⊗A C-module and
that we have f∗(M̃) = (M ⊗A C)∼.

1.21. Let B be a graded Noetherian ring, and let M be a finitely generated
graded B-module. Show that M̃ is coherent on ProjB.
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1.22. Let B be a homogeneous algebra over a ring A, quotient of some
A[T0, T1, . . . , Tm]. Let M be a graded B-module and let us fix n ∈ Z.
Let OX(1) denote the sheaf on X = ProjB given by the closed immer-
sion X → Pm

A . Let us consider the graded B-module M(n) given by
M(n)d = Md+n for every d ∈ Z. Show that

M(n)∼ = M̃(n) := M∼ ⊗OX(n).

1.23. (Automorphisms of Pn
k ) Let k be a field, B = k[T0, . . . , Tn] with n ≥ 1

and X = ProjB. We are going to show that the automorphisms of X
are linear; that is, that they come from k-linear transformations of B. We
admit that the group Pic(X) (see Exercise 1.12) is generated by the class
of OX(1) (Proposition 7.2.9). Let σ be an automorphism of X.
(a) Show that we have an isomorphism λ : σ∗OX(1) � OX(1).
(b) Let τ : OX(1)(X) → σ∗OX(1)(X) → OX(1)(X) be the composition

of the canonical homomorphism followed by λ(X). Show that τ is an
automorphism of the k-vector space B1 = OX(1)(X).

(c) Show that τ canonically induces an automorphism τ̃ of the graded
k-algebra B and that σ is the automorphism of X induced by τ̃ .

1.24. Let X be an algebraic variety over a field k. Let f : X → Y := Pn
k be a

morphism of algebraic k-varieties. Let L = f∗OY (1). Let σ be an automor-
phism of X such that σ∗L � L. Show that there exists an automorphism
σ′ of Y such that σ′ ◦ f = f ◦ σ.

1.25. Let f : X → Y be a finite dominant morphism of integral locally
Noetherian schemes. The integer n = [K(X) : K(Y )] is called the degree
of f .
(a) Show that for any y ∈ Y , O(Xy) is a k(y)-vector space of finite

dimension and that dimk(y) O(Xy) ≥ n. Show that f is flat if and
only if there is equality for every y ∈ f(X) (use Exercise 1.15).

(b) Let us suppose f is flat above y and that Xy is made up of exactly n
points. Show that f is étale at every point of f−1(y).

1.26. Let L be an invertible sheaf on a scheme X. We call a point x ∈ X such
that H0(X,L) ⊗ OX,x ⊆ mxLx a base point of L. Let x1, . . . , xn ∈ X be
points that are not base points. Let us suppose that X is an algebraic
variety over a field k with k infinite or Card k ≥ n. Show that there exists
a section s ∈ H0(X,L) such that Lxi

= sxi
OX,xi

for every i ≤ n.

1.27. (d-uple embedding) Let A be a ring, and X = ProjA[T0, . . . , Tn] with
n ≥ 1. Let us fix an integer d ≥ 1.
(a) Let {Mα}α denote the set of monomials of degree d in A[T0, . . . , Tn].

This set is of cardinal N :=
(
n+d

n

)
. Let us consider the homomorphism

ϕ : A[Sα]α → A[T0, . . . , Tn] which sends Sα to Mα(T0, . . . , Tn). Show
that ϕ induces a closed immersion f : X → PN−1

A = ProjA[Sα]α
(Lemma 2.3.40).
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(b) Show that {Mα}α generates H0(X,OX(d)), that OX(d) �
f∗O

P
N−1
A

(1), and that f is the morphism associated to OX(d) and
the global sections {Mα}α as in Proposition 1.31(b).

(c) Show that OX(d) is very ample if and only if d ≥ 1.

1.28. Let X ′ be a projective scheme over a ring A, and let L,M be two invertible
sheaves generated by their global sections. Let f : X → Pn

A, g : X → Pm
A

be morphisms such that L � f∗OPn
A
(1) and M � g∗OPm

A
(1). Let Y =

Pn
A ×A Pm

A , and let p, q denote the respective projections of Y onto Pn
A

and Pm
A .

(a) Show that L ⊗M � h∗N , where h = (f, g) and N := p∗OPn
A
(1) ⊗

q∗OPm
A
(1).

(b) Let i : Y → Pnm+n+m
A be the Segre embedding (Lemma 3.3.31). Show

that N � i∗O
P

nm+n+m
A

(1).

(c) Show that if f is a closed immersion then so is h (use
Lemma 3.3.15(b)). Deduce from this that L ⊗ M is very ample if
L is very ample.

1.29. Let π : X ′ → X be a faithfully flat morphism of schemes.
(a) Let F be a quasi-coherent sheaf on X. Show that there exists a homo-

morphism φ : O(I)
X → F such that φ(X) is surjective. Show that F is

generated by its global sections if and only if φ is surjective.
(b) Show that F is generated by its global sections if and only if π∗F is

generated by its global sections.
(c) Let us suppose X, X ′ are quasi-compact. Let L be an invertible sheaf

on X. Show that if π∗L is ample, then L is ample.

1.30. Let X be a proper scheme over a Noetherian ring A, and let L be an
invertible sheaf on X. Let us suppose that there exists a faithfully flat
base change SpecB → SpecA such that B is Noetherian and that π∗L is
very ample relative to B, where π : XB → X is the canonical projection.
We are going to show that L is very ample relative to A.
(a) Show that L is ample and generated by some global sections

s0, . . . , sn. Let f : X → Y := Pn
A be the morphism associated to

L and to the si. Show that fB : XB → YB is a closed immersion.
(b) Let y ∈ Y and let y′ ∈ YB be a point lying above y. Show that the

fiber of XB over y′ is isomorphic to Xy ×Spec k(y) Spec k(y′). Deduce
from this that f−1(y) consists of at most one point, and that f is a
topological closed immersion.

(c) Show that OY → f∗OX is surjective and that f is a closed immersion.

1.31. Let L be an ample sheaf and M an invertible sheaf on a Noetherian
scheme. Show that L ⊗M is ample if M is ample or if M is generated
by its global sections.
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1.32. Let L be an invertible sheaf on a quasi-compact scheme. Show that the
following properties are equivalent:
(i) L is ample;
(ii) Ln is ample for every n ≥ 1;
(iii) there exists an n ≥ 1 such that Ln is ample.

1.33. Let X be a Noetherian or separated and quasi-compact scheme, and let
f : X → Y = SpecA be a morphism.
(a) Let F be a finitely generated quasi-coherent sheaf on X. Let M be a

sub-A-module of F(X), and let x ∈ X be such that M ⊗OX,x → Fx

is surjective. Show that this is then true in an open neighborhood
of x.

(b) Let F be as in (a). Show that F is generated by its global sections if
and only if for every y ∈ Y , the sheaf ρ∗F , where ρ is the projection
X ×Y SpecOY,y → SpecOY,y, is generated by its global sections.

(c) Let L be an invertible sheaf on X. Let us suppose that ρ∗L is ample
for every y ∈ Y . Show that L is ample.

5.2 Čech cohomology

In this section we consider the theory of cohomology in algebraic geometry. It
is an extremely rich and varied theory. In this book we are interested in one
of the most elementary cohomology theories, the Čech cohomology of quasi-
coherent sheaves. We will show Serre’s criterion for affine schemes (Theorem 2.23)
and we will conclude with properties of flat base change (Corollary 2.27 and
Proposition 2.32). In passing, we present several results on the vanishing of coho-
mology (Theorem 2.18, Propositions 2.24 and 2.34).

5.2.1 Differential modules and cohomology with values
in a sheaf

Let us begin with some general formalism. Let A be a ring. We define a differential
A-module to be an A-module M endowed with a homomorphism d : M → M
such that d2 = 0. We call d the differential of M . If there is no ambiguity possible,
we omit d in the notation of a differential module. We let

H(M) = Ker d/ Im d.

If M = ⊕n∈ZMn is a graded A-module, then we will say that d is of degree r ∈ Z

if dMn ⊆ Mn+r for all n ≥ 0. For example, let

· · · → M−1
d−1−−→ M0

d0−→ M1
d1−→ · · · → Mn

dn−−→ · · · (2.2)

be a complex of A-modules. Then M := ⊕n∈ZMn endowed with d := ⊕ndn is a
graded differential A-module, with d of degree 1.
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A homomorphism of differential A-modules (M,d) → (M ′, d′) is the data
of a homomorphism of A-modules ϕ : M → M ′ such that d′ ◦ ϕ = ϕ ◦ d.
The kernel Kerϕ, as well as Imϕ, are clearly endowed with the structure of a
differential module. To a homomorphism of differential A-modules ϕ : M → M ′,
we associate, in a natural way, a homomorphism of A-modules H(ϕ) : H(M) →
H(M ′). If M is graded and d is of degree 1, then H(M) is endowed with a
grading ⊕n∈ZHn(M) with

Hn(M) := Ker(d : Mn → Mn+1)/ Im(d : Mn−1 → Mn).

In the case of the differential module coming from the complex (2.2), we have

Hn(M) = Ker dn/ Im dn−1.

Lemma 2.1. Let A be a ring, and let

0 → M ′′ ψ−→ M
ϕ−→ M ′ → 0

be an exact sequence of differential A-modules. Then there exists a homomor-
phism ∂ : H(M ′) → H(M ′′) such that

H(M)
H(ϕ)−−−→ H(M ′) ∂−→ H(M ′′)

H(ψ)−−−→ H(M)
H(ϕ)−−−→ H(M ′)

is exact. Moreover, if these modules are graded with differentials of degree 1,
then H(ϕ), H(ψ) are of degree 0 and ∂ is of degree 1.

Proof For any differential module (M,d), we let Z(M) = Ker d. We define ∂
in the following way: let x′ ∈ H(M ′) be the image of an element y′ ∈ Z(M ′).
There exists a y ∈ M such that ϕ(y) = y′. As ϕ(dy) = d′y′ = 0, there exists a
y′′ ∈ M ′′ such that ψ(y′′) = dy. We have ψ(d′′y′′) = d2y = 0. Hence y′′ ∈ Z(M ′′).
We let ∂(x′) be the image of y′′ in H(M ′′). It is now easy to verify the stated
properties.

Remark 2.2. In the case of graded differential modules, we then obtain an
exact sequence

· · · → Hp−1(M ′) ∂−→ Hp(M ′′) → Hp(M) → Hp(M ′) ∂−→ Hp+1(M ′′) → · · · .

From here to the end of the subsection, we fix a topological space X, a
commutative ring A, and a sheaf of A-modules F on X. Let us note that a
sheaf of Abelian groups is a sheaf of Z-modules. We are going to define the
cohomology groups of X with values in F . We essentially follow the article of
Serre [85]. Moreover, we refer to this article for certain proofs. Let U = {Ui}i∈I
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be an (open) covering of X. For any integer p ≥ 0 and for any sequence of indices
i0, . . . , ip ∈ I, we let

Ui0...ip
= Ui0 ∩ · · · ∩ Uip

.

We set
Cp(U ,F) =

∏
(i0,...,ip)∈Ip+1

F(Ui0...ip
).

An element of Cp(U ,F) is called a p-cochain (of U in F). We say that a p-cochain
f ∈ Cp(U ,F) is alternating if fi0...ip = 0 as soon as two indices are equal and
if for every permutation σ of the indices, we have fσ(i0)...σ(ip) = ε(σ)fi0...ip

,
where ε(σ) is the signature of σ. The set of alternating elements clearly forms a
sub-A-module of Cp(U ,F). We denote this submodule by C ′p(U ,F). Let us set

C (U ,F) = ⊕p≥0C
p(U ,F), C ′(U ,F) = ⊕p≥0C

′p(U ,F).

These are graded A-modules. Let us define a differential d on C (U ,F). Let
f ∈ Cp(U ,F). Then df ∈ Cp+1(U ,F) will be the element given by

(df)i0...ip+1 =
p+1∑
k=0

(−1)kfi0...̂ik...ip+1
|Ui0...ip+1

where ‘̂ik’ means that we remove the index ik. For example, if p = 1, then

(df)i0i1i2 = fi1i2 |Ui0i1i2
− fi0i2 |Ui0i1i2

+ fi0i1 |Ui0i1i2
.

A direct computation shows that d2 = 0. If f is alternating, we verify that df
is equally alternating. Hence C(U ,F) and C ′(U ,F) are differential A-modules
with a differential d of degree 1. The following proposition says that H(C (U ,F))
can be computed with alternating cochains.

Proposition 2.3. The canonical injection i : C ′(U ,F) → C (U ,F) induces an
isomorphism H(i) : H(C ′(U ,F)) � H(C (U ,F)) of graded A-modules.

Proof See [85], n◦ 20, Proposition 2.

Let us endow the set of indices I with a total ordering. Then we have a direct
summand

C ′′p(U ,F) :=
∏

i0<···<ip

F(Ui0...ip
)

of Cp(U ,F). It can immediately be verified that the differential d of C (U ,F)
induces a differential on C ′′(U ,F), by restriction.

Corollary 2.4. Given a total ordering on I, there exists a canonical isomor-
phism H(C ′′(U ,F)) � H(C (U ,F)).
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Proof Let C ′p(U ,F) → C ′′p(U ,F) be the projection onto the coordinates
(i0, . . . , ip) such that i0 < i1 < · · · < ip. This homomorphism is compat-
ible with the differentials d and is an isomorphism, as we can easily verify
with the definition of alternating cochains. It therefore induces an isomorphism
of A-modules H(C ′(U ,F)) � H(C ′′(U ,F)). The corollary then follows from
Proposition 2.3.

By construction, C (U ,F) is graded and the differential d is of degree 1. For
any p ≥ 0, we set

Hp(U ,F) := Hp(C (U ,F))
= Ker(Cp(U ,F) → Cp+1(U ,F))/ Im(Cp−1(U ,F) → Cp(U ,F)).

By convention, C−1(U ,F) = 0, and hence H−1(U ,F) = 0.

Corollary 2.5. If U is made up of n open subsets, then Hp(U ,F) = 0 for every
p ≥ n.

Proof Indeed, if p ≥ n, there does not exist any strictly increasing (p+1)-uple
of indices i0, . . . , ip. Hence C ′′p(U ,F) = 0, whence Hp(U ,F) = 0.

Proposition 2.6. We have H0(U ,F) = F(X).

Proof By definition, H0(U ,F) is the kernel of d : C0(U ,F) → C1(U ,F). This
homomorphism is

∏
i∈I

F(Ui) →
∏

i,j∈I

F(Ui ∩ Uj)

(fi)i∈I �→ (fi|Ui∩Uj − fj |Uj∩Ui)i,j .

The proposition then follows from the definition of sheaves (see Lemma 2.2.7).

Example 2.7. Let A be a ring. Let X = ProjA[T0, T1]. Let us consider the
covering U = {U0, U1} of X with Ui = D+(Ti). Then Hp(U ,OX) = 0 for every
p ≥ 1. Indeed, by Corollary 2.5, it suffices to verify this for p = 1. We have to
show that the complex

OX(U0)⊕OX(U1)
d−→ OX(U01) → 0

corresponding to C ′′(U ,OX) is exact. Let us set t = T1/T0. Then this complex is

A[t]⊕A[1/t] d−→ A[t, 1/t] → 0

with d(f, g) = f − g. It is clear that d is surjective. This shows that
H1(U ,OX) = 0.
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Passage to a refinement

We say that a covering V = {Vj}j∈J of X is a refinement of another covering
U = {Ui}i∈I if there exists a map σ : J → I such that Vj ⊆ Uσ(j) for every
j ∈ J . We then have a homomorphism, which we also denote by σ:

σ : Cp(U ,F) → Cp(V,F)

defined by
σ(f)j0...jp = fσ(j0)...σ(jp)|Vj0...jp

.

This homomorphism commutes with the differentials and therefore induces a
homomorphism

σ∗ : Hp(U ,F) → Hp(V,F).

Lemma 2.8. The homomorphism σ∗ does not depend on the choice of σ.

Proof See [85], n◦ 21, Proposition 3.

Corollary 2.9. If V is a refinement of U and if U is a refinement of V, then
Hp(U ,F) → Hp(V,F) is an isomorphism.

Proof Let us keep the notation above. If U is a refinement of a covering W with
a map τ such that Ui ⊆ Wτ(i), then V is a refinement of W because Vj ⊆ Wτ◦σ(j).
Moreover, (τ ◦ σ)∗ = τ∗ ◦ σ∗ in an obvious way. Let us now take W = V. Then
τ∗ ◦ σ∗ coincides with Id∗ by the lemma above. Hence τ∗ is injective and σ∗ is
surjective. By symmetry, τ∗ is also surjective, and hence bijective.

The ‘fineness’ property defines a partial ordering on the family of coverings
of X. This family is filtering: two coverings {Ui}i, {Vj}j always admit a common
refinement; it suffices to take their intersection {Ui ∩ Vj}i,j . Two coverings are
called equivalent if each one is a refinement of the other one. The corollary above
says that Hp(U ,F) depends only on the equivalence class of U for this equivalence
relation.

Definition 2.10. Let X be a topological space, and let F be a sheaf on X.
We set

Hp(X,F) = lim−→
U

Hp(U ,F),

where the U run through the classes of open coverings of X. The group Hp(X,F)
is called the pth (Čech) cohomology group of F . For example, by Proposition 2.6,
we have H0(X,F) = F(X). If F is a sheaf of modules over a ring A, then
Hp(X,F) is canonically an A-module.

Remark 2.11. Even though we cannot talk about the set of open coverings of
X, the direct limit above does indeed have a meaning because we can restrict
ourselves to coverings which are subsets of the set of open subsets of X, and
these coverings do form a set. Indeed, if U = {Ui}i is an arbitrary covering of X,
let U ′ be the covering defined by taking the set of the Ui (i.e., we omit possible
repetitions in the family of the Ui). Then U and U ′ are equivalent.
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In addition to this, we can restrict ourselves in this direct limit to a cofinal
subset of coverings U . If X is quasi-compact, the finite coverings form a cofinal
system (i.e., any covering admits a finite refinement). If X is a scheme, the affine
coverings form a cofinal system.

In the following theorem, we are going to compare the cohomology of a cover-
ing U = {Ui}i∈I with that of X. Let V = {Vj}j∈J be another covering of X. For
any α = (i0, . . . , in) ∈ In+1, we let Uα := Ui0...in

and let Vα denote the covering
{Uα ∩ Vj}j∈J of Uα.

Theorem 2.12 (Leray acyclicity theorem). Let F be a sheaf on a topological
space X. Let U = {Ui}i∈I be a covering of X. Let us suppose that there exists
a family of coverings (Vλ)λ∈Λ, cofinal in the family of coverings of X, such that

Hq(Vλ
α ,F|Uα

) = 0

for every λ ∈ Λ, α ∈ In+1 (n ≥ 0), and for every q ≥ 1. Then the canonical
homomorphism

Hp(U ,F) → Hp(X,F)

is an isomorphism for every p ≥ 0.

Proof See [85], n◦ 29, Théorème 1.

Remark 2.13. The construction of Hp(X,F) is functorial in F : if F → G
is a homomorphism of sheaves of A-modules on X, then we have a natural
homomorphism of cohomology groups Hp(X,F) → Hp(X,G). Moreover, if

F ′′ → F → F ′

is a complex, then so is

Hp(X,F ′′) → Hp(X,F) → Hp(X,F ′).

But in general, this does not preserve the exactness, see the remark below.

Remark 2.14. Let 0 → F ′′ → F → F ′ → 0 be an exact sequence of sheaves
of A-modules on X. We would like to compare the cohomology groups of these
sheaves. Let U be a covering of X. We first canonically have a complex of graded
differential modules

0 → C(U ,F ′′) → C(U ,F) → C(U ,F ′) → 0. (2.3)

If this complex is exact, then we will have a long exact sequence (Remark 2.2)

· · · → Hp−1(U ,F ′) ∂−→ Hp(U ,F ′′) → Hp(U ,F)

→ Hp(U ,F ′) ∂−→ Hp+1(U ,F ′′) → · · · .
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Moreover, if (2.3) is exact for a cofinal system of coverings U , then the exact
sequence above transforms into an exact sequence of cohomology on X:

· · · → Hp−1(X,F ′) ∂−→ Hp(X,F ′′) → Hp(X,F)

→ Hp(X,F ′) ∂−→ Hp+1(X,F ′′) → · · · .

(2.4)

The default of Čech cohomology is that in general, the complex (2.3) may not
be exact; hence we cannot say whether the complex of cohomology groups above
is exact. However, see Corollary 2.22 for a positive result.

Proposition 2.15. Let X be a topological space. Let

0 → F ′′ α−→ F β−→ F ′ → 0

be an exact sequence of sheaves on X. Then there exists a canonical homomor-
phism ∂ : F ′(X) → H1(X,F ′′) such that the sequence

0 → F ′′(X) → F(X) → F ′(X) → H1(X,F ′′) → H1(X,F) → H1(X,F ′)

is exact.

Proof Let s ∈ F ′(X). Then there exist a covering {Ui}i of X and sections
ti ∈ F(Ui) such that s|Ui = β(Ui)(ti). Hence there exists a unique section zij ∈
F ′′(Uij) such that α(Uij)(zij) = ti|Uij − tj |Uij . Let zs = (zij)ij ∈ C1(U ,F ′′). It
is then clear that zs ∈ Ker(C1(U ,F ′′) → C2(U ,F ′′)). Let z̄s denote the image
of zs in H1(U ,F ′′) and z̃s the image of z̄s in H1(X,F ′′). We easily verify that
z̄s is independent of the choice of the ti. Let V = {Vj}j be a covering of X, and
finer than U . Then for any j, s|Vj lifts to a section of F(Vj). This allows us to
define, as above, an element w̄s ∈ H1(V,F ′′). It is just as easy to verify that w̄s

is equal to the image of z̄s in H1(V,F ′′). Thus we see that z̃s ∈ H1(X,F ′′) is
independent of the choice of U .

Let ∂(s) = z̃s ∈ H1(X,F ′′). We can note that z̄s = 0 if and only if there exist
zi ∈ F ′′(Ui) such that zij = zi|Uij

− zj |Uij
for every i, j. Therefore if z̄i = 0, the

sections ti−α(Ui)(zi) ∈ F(Ui) glue to a section t ∈ F(X) whose image in F ′(X)
is equal to s. Conversely, if s is the image of t ∈ F(X), we can take ti = t|Ui ,
which implies that z̄s = 0. Thus we have just shown that

0 → F ′′(X) → F(X) → F ′(X) → H1(X,F ′′)

is exact (see Exercise 2.2.4).
Let U be a covering of X, and let z = (zij)ij ∈ Ker(C1(U ,F ′′) → C2(U ,F ′′))

be such that its image in H1(U ,F) is zero. Then there exist ti ∈ F(Ui) such that
α(Uij)(zij) = ti|Uij − tj |Uij . It follows that the sections si := β(Ui)(ti) glue to a
section s ∈ F ′(X). With the notation above, we immediately have zs = z. This
implies that

F ′(X) ∂−→ H1(X,F ′′) → H1(X,F)

is exact. Finally, we leave it to the reader to show the exactness of

H1(X,F ′′) → H1(X,F) → H1(X,F ′)

using a similar method.
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Remark 2.16. The most correct way to define the cohomology group Hp(X,F)
is to use the notion of derived functors (see a summary in [43], III.1). With
this construction, sequence (2.4) is always exact, without assuming that (2.3)
also is. In the context of this book, we will usually restrict ourselves to quasi-
coherent sheaves on a separated scheme. The two notions of cohomology are
then equivalent (Theorem 2.18 and [40], Théorème II.5.9.2). With the help of
Proposition 2.15, we can show that the equivalence stays valid in all of its gen-
erality if we restrict ourselves to the first groups Hp(X,F), p = 0, 1. One of the
advantages of Čech cohomology is that it is convenient for direct computations
(see Lemma 3.1).

5.2.2 Čech cohomology on a separated scheme

Lemma 2.17. Let X = SpecA be an affine scheme, F a quasi-coherent OX -
module. Then for any finite covering U = {Ui}i∈I of X by principal open subsets
Ui = D(gi), we have Hp(U ,F) = 0 for every p ≥ 1.

Proof We have F = F(X)∼ by Theorem 1.7. Let f ∈ Cp(U ,F) ∩ Ker d. We
must construct an f ′ ∈ Cp−1(U ,F) such that df ′ = f . The construction will be
similar to the proof of Proposition 2.3.1. As I is finite, there exists an integer
r ≥ 1 such that

fi0...ip =
xi0...ip

(gi0 · · · gip)r
, xi0...ip ∈ F(X). (2.5)

Let i ∈ I; then (df)ii0...ip
= 0 by hypothesis. We can write this relation as(

xi0...ip

(gi0 · · · gip)r
+

p∑
k=0

(−1)k+1
gr

ik
xii0...̂ik...ip

gr
i (gi0 · · · gip)r

)∣∣∣
Uii0...ip

= 0.

There therefore exists an l ≥ 1 such that for every i ∈ I and every (i0, . . . , ip) ∈
Ip+1, we have the following identity in F(Ui0...ip

):

gr+l
i xi0...ip

(gi0 · · · gip
)r

=
p∑

k=0

(−1)k
gl

ig
r
ik

xii0...̂ik...ip

(gi0 · · · gip
)r

. (2.6)

As the open subsets D(gr+l
i ) cover X, we have an identity 1 =

∑
i∈I hig

r+l
i with

hi ∈ A. Let

f ′
i0...ip−1

=
∑
i∈I

hig
l
i

xii0...ip−1

(gi0 · · · gip−1)r
∈ F(Ui0...ip−1).

This defines an element f ′ ∈ Cp−1(U ,F). For any 0 ≤ k ≤ p, we have

f ′
i0...̂ik...ip

|Ui0...ip
=
∑
i∈I

hi

gl
ig

r
ik

xii0...̂ik...ip

(gi0 · · · gip
)r

.

Keeping relations (2.5)–(2.6) in mind, we obtain

(df ′)i0...ip =
p∑

k=0

(−1)kf ′
i0...̂ik...ip

|Ui0...ip
=
∑
i∈I

hig
r+l
i fi0...ip = fi0...ip .

Therefore df ′ = f .
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Theorem 2.18. Let X be an affine scheme. Then for any quasi-coherent sheaf
F on X and for any integer p ≥ 1, we have Hp(X,F) = 0.

Proof Indeed, the family of coverings by principal open subsets is cofinal in
the family of open coverings of X. The theorem then results from Lemma 2.17
and Remark 2.11.

Theorem 2.19. Let X be a separated scheme (Definition 3.3.2), let F be a
quasi-coherent sheaf on X, and U an affine covering of X. Then the canonical
homomorphism

Hp(U ,F) → Hp(X,F)

is an isomorphism for every p ≥ 0.

Proof We are going to show that this is a consequence of Theorem 2.12, whose
notation we also use here. Let us first suppose X is affine. Then the theorem
results from Lemma 2.17 and Theorem 2.12 by taking for (Vλ)λ∈Λ the family
of coverings by principal open subsets of X. In the general case, we take for
(Vλ)λ∈Λ the family of coverings of X by affine open subsets. As Vλ

α is an affine
covering of Uα (Proposition 3.3.6), we have Hq(Vλ

α ,F|Uα
) = Hq(Uα,F|Uα

) = 0
by the affine case that we have just shown and Theorem 2.18. We therefore have
the desired result, by once more applying Theorem 2.12.

Example 2.20. Let A be a ring. Let X = P1
A. Then Hp(X,OX) = 0 for every

p ≥ 1 (Example 2.7). See also Lemma 3.1.

Remark 2.21. Let X be a separated scheme which has a covering by m affine
open subsets. Then for any quasi-coherent sheaf F on X, we have Hp(X,F) = 0
for every p ≥ m. This results from the theorem above and Corollary 2.5.

Corollary 2.22. Let X be a separated scheme, and let

0 → F ′′ → F → F ′ → 0

be an exact sequence of sheaves on X with F ′′ quasi-coherent. Then we have a
long exact sequence

0 → H0(X,F ′′) → H0(X,F) → H0(X,F ′)

∂−→ H1(X,F ′′) → H1(X,F) → H1(X,F ′) ∂−→ H2(X,F ′′) → · · · .

Proof Let U be an affine covering of X. Then the complex

0 → C(U ,F ′′) → C(U ,F) → C(U ,F ′′) → 0

is exact by Proposition 1.8. The proposition then results from Remark 2.14 and
Theorem 2.19.
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Theorem 2.23 (Serre’s criterion). Let X be a scheme that is either Noetherian
or separated and quasi-compact. Then the following conditions are equivalent:

(i) X is affine.
(ii) For every quasi-coherent sheaf F on X, we have Hp(X,F) = 0 for every

p ≥ 1.
(iii) For every quasi-coherent (resp. coherent if X is Noetherian) sheaf F on

X, we have H1(X,F) = 0.

Proof (i) implies (ii): this is Theorem 2.18. (ii) trivially implies (iii). It remains
to show that (iii) implies (i).

Let A = OX(X). We must show that the canonical morphism ϕ : X → SpecA
is an isomorphism. Let f ∈ A. Then ϕ−1(D(f)) = Xf (see Subsection 2.3.1 for
the definition of Xf ). Under the hypotheses of the theorem, condition (3.2) of
Subsection 2.3.1, is satisfied. Consequently, OX(Xf ) = Af (Proposition 2.3.12).
In particular, the restriction of ϕ to Xf is an isomorphism if Xf is affine. It
therefore suffices to show that we can cover X with affine open subsets of the
form Xf1 , . . . , Xfn with SpecA = ∪iD(fi). The proof will be similar to that of
Theorem 1.34.

Let x be a point of X. We want to show that it is contained in an affine open
subset of the form Xf . The closure {x} of x in X is a closed subset of X, and
hence quasi-compact. Hence {x} contains a closed point of X (Exercise 2.4.8).
It therefore suffices to consider the case when x itself is closed. Let M be the
sheaf of ideals of OX which defines the reduced closed subscheme of X whose
underlying space is {x}. Let us consider an affine open neighborhood U � x and
a sheaf of ideals J such that V (J ) = X \ U . We have an exact sequence of
quasi-coherent sheaves

0 →MJ → J → J /MJ → 0.

We have (J /MJ )y = 0 if y 
= x; hence J /MJ is a skyscraper sheaf, whose
fiber at x is OX,x/mx = k(x). By hypothesis, H1(X,MJ ) = 0. It follows from
Proposition 2.15 that J (X) → (J /MJ )(X) = k(x) is surjective. There there-
fore exists an f ∈ J (X) such that fx /∈ mxOX,x. Consequently x ∈ Xf ⊆ U . As
Xf = D(f |U ), it is therefore affine.

As X is quasi-compact, we can cover it with a finite number of affine open
subsets of the form Xf1 , . . . , Xfn . It remains to show that SpecA = ∪iD(fi), in
other words, that

∑
i fiA = A. Let us consider the homomorphism ψ : On

X → OX

defined by (a1, . . . , an) �→
∑

i fiai. It is surjective because it is surjective in all
of the fibers. Applying Proposition 2.15 to the exact sequence

0 → Kerψ → On
X → OX → 0

(the kernel Kerψ is quasi-coherent by Proposition 1.12(c)), we obtain the sur-
jectivity of ψ(X) : An → A owing to the H1(X,Kerψ) = 0 hypothesis, and
therefore A =

∑
i fiA.
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Proposition 2.24. Let X be a quasi-projective scheme of dimension d over a
Noetherian ring A. Then X admits a covering by d + 1 affine open subsets. In
particular, Hp(X,F) = 0 for every p > d.

Proof By definition, X is an open subscheme of a closed subscheme of Pn
A.

Let X be the closure of X in Pn
A, and Z = X \ X. By Proposition 3.3.36(a),

there exists a principal closed subset V+(P1) of Pn
A such that V+(P1) ⊇ Z and

that V+(P1) does not contain any generic point of X (as X is Noetherian, it
only has a finite number of generic points). Thus we construct, by induction, a
sequence of principal closed subsets V+(Pi) containing Z and such that V+(Pi+1)
does not contain any generic point of X ∩ (∩j≤iV+(Pj)). As the dimension of
this intersection decreases strictly every time, we have X ∩ (∩j≤d+1V+(Pj)) = ∅.
This is equivalent to

X = ∪i≤d+1(D+(Pi) ∩X).

As D+(Pi) ∩X is an affine open subset of X, and hence of X, we see that X is
covered by d+1 affine open subsets. This proves the proposition (Remark 2.21).

Remark 2.25. For any Noetherian separated scheme X of dimension d, we have
Hp(X,F) = 0 for any quasi-coherent sheaf F and any p > d. This is a particular
case of a vanishing theorem of Grothendieck. See [43], Theorem III.2.7, or [40],
Théorème II.4.15.2.

5.2.3 Higher direct image and flat base change

Let f : X → Y be a separated morphism of schemes. Let F be a quasi-coherent
sheaf on X. We want to have a notion of ‘relative cohomology’ of F . Let us recall
that a morphism f is called quasi-compact if the inverse image of any affine open
subset is quasi-compact. For example, if X is Noetherian or if f is of finite type,
then f is quasi-compact.

Lemma 2.26. Let f : X → SpecA be a separated quasi-compact morphism.
Let F be a quasi-coherent sheaf on X and M an A-module. Let F ⊗A M denote
the quasi-coherent sheaf U �→ F(U)⊗A M for every affine open set U . Then for
any p ≥ 0, we have a canonical homomorphism

Hp(X,F)⊗A M → Hp(X,F ⊗A M).

Moreover, this homomorphism is an isomorphism if M is flat over A.

Proof Let us first note that F ⊗A M is indeed a quasi-coherent sheaf
because (F ⊗A M)|U = (F(U) ⊗A M)∼ for every affine open subset U of X

(Exercise 1.4(a)). For any complex of A-modules N ′′ α−→ N
β−→ N ′, we have a

canonical homomorphism

(Kerβ/ Imα)⊗A M → Ker(β ⊗ IdM )/ Im(α ⊗ IdM ) (2.7)
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which is an isomorphism if M is flat. Let us take a finite affine covering U = {Ui}i

of X. Then (F⊗A M)(Ui0...ip) = F(Ui0...ip)⊗A M because, since X is separated,
Ui0...ip is affine, whence the identity of complexes

C(U ,F)⊗A M = C(U ,F ⊗A M)

(note that the covering U is finite, and hence C(U ,F) is a direct sum). We easily
verify that the differential on C(U ,F ⊗A M) is equal to d ⊗ IdM . We therefore
obtain a canonical homomorphism

H(C(U ,F))⊗A M → H(C(U ,F ⊗A M))

in the manner of (2.7) above. Moreover, it is an isomorphism if M is flat. We
conclude by Theorem 2.19 because X is a separated scheme (Propositions 3.3.4
and 3.3.9(b)).

Corollary 2.27. Let f : X → SpecA be a separated and quasi-compact mor-
phism. Let B be a flat A-algebra. Let XB = X×Spec ASpecB and let ρ : XB → X
be the projection morphism. Then for any quasi-coherent sheaf F on X and for
any p ≥ 0, we have a canonical isomorphism

Hp(X,F)⊗A B � Hp(XB , ρ∗F).

Proof Let U = {Ui}i be a finite affine covering of X. Then UB := {(Ui)B}i is
an affine covering of XB and C(UB , ρ∗F) = C(U ,F ⊗A B), with the notation
of Lemma 2.26. The corollary then results from Lemma 2.26 and Theorem 2.19
applied to XB , which is separated (Proposition 3.3.9(d)).

Proposition 2.28. Let f : X → Y be a separated and quasi-compact morphism
of schemes. Let F be a quasi-coherent sheaf on X. Then for every p ≥ 0, there
exists a unique quasi-coherent sheaf Rpf∗F on Y such that for every affine open
subset V of Y , we have

Rpf∗F(V ) = Hp(f−1(V ),F|f−1(V )).

Proof Let W ⊆ V be two affine open subsets of Y . As the restriction homo-
morphism OY (V ) → OY (W ) is flat, it follows from Corollary 2.27 (applied to
f−1(V ) → V and SpecB = W ) that

Hp(f−1(W ),F|f−1(W )) � Hp(f−1(V ),F|f−1(V ))⊗OY (V ) OY (W ).

This immediately implies the proposition.

Remark 2.29. We have R0f∗F = f∗F . The sheaves Rpf∗F , for p ≥ 1, are
called higher direct images of F .

Definition 2.30. Let X be a scheme, and let F be an OX -module. We say that
F is flat at a point x ∈ X if Fx is a flat OX,x-module. We say that F is flat
if it is flat at every point x ∈ X. Let f : X → Y be a morphism of schemes.
Then Fx is endowed with the structure of an OY,f(x)-module via the canonical
homomorphism OY,f(x) → OX,x. We say that F is flat over Y at x if Fx is flat
over OY,f(x). We say that F is flat over Y if F is flat over Y at every point
x ∈ X.
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Lemma 2.31. Let F be a quasi-coherent sheaf on a scheme X. Then the fol-
lowing properties are true.

(a) F is flat over X if and only if for every affine open subset U of X, F(U)
is flat over OX(U).

(b) Let us suppose X is locally Noetherian and F coherent. Then F is flat
over X if and only if it is locally free of finite rank (Exercise 1.12).

Proof (a) follows from Proposition 1.2.13 and (b) is a consequence of
Theorem 1.2.16.

Proposition 2.32. Let f : X → Y be a separated and quasi-compact morphism
of schemes. Let F be a quasi-coherent sheaf on X. Let G be a quasi-coherent
sheaf on Y . Then for any p ≥ 0, we have a canonical homomorphism

(Rpf∗F)⊗OY
G → Rpf∗(F ⊗OX

f∗G) (2.8)

that is an isomorphism if G is flat over Y . In the latter case, the isomorphism is
called the projection formula.

Proof For any affine open subset V of Y , the left-hand side of (2.8) is equal to

Hp
(
f−1(V ),F|f−1(V )

)
⊗OY (V ) G(V )

while the right-hand side is

Hp
(
f−1(V ),F|f−1(V ) ⊗OY (V ) G(V )

)
.

The proposition is therefore a consequence of Lemma 2.26.

Remark 2.33. In general, the hypothesis that G is flat over Y cannot be
removed. See Example 3.23.

Proposition 2.34. Let f : X → Y be a quasi-projective morphism to a locally
Noetherian scheme. Let r be the supremum of the dimensions dimXy, y ∈ Y .
Then Rpf∗F = 0 for every p > r and for every quasi-coherent sheaf F on X.

Proof This is an immediate consequence of Proposition 2.24.

Exercises

2.1. (Cohomology of flasque sheaves) Let X be a topological space. We say
that a sheaf F on X is flasque if for every pair of open subsets V ⊆ U ,
the restriction F(U) → F(V ) is surjective. Let U = {Ui}i∈I be a covering
of X. We are going to show that Hp+1(U ,F) = 0 for every p ≥ 0. Let
us endow I with a total ordering with minimal element i0. Let us fix an
f ∈ Cp+1(U ,F) such that df = 0.
(a) For any i ∈ I, let Ui denote the covering Ui ∩ U of Ui. Note that

Cp(U ,F) = Cp−1(Ui,F) ×∏i′ �=i Cp−1(Ui′ ,F). Let J be a subset of
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I containing i0. Let us consider the following hypothesis (HJ): there
exist

gi = (giα)α∈Ip ∈ Cp−1(Ui,F|Ui
), i ∈ J

such that for every i, j ∈ J with i < j, and for every α ∈ Ip, we have

fijα = gjα|Uijα
− (dgi)jα.

Show that (HJ) is satisfied if J = {i0}.
(b) Let us suppose HJ is true. Let k ∈ I be such that k > i for every

i ∈ J . Show that for any i, j ∈ J , i 
= j, we have

fikα + (dgi)kα = fjkα + (dgj)kα

on Uijkα (develop (df)ijkα). Show that there exist hkα ∈ F(∪i∈JUikα)
such that hkα|Uikα

= fikα +(dgi)kα for every i ∈ J . Deduce from this
that (HJ∪{k}) is true (lift hkα to gkα ∈ F(Ukα)).

(c) Show that (HI) is true (consider the set of couples (J, (gi)i∈J) veri-
fying (HJ), ordered in a natural manner, and apply Zorn’s lemma).
Deduce from this that Hp+1(U ,F) = 0 (use Corollary 2.4).

2.2. Let f : X → Y be an affine morphism (i.e., for every affine open subset
V of Y , f−1(V ) is affine). Show that for any quasi-coherent sheaf F on
X, and for any p ≥ 1, we have Rpf∗F = 0.

2.3. Let f : X → Y be a morphism of schemes. Let F be a sheaf on X.
(a) Show that we have a canonical homomorphism Hp(Y, f∗F) →

Hp(X,F) for every p ≥ 0.
(b) Let us suppose F is quasi-coherent. Show that the homomorphism in

(a) is an isomorphism in each of the following cases: (1) X is separated
and f is affine (use Theorem 2.19); (2) f is a closed immersion.

2.4. Let X be an integral scheme. Let KX denote the constant sheaf K(X)
on X.
(a) Show that KX is a quasi-coherent sheaf.
(b) For any point x ∈ X, let Qx denote the skyscraper sheaf with support

{x} and fiber K(X)/OX,x over x. Let us suppose X is of dimension 1
and quasi-compact. Show that we have an exact sequence of quasi-
coherent sheaves on X:

0 → OX → KX → ⊕x∈XQx → 0

(show that every section s of KX/OX over an open subset U verifies
sx = 0 for all but finitely many points x).

(c) Let X = P1
k be the projective line over a field k. Let x1, . . . , xn be

points of X that are pairwise distinct, and let f1, . . . , fn ∈ K(X).
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Show that there exists an f ∈ K(X) such thatf − fi ∈ OX,xi
for

every i (apply Proposition 2.15 to the exact sequence in (b)).

2.5. Let X be an open subset of the affine plane A2
k over a field k.

(a) Let F be a finite set of closed points p1, . . . , pn of A2
k. Show that

pi corresponds to a maximal ideal of k[T, S] generated by two irre-
ducible polynomials fi ∈ k[T ], gi ∈ k[T, S]. Changing the numbering
if necessary, we may assume that f1, . . . , fm are pairwise prime to
each other, and that fi is equal to one of the f1, . . . , fm if i ≥ m +1.
Let us set

f =
∏

1≤i≤m

fi, g =
∑

1≤i≤m




 ∏

1≤j≤m,j �=i

fj


 ∏

fl=fi

gl


 .

Show that V (f, g) = {p1, . . . , pn}.
(b) Show that X is the union of two affine open sets (more generally,

one can show that any non-empty open subset of Ad
k is the union of

d affine open subsets. See [53], Corollary V.1.5). Deduce from this
that for any quasi-coherent sheaf F and for any p ≥ 2, we have
Hp(X,F) = 0.

2.6. Let X be a Noetherian topological space. Let (Fλ)λ∈Λ be a direct system
of sheaves on X.
(a) Show that the correspondence U �→ lim−→λ

Fλ(U), for every open set
U , defines a sheaf F on X.

(b) Let us fix p ≥ 0. Let U be an open covering of X. Show that the
cohomology groups Hp(C(U ,Fλ)), λ ∈ Λ, naturally form a direct
system and that we have a canonical isomorphism

lim−→
λ

Hp(C(U ,Fλ)) � Hp(C(U ,F)).

(c) Show property (b) when replacing Hp(C(U , ∗)) by Hp(X, ∗).
2.7. Let X be a scheme. Let O∗

X denote the sheaf of Abelian groups U �→
OX(U)∗.
(a) Let L be an invertible sheaf on X. Let U = {Ui}i∈I be a covering

of X such that for every i ∈ I, L|Ui is free, generated by a section
ei ∈ L(Ui). Show that there exist fij ∈ O∗

X(Uij) such that ei|Uij =
ej |Uij

fij for every i, j ∈ I. Let f := (fij)i,j∈I ∈ C ′1(U ,O∗
X). Show

that the image of f in H1(U ,O∗
X) is independent of the choice of the

ei. Show that the image φ(L) of f in H1(X,O∗
X) is independent of

the choice of U .
(b) Show that φ(L) = 1 if and only if L is free.
(c) Show that the correspondence L �→ φ(L) induces a canonical group

isomorphism Pic(X) � H1(X,O∗
X) (to prove the surjectivity, use
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Exercise 2.2.8 by taking Fi = OUi
, and ϕij to be the isomorphism

defined by multiplication by fij).
(d) Let f : X → Y be a morphism of schemes. Then L �→ f∗L

induces a group homomorphism Pic(Y ) → Pic(X). In addition, the
homomorphism O∗

Y → f∗O∗
X canonically induces a homomorphism

H1(Y,O∗
Y ) → H1(X,O∗

X). Show that these two homomorphisms are
identical via the isomorphisms of (c).

2.8. Let X be a quasi-compact open subscheme of an affine scheme SpecA.
We suppose that Hp(X,OX) = 0 for every p ≥ 1.
(a) Show that there exist f1, . . . , fn ∈ A such that Ui := D(fi) ⊆ X and

that X = ∪1≤i≤nUi.
(b) Let us set B = OX(X) and U = {Ui}1≤i≤n. Show that

0 → B → C0(U ,OX) → C1(U ,OX) → . . . (2.9)

is an exact sequence of flat B-modules (use Proposition 2.3.12), zero
from a finite rank on. Show that for any B-module M , (2.9) ⊗B M
stays exact (use Proposition 1.2.6).

(c) Let F be a quasi-coherent sheaf on X. Show that Hp(X,F) = 0 for
every p ≥ 1 (use Proposition 1.6 and (b)). Deduce from this that X
is affine.

2.9. Show that in Serre’s criterion (Theorem 2.23), we can replace condition
(iii) by H1(X,J ) = 0 for every quasi-coherent sheaf of ideals J .

2.10. Let us keep the notation and hypotheses of Exercise 1.16. Show that we
have a canonical isomorphism π∗(Rnf∗F) → RnfT∗(p∗F) for every n ≥ 0.

2.11. Let f : X → Y be a morphism. Let F be an OX -module, flat over Y .
(a) Show that for any affine open subset V of Y and any affine open

subset U of f−1(V ), F(U) is a flat OY (V )-module (draw inspiration
from the proof of Corollary 1.2.15).

(b) Let us suppose that f is separated and quasi-compact, and that
Rpf∗F = 0 for every p ≥ 1. Show that f∗F is a flat OY -module
(use Exercise 1.2.15).

2.12. Let S be a scheme and f : X → S a morphism with X Noetherian or f
separated and quasi-compact. We suppose that there exists a faithfully
flat S-scheme T such that XT → T is affine. We want to show that f is
an affine morphism.
(a) Let us suppose S is affine. Let us fix a quasi-coherent sheaf F on X.

Show that for any s ∈ S, we have H1(X,F) ⊗OS(S) OS,s = 0 (use
Corollary 2.27).

(b) Deduce from this that X is affine if S is affine (use Lemma 1.2.12).
Conclude.
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2.13. Let S be a scheme and g : X → Y a morphism of S-schemes such that
X is Noetherian or g is separated and quasi-compact. We suppose that
there exists a faithfully flat S-scheme T such that gT is an isomorphism.
We want to show that g is an isomorphism.
(a) Show that we can reduce to S and Y affine.
(b) Show that under the hypotheses of (a), we have X affine and f is an

isomorphism (use Lemma 1.2.12).

2.14. Let f : X ��� Y be a birational map as in Exercise 4.3.15 but without
the Y affine hypothesis. Using Exercises 2.13 and 3.3.14, show that f is
defined everywhere.

2.15. Let S be a locally Noetherian scheme, f : X → S a proper morphism.
(a) Let us suppose that S = SpecA, with A a complete local ring. Let

s be the closed point of S. Show that if Xs is finite, then X is finite
over S (use Lemma 4.4.1).

(b) Show that (a) is true without the A complete hypothesis (use
Exercise 2.13 and Lemma 3.3.17).

(c) Let us suppose that Xs is finite for every s ∈ S. Show that f is a
finite morphism (compare with Exercise 4.4.2).

2.16. Let f : X → Y be an affine morphism.
(a) Let F be a quasi-coherent sheaf on X. Show that the canonical homo-

morphism f∗f∗F → F (Exercise 1.1) is surjective.
(b) Let us suppose Y is quasi-compact and f finite. Let L be an ample

sheaf on Y . Show that f∗L is ample on X (use Propositions 1.14(d)
and 2.32).

2.17. Let (X,OX) be a ringed topological space, and let F , G be two OX -
modules. We are going to define an operation called the cup product

Hp(X,F)×Hq(X,G) → Hp+q(X,F ⊗OX
G)

for any p, q ≥ 0. Let U = {Ui}i, V = {Vj}j be two coverings of X. Let
W = {Ui ∩ Vj}(i,j) be the covering U ∩ V of X. We will denote the index
(i, j) by α.
(a) Let f ∈ Cp(U ,F), g ∈ Cq(V,G), and set f � g ∈ Cp+q(W,F⊗OX

G)
equal to the cochain defined by

(f � g)α0... .αp+q
= fi0...ip

|Wα
⊗ gjp...jp+q

|Wα
, Wα = Ui ∩ Vj .

Show that d(f � g) = df � g + (−1)p(f � dg).
(b) Show that the operation � in (a) induces a homomorphism

Hp(U ,F)×Hq(V,G) → Hp+q(W,F ⊗OX
G).

By taking the direct limit, we thus obtain a homomorphism

�: Hp(X,F)×Hq(X,G) → Hp+q(X,F ⊗OX
G)

called the cup product.
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(c) Show that the cup product is associative in an evident sense. We can
show that it is anti-commutative, that is to say that

ξ � η = (−1)pqη � ξ

if ξ ∈ Hp(X,F), η ∈ Hq(X,G), and if we identify F ⊗OX
G with

G ⊗OX
F (see [40], Section II.6.6).

5.3 Cohomology of projective schemes

In this section we are going to study more closely the cohomology groups of a
projective scheme. The first fundamental theorem is the finiteness of these groups
(Theorem 3.2). A first application of this theorem is the connectedness principle
of Zariski (Theorem 3.15).

5.3.1 Direct image theorem

Let us begin by giving the cohomology groups of certain sheaves on a projective
space.

Lemma 3.1. Let A be a ring, B = A[T0, . . . , Td], and X = ProjB. Then for
any n ∈ Z, we have:

(a) H0(X,OX(n)) = Bn (if n < 0, we set Bn = 0 by convention);
(b) Hp(X,OX(n)) = 0 if p 
= 0, d;
(c) Hd(X,OX(n)) � H0(X,OX(−n − d − 1))∨ (where ∨ means dual as an

A-module). In particular, Hd(X,OX(n)) = 0 if n ≥ −d.

Proof (a) This is Lemma 1.22. (c) will be done in Exercise 3.2. The proof of
part (b) also uses explicit computations, but is much more complex. See [41],
III.2.1.12 or [43], III.5.1.

The following theorem is fundamental for the study of projective schemes.

Theorem 3.2 (Serre). Let A be a Noetherian ring, and X be a projective scheme
over A. Let F be a coherent sheaf on X. Then we have the following properties.

(a) For any integer p ≥ 0, the A-module Hp(X,F) is finitely generated.
(b) There exists an integer n0 (which depends on F) such that for every

n ≥ n0 and for every p ≥ 1, we have Hp(X,F(n)) = 0.

Proof Let f : X → Pd
A be a closed immersion. Then we have

Hp(X,F(n)) = Hp(Pd
A, f∗F(n))

(Exercise 2.3). As f∗(F(n)) is coherent (Propositions 1.11 and 1.14(d)) and iso-
morphic to (f∗F)(n) (Exercise 1.16(c)), it suffices to restrict ourselves to the case
when X = Pd

A. As X is covered by d+1 affine open subsets (Example 2.3.34), we
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have Hp(X,F) = 0 for every p ≥ d +1 (Remark 2.21). The theorem is therefore
true for every p ≥ d+1. Let us show the general case by descending induction on
p. Let us suppose that we have proved the result at rank p+1. By Corollary 1.28,
we have an exact sequence of coherent sheaves

0 → G → OX(m)r → F → 0

for some m, r ∈ Z. As OX(n) is invertible and therefore flat over OX , the
sequence

0 → G(n) → OX(m + n)r → F(n) → 0

is exact for every n ∈ Z. By taking the exact cohomology sequence
(Corollary 2.22), we obtain an exact sequence

Hp(X,OX(m + n)r) → Hp(X,F(n)) → Hp+1(X,G(n)).

It is now clear that the theorem is true at rank p by the induction hypothesis
and the lemma above.

Remark 3.3. Theorem 3.2(a) is true for every proper scheme over A (see [41],
Théorème III.3.2.1). The proof consists of first reducing to the case when X
is integral and showing the theorem for a single coherent sheaf with support
X. Next we use the result in the projective case with the help of Chow’s lemma
(Remark 3.3.34) as well as that of the theory of spectral sequences (or, as pointed
out by C. Ivorra, of a flasque resolution of the sheaf).

Remark 3.4. Theorem 3.2(a) generalizes Corollary 3.3.19 to the case of pro-
jective varieties (proper ones if we take into account the remark above).

Corollary 3.5. Let f : X → Y be a projective morphism with Y locally
Noetherian, and let F be a coherent sheaf on X. Then for any p ≥ 0, Rpf∗F
(Proposition 2.28) is a coherent sheaf on Y . In particular, f∗F is coherent.

Proposition 3.6. Let f : X → SpecA be a proper morphism over a Noetherian
affine scheme. Let L be an invertible sheaf on X. Then the following properties
are equivalent:

(i) The sheaf L is ample.
(ii) For any coherent sheaf F on X, there exists an integer n0 such that for

every n ≥ n0 and for every p ≥ 1, we have Hp(X,F ⊗ Ln) = 0.
(iii) For any coherent sheaf of ideals J of OX , there exists an integer n0 such

that for every n ≥ n0, we have H1(X,J ⊗ Ln) = 0.

If one of these conditions is satisfied, then f is projective and Ln is very ample
for f for a sufficiently large n.

Proof (i) =⇒ (ii). Some tensor power Ln of L is very ample for f
(Theorem 1.34); therefore there exists an immersion i : X → PN

A such that
Ln � i∗OPN

A
(1). As f is proper, i is a closed immersion (Proposition 3.3.16(e)),

and hence f is projective. Consequently (ii) is true by virtue of Theorem 3.2(b).
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(ii) =⇒ (iii) being trivial, it remains to show that (iii) implies (i). Let x be a
point of X. We first want to show that it is contained in an affine open set of the
form Xs, where s is a section of Ln(X) for some n (see Definition 1.24). As in
the proof of Theorem 2.23, it suffices to consider the case that x itself is closed.
Let U be an affine open neighborhood of x such that L|U is free, and let

0 →MJ → J → J /MJ → 0

be the exact sequence of quasi-coherent sheaves as in the proof of Theorem 2.23,
where J /MJ is a skyscraper sheaf with support {x} whose fiber at x is equal
to OX,x/mx = k(x). As Ln is flat over X for every n, the sequence

0 →MJLn → JLn → (J /MJ )⊗ Ln → 0

remains exact. By hypothesis, there exists an n such that H1(X,MJLn) = 0.
Hence

H0(X,JLn) → H0(X, (J /MJ )⊗ Ln) = k(x)⊗OX,x
Ln

x → 0

is exact (Proposition 2.15). By Nakayama, this implies that

H0(X,JLn)⊗A OX,x → Ln
x

is surjective. Let s ∈ H0(X,JLn) be such that sx is a basis of Ln
x . Then x ∈

Xs ⊆ U . The rest of the proof is exactly as for Theorem 1.34, which shows that
Lm is very ample (hence ample by Theorem 3.27) for some positive power Lm.
Hence L is ample (Exercise 1.32).

Lemma 3.7. Let X be a proper scheme over a Noetherian ring A. Let L be an
invertible sheaf on X. We suppose that there exist two coherent sheaves of ideals
I, J such that IJ = 0, and that L|Y , L|Z are ample respectively on Y := V (I)
and on Z := V (J ). Then L is ample.

Proof Let F be a coherent sheaf on X. We have an exact sequence

0 → (JF)⊗ L⊗n → F ⊗L⊗n → (F ⊗ L⊗n)⊗OZ → 0,

and hence an exact sequence

H1(X, (JF)⊗ L⊗n) → H1(X,F ⊗ L⊗n) → H1(X, (F ⊗ L⊗n)⊗OZ).

As JF is killed by I, it is a coherent sheaf on Y and we have the equality
H1(X, (JF)⊗ L⊗n) = H1(Y, (JF)⊗OY

(L|Y )⊗n). Likewise

H1(X, (F ⊗ L⊗n)⊗OZ) = H1(Z,F|Z ⊗OZ
(L|Z)⊗n).

It now suffices to apply Proposition 3.6.
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Corollary 3.8. Let X be a proper scheme over a Noetherian ring A, with
(reduced) irreducible components X1, . . . , Xn. Let L be an invertible sheaf on
X. Then L is ample if and only if L|Xi is ample on Xi for every i.

Proof As Xi → X is a closed immersion, we immediately verify that L|Xi
is

ample if L is. Let us now suppose L|Xi
is ample for every i ≤ n. By induction

on n and using Lemma 3.7, we see that L|X′ is ample on X ′ := Xred. Let N be
the coherent sheaf of nilpotent elements of OX . There exists an r ≥ 1 such that
N r = 0. We can once again reason by induction on r by applying Lemma 3.7
with I = N r−1 and J = N .

Remark 3.9. Let X be as in the corollary above, let f : X ′ → X be a finite
surjective morphism, and L an invertible sheaf on X. We can show that L is
ample if and only if f∗L is ample. The ‘only if’ part is in Exercise 2.16. The
converse is more difficult, see [43], Exercise III.5.7, or [41], III.2.6.2. See also
Exercise 7.5.3 for a particular case.

5.3.2 Connectedness principle

As an application of the finiteness theorem (Theorem 3.2(a)), we are going to
show Zariski’s connectedness principle (Theorem 3.15). For this purpose, we first
show a special case of the theorem on formal functions (Corollary 3.11). Let M
be a module over a ring A. For any α ∈ A, we let

M [α] := {x ∈ M | αx = 0}

denote the submodule of α-torsion elements. It is the kernel of the multiplication
by α. Let F be a quasi-coherent sheaf on an A-scheme X; then F [α] := Ker(F ·α−→
F) is also quasi-coherent.

Lemma 3.10. Let X → SpecA be a projective scheme over a Noetherian affine
scheme. Let α ∈ A, F a coherent sheaf on X, and p ≥ 0. For any n ≥ 0, let us
consider the exact sequence

Hp(X, αnF) λn−−→ Hp(X,F)
ρn−−→ Hp(X,F/αnF) ∂n−−→ Hp+1(X, αnF)

induced by the exact sequence 0 → αnF → F → F/αnF → 0.

(a) There exists an n0 ≥ 0 such that for every n ≥ n0, we have

αnHp(X,F) ⊆ Ker ρn ⊆ αn−n0Hp(X,F).

(b) Let m ≥ n0, and n ≥ m. Let us consider the homomorphism

πn,m : Hp(X,F/αnF) → Hp(X,F/αmF)

induced by the canonical homomorphism F/αnF → F/αmF . Then if n
is sufficiently large with respect to m, we have Im(πn,m) ⊆ Im ρm.



 

5.3. Cohomology of projective schemes 199

Proof We have an ascending sequence of sub-OX -modules (F [αn])n of F . As
F is coherent, this sequence is stationary, starting let us say at rank n0. If
n ≥ m ≥ n0, we have a commutative diagram

αmF �

�
·αn−m

F

�
·αn−m

αnF � F
(3.10)

where the horizontal arrows are canonical inclusions and the vertical arrows are
the multiplication by αn−m. As F [αn] = F [αm], the first vertical arrow is an
isomorphism. Taking Hp(X, .) of this diagram, we immediately deduce from it
that Imλn = αn−m Imλm, whence the second inclusion of (a) by taking m = n0.
The first inclusion is always true because αn kills F/αnF .

Let us fix m ≥ n0. Let M = Hp+1(X, αmF) and N = Hp+1(X, αmF)[αm].
Let δn,m be the canonical homomorphism Hp+1(X, αnF) → Hp+1(X, αmF)
deduced from the inclusion αnF → αmF . Diagram (3.10) stays valid when
replacing F by αmF in the second column. We deduce from this that Im δn,m =
αn−mM . As F/αmF , and therefore Hp(X,F/αmF), are killed by αm, we have
Im ∂m ⊆ N . Hence

Im(∂m ◦ πn,m) = Im(δn,m ◦ ∂n) ⊆ Im δn,m ∩ Im ∂m ⊆ (αn−mM) ∩N.

As M is finitely generated over A (Theorem 3.2), we can apply the Artin–Rees
lemma (Corollary 1.3.12). There exists an nm ≥ m such that for every n ≥ nm,
we have (αn−mM)∩N = α((αn−m−1M)∩N). For any n ≥ nm+m, we then have
(αn−mM) ∩N ⊆ αmN = 0, which shows that Imπn,m ⊆ Ker ∂m = Im ρm.

Let us keep the notation of the lemma. Let I be an ideal of A. Let us fix
p ≥ 0. We have two natural inverse systems

Hp(X,F)⊗A (A/InA), Hp(X,F/InF).

The canonical surjection F → F/InF then induces a homomorphism of the
inverse limits

ϕp : lim←−
n

(Hp(X,F)⊗A A/InA) → lim←−
n

Hp(X,F/InF). (3.11)

The term on the left is isomorphic to Hp(X,F)⊗A Â, where Â is the (separated)
completion of A for the I-adic topology (Subsection 1.3.1) because Hp(X,F) is
finitely generated over A (Theorem 3.2, Corollary 1.3.14).

Corollary 3.11. Homomorphism (3.11) is an isomorphism if I = αA.

Proof Let us keep the notation of Lemma 3.10. Part (a) of the lemma implies
that

lim←−
n

(Hp(X,F)⊗A A/αnA) � lim←−
n

Im(ρn).

Let Mn = Hp(X,F/αnF). Part (b) of the lemma says that for any m ≥ n0,
there exists an n ≥ m such that πn,m(Mn) ⊆ Im ρm ⊆ Mm, which implies that
lim←−n

(Im ρn) = lim←−n
Mn, whence the corollary.
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Remark 3.12 (Theorem on formal functions). We can show that for any ideal
I of A, homomorphism (3.11) is an isomorphism. This is the theorem on for-
mal functions. See [43], III.11.1 (and [41], III.4.1.7, for the more general case
of proper morphisms). This theorem will play an important role in the proof of
Castelnuovo’s theorem 9.3.8 and of Theorem 9.4.15.

Definition 3.13. We say that a morphism f : X → Y is purely inseparable if it
is injective and if for every x ∈ X, the extension of residue fields k(f(x)) → k(x)
is a purely inseparable extension. This is equivalent to Xred → Yred purely insep-
arable (see also Exercise 3.8). For example, an immersion is a purely insepara-
ble morphism. We will say that a ring homomorphism is purely inseparable if
the corresponding morphism of schemes is purely inseparable. Finally, we will
say that OY → f∗OX is purely inseparable if the morphism Spec f∗OX → Y
(Exercise 1.17) is purely inseparable.

Lemma 3.14. Let A be a Noetherian ring, and let X be a projective scheme
over A. Let us suppose that A → H0(X,OX) is purely inseparable. Then for any
ideal I of A, there exists an ideal J such that J ⊆ I ⊆

√
J and

A/J → H0(X,OX/JOX)

is purely inseparable.

Proof Let α ∈ I. With the notation of Lemma 3.10 (with p = 0 and F = OX),
there exist integers n > m > 0 such that Imπn,m ⊆ Im ρm. Since ρm = πn,m◦ρn,
we have

H0(X,OX/αnOX) ⊆ Im ρn + Kerπn,m.

Now Kerπn,m = H0(X, αmOX/αnOX), which is a nilpotent ideal. We imme-
diately deduce from this that ρn : H0(X,OX) → H0(X,OX/αnOX) is purely
inseparable. By composition, A → H0(X,OX/αnOX) is also purely insepara-
ble. Let us consider the projective scheme X ′ = X ×Spec A Spec(A/αnA) on
A′ := A/αnA. Then

A′ → H0(X ′,OX′)

is purely inseparable because the right-hand side is equal to H0(X,OX/αnOX).
We can then repeat the argument with X ′. Applying this result successively to
a system of generators of I, we obtain an ideal J ⊆ I generated by the powers of
a system of generators of I (hence I ⊆

√
J), such that A/J → H0(X,OX/JOX)

is purely inseparable.

Theorem 3.15 (Zariski’s connectedness principle). Let f : X → Y be a projec-
tive scheme over a locally Noetherian scheme. Let us suppose that OY → f∗OX

is an isomorphism. Then Xy is connected for every y ∈ Y .

Proof We may suppose Y is affine, and even local with closed point y because
the construction of f∗ commutes with localization (Proposition 3.1.24). Let us
apply the lemma above to A = OY,y, I = myOY,y. Let Y ′ = SpecA/J , and
X ′ = X ×Y Y ′. Then SpecH0(X ′,OX′) is reduced to a point because Y ′ = {y}.
Consequently, X ′ is connected (Exercise 2.4.6). Now X ′ has Xy as the underlying
topological space, and hence the latter is also connected.
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Corollary 3.16. Let f : X → Y be a projective birational morphism with Y
normal, locally Noetherian, and integral. Then all of the fibers Xy are connected.

Proof Indeed, OY → f∗OX is an isomorphism (Corollary 4.4.3(a)). The
corollary then follows from Theorem 3.15.

Corollary 3.17. Under the hypotheses of Theorem 3.15, the fibers Xy are geo-
metrically connected.

Proof We may suppose Y = SpecA is affine, local, with closed point y. Let E =
k(y)[T ]/(P̃ (T )) be a simple extension of k(y), where P̃ (T ) is a monic polynomial.
Let us lift P̃ (T ) to a monic polynomial P (T ) ∈ A[T ] (i.e., P is monic and its
image in k(y)[T ] is equal to P̃ ) and let us consider B = A[T ]/(P (T )). This is a
local A-algebra, flat and finitely generated. Let q : XB = X×Y SpecB → SpecB
be the projection morphism. Then q is projective and we have OSpec B � q∗OXB

(Proposition 3.1.24). By Theorem 3.15, the fiber of q over a closed point of SpecB
is connected. Now this fiber is precisely Xy ×Spec k(y) SpecE. It is therefore
connected. As every finite extension of k(y) is composed of successive simple
extensions, this indeed shows that Xy is geometrically connected.

5.3.3 Cohomology of the fibers

Let f : X → S be a projective morphism to a locally Noetherian scheme S,
let F be a coherent sheaf on X. For any s ∈ S, we have a coherent sheaf and
Fs := i∗F , where i : Xs → X is the canonical morphism. We are going to study
the cohomology groups Hp(Xs,Fs) with respect to Rpf∗F . We are going to treat
the particular case when S is regular of dimension 1. Since the problem is of local
nature, and as the construction of Rpf∗ commutes with flat base change over S
(Corollary 2.27), we can reduce to the case when S is local.

Lemma 3.18. Let OK be a discrete valuation ring, with field of fractions K,
uniformizing parameter t, and residue field k := OK/tOK . Let M be a finitely
generated OK-module. Then the dimensions of the k-vector spaces M [t] and
M ⊗OK

k verify the identity

dimk(M ⊗OK
k)− dimk M [t] = dimK(M ⊗OK

K).

Proof As M is finitely generated, we have an exact sequence

0 → M ′ → L
φ−→ M → 0,

where L is free of finite rank. The submodule M ′ of L is torsion-free and therefore
free over OK . By tensoring by k, we obtain an exact sequence

0 → (tL ∩M ′)/tM ′ → M ′/tM ′ → L/tL → M/tM → 0.

The homomorphism tL → M defined by tx �→ φ(x) induces an isomorphism

(tL ∩M ′)/tM ′ � M [t].
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It follows that

dimk(M/tM)− dimk M [t] = dimk(L/tL)− dimk(M ′/tM ′)
= dimK(L⊗K)− dimK(M ′ ⊗K)
= dimK(M ⊗K),

which proves the lemma.

Lemma 3.19. Let OK be a discrete valuation ring. Let X be a scheme over
OK and F a quasi-coherent sheaf on X, flat over OK . Then for any p ≥ 0 and
any α ∈ OK \ {0}, we have an exact sequence

0 → Hp(X,F)/αHp(X,F) → Hp(X,F/αF) → Hp+1(X,F)[α] → 0. (3.12)

Proof As F [α] = 0 (Corollary 1.2.5), the commutative diagram (3.10) is valid
with m = 0 and n = 1. It suffices to apply Hp(X, .) and Hp+1(X, .) to this
diagram.

Theorem 3.20. Let S = SpecOK be the spectrum of a discrete valuation ring
OK , with generic point η and closed point s. Let f : X → S be a projective
morphism and F a coherent sheaf on X that is flat over S. Let us fix p ≥ 0.

(a) (Upper semi-continuity) We have the inequality

dimk(s) Hp(Xs,Fs) ≥ dimk(η) Hp(Xη,Fη). (3.13)

(b) Inequality (3.13) is an equality if and only if Hp(X,F) is free over OK

and the canonical homomorphism

Hp(X,F)⊗OK
k(s) → Hp(Xs,Fs) (3.14)

is an isomorphism.
(c) Let us suppose that (3.14) is surjective. Then the canonical homomor-

phism
ρM : Hp(X,F)⊗OK

M → Hp(X,F ⊗OK
M)

(Lemma 2.26) is an isomorphism for every OK-module M .
(d) The homomorphism (3.14) is an isomorphism if and only if Hp+1(X,F)

is free over OK .

Proof We will omit OK in the index of the tensor product. Let k = k(s) and
K = k(η). Let t be a uniformizing parameter for OK . Taking α = t in exact
sequence (3.12), we get

dimk Hp(Xs,Fs) ≥ dimk(Hp(X,F)⊗ k)
≥ dimK Hp(X,F)⊗K = dimK Hp(Xη,Fη)

(the second inequality comes from Lemma 3.18 and the last equality from the
fact that SpecK → S is flat), whence (a). Properties (b) and (d) also follow
from Lemma 3.18 and exact sequence (3.12). It remains to show (c).
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As M is a direct limit of finitely generated OK-modules, and ⊗ and Hp com-
mute with direct limits (Exercises 1.1.6 and 2.6), we may suppose that M is
finitely generated. Let us first show that ρM is surjective. The sequence of sub-
modules (M [tn])n≥0 of M (M [t0] = 0 by convention) is ascending and therefore
stationary. Let m be the smallest integer ≥ 0 such that M [tm] = M [tr] for every
r ≥ m. Let us set N = M/M [t]. As F is flat over OK , we have an exact sequence

0 → F ⊗M [t] → F ⊗M → F ⊗N → 0.

Taking the cohomology, we obtain a commutative diagram

Hp(X,F)⊗M [t] �

�
ρM[t]

Hp(X,F)⊗M �

�
ρM

Hp(X,F)⊗N

�
ρN

� 0

Hp(X,F ⊗M [t]) � Hp(X,F ⊗M) � Hp(X,F ⊗N)

where the lines are exact. As M [t] is a k-vector space, ρM [t] decomposes into

Hp(X,F)⊗M [t] → Hp(X,F ⊗ k)⊗k M [t] → Hp(X, (F ⊗ k)⊗k M [t]).

The first part is surjective by hypothesis (Hp(X,F ⊗ k) = Hp(Xs,Fs) by
Exercise 2.3(b)) and the second is an isomorphism (Proposition 2.32). Hence
ρM [t] is surjective. Consequently, if ρN is surjective, then so is ρM . Now
(N [tn])n≥0 is stationary starting at rank m− 1 if m ≥ 1. Hence by induction on
m, we reduce to m = 0, that is the case when M is torsion-free and hence flat
over OK . But in that case ρM is an isomorphism (Proposition 2.32), whence the
surjectivity of ρM in the general case.

To conclude, let us show that ρM is injective. Let us write an exact sequence

0 → M ′ → L → M → 0

as in the proof of Lemma 3.18. We have a commutative diagram of exact
sequences

Hp(X,F)⊗M ′ �

�
ρM′

Hp(X,F)⊗ L �

�
ρL

Hp(X,F)⊗M

�
ρM

� 0

Hp(X,F ⊗M ′) � Hp(X,F ⊗ L) � Hp(X,F ⊗M)

The first two vertical arrows are isomorphisms because M ′ and L are flat over
OK (Proposition 2.32), and hence we indeed have ρM injective by some diagram
chasing.

Remark 3.21. If we replace S by a locally Noetherian base scheme Y , then the
theorem reads as follows. Let f : X → Y be a projective morphism. Let F be a
coherent sheaf on X, flat over Y . Let us fix a p ≥ 0.
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(a) The function hp : y �→ dimk(y) Hp(Xy,Fy) is upper semi-continuous, that
is for any n, the set {y ∈ Y | hp(y) ≥ n} is closed in Y .

(b) Let us suppose Y is integral. Then hp is constant on Y if and only if
Rpf∗F is locally free on Y and the canonical homomorphism

Rpf∗F ⊗OY
k(y) → Hp(Xy,Fy) (3.15)

is an isomorphism for every y ∈ Y .
(c) Let us suppose that (3.15) is surjective at a point y. It is then bijective.

If this is true at every point y ∈ Y , then for any quasi-coherent sheaf G
on Y , the canonical homomorphism

(Rpf∗F)⊗OY
G → Rpf∗(F ⊗OX

f∗G)

is an isomorphism.

See [43], III, 12.5–12.11, [70], Section 5, pp. 50–51.

Corollary 3.22. Let us keep the hypotheses of Theorem 3.20. Then the follow-
ing properties are equivalent:

(i) For any base change π : T → S, let ρ : XT → X denote the first
projection. Then the canonical homomorphism

π∗(Rpf∗F) → RpfT∗(ρ∗F)

(in the manner of Corollary 2.27) is an isomorphism, that is the con-
struction of Rpf∗F commutes with base change.

(ii) The canonical homomorphism Hp(X,F) ⊗OK
k(s) → Hp(Xs,Fs) is

bijective.
(iii) The canonical homomorphism Hp(X,F)⊗OK

k(s) → Hp(Xs,Fs) is sur-
jective.

(iv) The OK-module Hp+1(X,F) is torsion-free.

Proof We have (i) implies (ii) by taking T = Spec k(s). (ii) trivially implies
(iii). The implication (iii) =⇒ (i) results from Theorem 3.20(c). Finally, (iv) is
equivalent to (ii) by exact sequence (3.12).

Example 3.23. Let OK be a discrete valuation ring, X = P1
OK

. We are going
to give an example of a sheaf such that homomorphism (3.14) of Theorem 3.20
is not an isomorphism. Let Z = V (I) be the reduced closed subscheme of X
whose underlying space consists of two closed points x1, x2 ∈ Xs. From the
exact sequence 0 → I → OX → OZ → 0 we deduce the exact sequence

OK = H0(X,OX)
φ−→ H0(Z,OZ) → H1(X, I) → H1(X,OX) = 0.

As H0(Z,OZ) = k(x1) ⊕ k(x2), this implies that φ is not surjective; hence
H1(X, I) is non-zero and torsion. The sheaf I is torsion-free because it is con-
tained in OX and therefore flat over OK . By the corollary above,

H0(X, I)⊗ k → H0(Xs, Is)

is not bijective. We can also give such an example with F = OX (Exercise 3.15).
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Corollary 3.24. Let S be an affine Dedekind scheme and f : X → S a pro-
jective morphism. Let L be an invertible sheaf on X such that Ls is ample for
every closed point s ∈ S. Then L is ample.

Proof Let us first suppose that S is the spectrum of a discrete valuation ring
OK with uniformizing parameter t. Let I be a coherent sheaf of ideals of OX

(hence flat over S). We have (J ⊗ Ln)s = Js ⊗ Ln
s . There therefore exists an

n0 ∈ Z such that H1(Xs, (J ⊗ Ln)s) = 0 for every n ≥ n0. It follows from
Theorem 3.20(a)–(b) that H1(X,J ⊗ Ln) = 0 for every n ≥ n0. Hence L is
ample by Proposition 3.6.

Let us show the general case. By the above and Proposition 1.37(b), there
exists an affine open covering {Vi}1≤i≤m of S such that L|XVi

is ample for every
i ≤ m. Let F be a coherent sheaf on X. There exists an n0 such that for every n ≥
n0, and for every i ≤ m, H1(X, (F ⊗Ln)|XVi

) = 0. Now H1(X, (F ⊗Ln)|XVi
) =

H1(X,F ⊗ Ln) ⊗OS(S) OS(Vi). We deduce from this that H1(X,F ⊗ Ln) = 0,
whence L is ample.

Remark 3.25. We can show that the corollary above remains true if S is only
a Noetherian affine scheme. Indeed, [41], III.4.7.1, says that L|XVi

is ample on
XVi

for an affine open covering {Vi}i of S. The method above then implies that
L is ample on X.

Definition 3.26. Let X be a projective variety over a field k. Let F be a
coherent sheaf on X. We call the alternating sum

χk(F) :=
∑
i≥0

(−1)i dimk Hi(X,F)

the Euler–Poincaré characteristic of F . It is a finite integer by Theorem 3.2
and because Hi(X,F) = 0 if i > dimX (Proposition 2.24). If no confusion is
possible, we will simply write χ(F).

Example 3.27. Let X be the projective space Pd
k over a field k. By the com-

putations of Lemma 3.1, we have χ(OX(n)) =
(
n+d

d

)
if n ≥ 0. In particular,

χ(OX) = 1.

Proposition 3.28. Let us keep the notation of Theorem 3.20. Then we have
the equality

χk(s)(Fs) = χk(η)(Fη)

(Invariance of the Euler–Poincaré characteristic).

Proof Exact sequence (3.12) implies that

χk(s)(Fs) =
∑
p≥0

(−1)p
(
dimk(s) Hp(X,F)⊗ k(s) + dimk(s) Hp+1(X,F)[t]

)

=
∑
p≥0

(−1)p
(
dimk(s) Hp(X,F)⊗ k(s)− dimk(s) Hp(X,F)[t]

)

(note that H0(X,F)[t] = 0). The proposition then follows from Lemma 3.18.
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Remark 3.29. Proposition 3.28 is true over a locally Noetherian and connected
base scheme S. See [70], Section 5.

Remark 3.30. Let us note that in the last two subsections, even though the
considered morphisms are always supposed projective, we have only used the
finiteness theorem (Theorem 3.2(a)). In particular, all of the results are true if
we assume the finiteness theorem for proper morphisms (Remark 3.3).

Exercises

3.1. Let k be a field, and let X be the open subvariety D(x) ∪ D(y) of
Spec k[x, y]. We want to show that H1(X,OX) is of infinite dimension
over k.
(a) Show that the xiyj , i, j ∈ Z, form a basis of k[x, 1/x, y, 1/y] as a

k-vector space.
(b) Show that k[x, 1/x, y] + k[x, y, 1/y] is generated by the vectors xiyj ,

with max{i, j} ≥ 0, and that

H1(X,OX) � k[x, 1/x, y, 1/y]/(k[x, 1/x, y] + k[x, y, 1/y])

has infinite dimension over k.

3.2. We are going to show Lemma 3.1(c). Let A be a ring, and let X =
ProjA[T0, . . . , Td].
(a) Let U = {Ui}0≤i≤d denote the covering of X with Ui = D+(Ti). Let

q ∈ Z. Show that OX(q)(U01...d) admits as a basis over A the elements
of the form D/N , where D, N are monomials without common vari-
able and such that degD = degN + q. Show that if a Ti does not
divide N , then D/N belongs to OX(q)(U01...̂i...d)|U01...d

.
(b) Show that the images under OX(q)(U01...d) → Hd(X,OX(q)) of the

elements of the form T r0
0 · · ·T rd

d with ri ≤ −1 and
∑

i ri = q form a
basis of A. In particular, the module Hd(X,OX(−d − 1)) is free of
rank 1 over A, with e := [(T0 · · ·Td)−1] as a basis.

(c) Let n ≥ 0. Show that the cup product (Exercise 2.17)

�: H0(X,OX(n))×Hd(X,OX(−d− 1− n)) → Hd(X,OX(−d− 1))

induces a non-degenerate bilinear map (let M,N be monomials of
degree n, show that [M ] � [(T0 · · ·TdN)−1] = e if M = N and 0
otherwise).

3.3. Let P = Pd
k be a projective space over a field k. Let X be a closed

subvariety of P of dimension r. We say that X is a complete intersection if
it is defined (as a variety) by d−r homogeneous polynomials F1, . . . , Fd−r.
This notion depends on the embedding X → P .
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(a) Let Z = V+(F1, . . . , Fd−r−1) (Z = P if d − r = 1). Show that Z is a
complete intersection. Let J be the sheaf of ideals of OZ that defines
the subscheme X of Z. Show that J � OZ(− deg Fd−r).

(b) Let q ∈ Z. Show the following properties by induction on d − r:
(1) Hp(X,OX(q)) = 0 if 1 ≤ p ≤ r − 1.
(2) H0(P,OP (q)) → H0(X,OX(q)) is surjective if r ≥ 1.
(3) dimk Hp(X,OX(q)) is an integer that only depends on p, q, d, and

the deg Fi.
(c) Show that X is geometrically connected if r ≥ 1.
(d) Let d = 2, and let X = V+(F ) with deg F = n. Show that

dimk H1(X,OX) = (n − 1)(n− 2)/2.

3.4. Let Y be a Noetherian local scheme with closed point y0, and X =
V+(F1, . . . , Fd−r) be a closed subscheme of Pd

Y . Let us suppose that Xy0 is
a complete intersection in Pd

k(y0), of dimension r. Show that for any y ∈ Y ,
Xy is a complete intersection in Pd

k(y), of dimension r (use induction on
d − r). Likewise, show that X is flat over Y (use Lemma 4.3.16).

3.5. Let Y be a locally Noetherian scheme. Let Z be a closed subscheme of Pd
Y ,

flat over Y . Let y0 ∈ Y be a point such that Zy0 is a complete intersection
in Pd

k(y0). Let us set r = dimZy0 .

(a) Let us suppose Y is affine. Let us write Z = V+(I). Show that there
exist F1, . . . , Fd−r ∈ I such that if we set X = V+(F1, . . . , Fd−r), then
Xy0 = Zy0 as a subscheme of Pd

k(y0).

(b) Show that there exists an open neighborhood V of y0 such that Z×Y

V = X ×Y V (Exercise 4.3.8). Show that for V small enough, Zy is a
complete intersection in Pd

k(y) of dimension r for every y ∈ V .

(c) Let us suppose that Y is connected and that Zy is a complete inter-
section in Pd

k(y) for all y ∈ Y . Let p ≥ 0, q ∈ Z. Show that the function
y �→ dimk(y) Hp(Zy,OZy

(q)) is constant on Y .

3.6. Let S be a scheme over a finite field Fp, and let X → S be a scheme of
finite type. Show that the relative Frobenius X(p) → X (Definition 3.2.23)
is a purely inseparable morphism.

3.7. Let k be an algebraically closed field. Let f : X → Y be a finite surjective
morphism of integral algebraic varieties over k.
(a) Let us suppose that K(X)/K(Y ) is separable of degree n. Show that

there exists a non-empty open subset V of Y such that f−1(V ) → V
decomposes into a finite birational morphism f−1(V ) → W followed
by a finite étale morphism W → V . Show that for any y ∈ V (k),
f−1(y) consists of at least n points.

(b) Use (a) to show that if f induces an injective map X(k) → Y (k),
then it is purely inseparable.
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3.8. Let f : X → Y be a morphism of schemes. Show that the following
properties are equivalent:
(i) f is purely inseparable.
(ii) For every Y -scheme Z, the projection morphism X ×Y Z → Z is

injective (in other words, f is universally injective).
(iii) For every field K, the canonical map X(K) → Y (K) is injective.

3.9. Let Y be a normal, locally Noetherian, integral scheme, and let f : X → Y
be a projective morphism with X integral.
(a) Let us suppose f is finite. Show that f is purely inseparable if and

only if the extension K(Y ) → K(X) is purely inseparable. Moreover,
if f is purely inseparable, it will be a homeomorphism.

(b) Let us suppose that the algebraic closure of K(Y ) in K(X) is purely
inseparable over K(Y ). Show that the fibers of X → Y are geomet-
rically connected.

3.10. Let Y be a locally Noetherian scheme, and f : X → Y be a projective
morphism such that OY → f∗OX is purely inseparable. Show that for
any morphism Z → Y with Z connected, the fibered product X ×Y Z is
connected. Also show that f−1(F ) is connected for any connected subset
F of Y .

3.11. (Stein factorization). Let f : X → Y be a projective morphism to a locally
Noetherian scheme Y .
(a) Show that f factors into g : X → Z and h : Z → Y such that g has

only geometrically connected fibers, and h is finite.
(b) Show that we can factor f as in (a) with moreover OZ � g∗OX .

Show that this condition implies that Z is unique up to isomorphism
(Exercise 1.17).

3.12. Let f : X → Y be a projective morphism. Let us suppose that for every
y ∈ Y , Xy is geometrically connected (resp. geometrically integral). Show
that OY → f∗OX is purely inseparable (resp. an isomorphism).

3.13. Let X → S be a projective morphism to a locally Noetherian scheme. Let
us suppose that the fibers of X → S are of dimension ≤ d.
(a) Show that if F → G is a surjective homomorphism of quasi-

coherent sheaves on X, then Hd(X,F) → Hd(X,G) is surjective (use
Proposition 2.34). Show that the canonical homomorphism

Rdf∗F ⊗OS
k(s) → Hd(Xs,Fs) (3.16)

is surjective for all s ∈ S.
(b) Let us suppose that S is a Dedekind scheme, and that F is coherent

and flat over S. Show that (3.16) is bijective.
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3.14. Let Y be a locally Noetherian scheme, and let f : X → Y be a flat projec-
tive morphism. We say that f is cohomologically flat (in dimension 0) if
the construction of f∗OX commutes with base change (Corollary 3.22(i)).
(a) Show that f is cohomologically flat if and only if for every y ∈ Y , the

morphism X ×Y SpecOY,y → SpecOY,y is cohomologically flat.
(b) Let Z → Y be a faithfully flat morphism. Show that f is cohomolog-

ically flat if and only if X ×Y Z → Z is cohomologically flat.
(c) Let us suppose that Y is local with closed point y, and that

H0(Xy,OXy
) is a direct sum of fields isomorphic to k(y). Show that

H0(X,OX)⊗OY,y
k(y) → H0(Xy,OXy

) (3.17)

is surjective (use Lemma 3.14 with A = H0(X,OX)).
(d) Let Y be local with closed point y. Let R be a finite étale algebra

over k(y). Show that there exists a finite free (hence faithfully flat)
OY,y-algebra A such that A⊗OY,y

k(y) = R. Deduce from this that if
Xy is geometrically reduced, then (3.17) is surjective (consider R =
H0(Xy,OXy

) and XA → SpecA).
(e) Let us suppose Y is regular of dimension 1 and that either Xy

is geometrically reduced for every closed point y ∈ Y , or X is a
complete intersection in some Pd

Y . Show that f is cohomologically
flat (note that this is true without restriction on Y if we assume
Remark 3.21(c)).

3.15. (A non-cohomologically flat scheme). Let S = SpecA be a Noetherian
integral affine scheme, and let t ∈ A be a non-zero non-invertible element.
Let us consider the S-scheme

X = ProjA[w, x, y, z]/(x2 − t2wy, xz − ty2, xy − twz, z2w − y3),

and let f : X → S denote the structural morphism.
(a) Show that over the open subset T := D(t) of S, there exists a mor-

phism P1
T → P3

T that induces an isomorphism P1
T � X×S T (consider

the 3-uple embedding P1
T → P3

T (Exercise 1.27) followed by the auto-
morphism (w, x, y, z) → (w, tx, y, z)).

(b) Show that D+(z)∩X � A1
S and that OX(D+(w)∩X) is free over A

as an A-module. Conclude that X is flat over S.
(c) Let s ∈ V (t). Show that Xs is an irreducible curve, reduced except

at the point (1, 0, 0, 0). Show that we have dimk(s) H0(Xs,OXs) = 2
and that A → H0(X,OX) is an isomorphism. Deduce from this that
X → S is not cohomologically flat.

(d) Show that X is not normal, and that its normalization is isomorphic
to P1

S if S is normal (Exercise 4.1.5).
See [81], Section 9.4, for examples of non-cohomologically flat schemes
X → S with S regular of dimension 1 and X regular of dimension 2.
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Sheavesofdifferentials

Differential calculus is a very useful tool in algebraic geometry. We approached it
in Section 4.2, where we studied the tangent space TX,x of a scheme X at a point
x. The sheaf of Kähler differentials on X is in some sense the union, indexed
by x ∈ X, of the dual vector spaces T∨

X,x. In the first section, we introduce
basic notions. We then apply them to the study of smooth morphisms in the
second section. When we are dealing with not necessarily smooth morphisms,
Kähler differentials become less easy to handle. For local complete intersections
(Definition 3.17), another sheaf, the canonical sheaf, plays a very interesting
role and advantageously replaces Kähler differentials in certain situations (for
Grothendieck duality, for example). The last section is therefore devoted to local
complete intersections and to the associated canonical sheaves.

6.1 Kähler differentials

6.1.1 Modules of relative differential forms

Definition 1.1. Let us fix a ring A. Let B be an A-algebra and M a B-module.
An A-derivation of B into M is an A-linear map d : B → M such that the
Leibniz rule

d(b1b2) = b1db2 + b2db1, bi ∈ B

is verified, and that da = 0 for every a ∈ A (i.e., the elements of A are ‘constant’).
Let us note that the last property is in fact an immediate consequence of the
Leibniz rule. We denote the set of these derivations by DerA(B,M).

Definition 1.2. Let B be an A-algebra. Themodule of relative differential forms
of B over A is a B-module Ω1

B/A endowed with an A-derivation d : B → Ω1
B/A

having the following universal property:
For any B-module M and for any A-derivation d′ : B → M , there
exists a unique homomorphism of B-modules φ : Ω1

B/A → M such
that d′ = φ ◦ d.
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Proposition 1.3. The module of relative differential forms (Ω1
B/A, d) exists and

is unique up to unique isomorphism.

Proof The uniqueness follows from the definition, as for any solution to a uni-
versal problem (see, for example, the proof of Proposition 1.1.2). Let us therefore
show existence. Let F be the free B-module generated by the symbols db, b ∈ B.
Let E be the submodule of F generated by the elements of the form da, a ∈ A;
d(b1 + b2) − db1 − db2, and d(b1b2) − b1db2 − b2db1 with bi ∈ B. Let us set
Ω1

B/A = F/E and d : B → Ω1
B/A which sends b to the image of db in Ω1

B/A. It is
clear that (Ω1

B/A, d) has the required properties.

Remark 1.4. In what follows, if there is no confusion possible, we will simply
denote the module of differential forms by Ω1

B/A, the derivation d being implicitly
contained in the definition. For any b ∈ B, we will denote its image in Ω1

B/A by
db. By construction, Ω1

B/A is generated as a B-module by dB.

Remark 1.5. For any B-module M , we have a map

HomB(Ω1
B/A, M) → DerA(B,M)

defined by φ �→ φ◦d. The universal property of Ω1
B/A comes down to saying that

this map is an isomorphism of A-modules.

Example 1.6. Let us consider the following example which is at the basis of
every computation of modules of differentials. Let A be a ring, and let B be
the polynomial ring A[T1, . . . , Tn]. Let us show that Ω1

B/A is the free B-module
generated by the dTi.

Let F ∈ B, and let d′ : B → M be an A-derivation into a B-module
M . Using the definition of a derivation, we immediately obtain that d′F =∑

i(∂F/∂Ti)d′Ti, where (∂F/∂Ti) is the partial derivative in the usual sense.
Therefore d′ is entirely determined by the images of the Ti. Let Ω be the free
B-module generated by the symbols dTi, 1 ≤ i ≤ n. Let d : B → Ω be the
map defined by d(F ) =

∑
i

∂F
∂Ti

dTi. It can then immediately be verified that
(Ω, d) fulfills the conditions of the universal property of the module Ω1

B/A. Hence
Ω1

B/A � Ω.

Example 1.7. Let B be a localization or a quotient of A; then Ω1
B/A = 0.

Indeed, if A → B is surjective, d(b) = ad(1) = 0 for a ∈ A an inverse image of
b. Let us suppose that B = T−1A is a localization of A. For any b ∈ B, there
exists a t ∈ T such that tb ∈ A, and hence tdb = d(tb) = 0, whence db = 0 since
t is invertible in B.
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Let ρ : B → C be a homomorphism of A-algebras. Then it follows from the
universal property that there exist canonical homomorphisms of C-modules

α : Ω1
B/A ⊗B C → Ω1

C/A, β : Ω1
C/A → Ω1

C/B .

By definition α(db ⊗ c) = cdρ(b). In the following proposition, we enumerate
some properties of modules of differentials.

Proposition 1.8. Let B be an algebra over a ring A.

(a) (Base change) For any A-algebra A′, let us set B′ = B ⊗A A′. There
exists a canonical isomorphism of B′-modules Ω1

B′/A′ � Ω1
B/A ⊗B B′.

(b) Let B → C be a homomorphism of A-algebras. Let α, β be as above.
Then

Ω1
B/A ⊗B C

α−→ Ω1
C/A

β−→ Ω1
C/B → 0

is an exact sequence.
(c) Let S be a multiplicative subset of B; then S−1Ω1

B/A � Ω1
S−1B/A.

(d) If C = B/I, we have an exact sequence

I/I2 δ−→ Ω1
B/A ⊗B C

α−→ Ω1
C/A → 0

where for any b ∈ I, if we let b denote the image of b in I/I2, then
δ(b) := db ⊗ 1.

Proof (a) The canonical derivation d : B → Ω1
B/A induces an A′-derivation d′ =

d⊗ IdA′ : B′ → Ω1
B/A ⊗A A′ = Ω1

B/A ⊗B B′. We easily see that (Ω1
B/A ⊗B B′, d′)

verifies the universal property of Ω1
B′/A′ .

(b) It suffices to show that for any C-module N , the dual sequence

0 → HomC(Ω1
C/B , N) → HomC(Ω1

C/A, N) → HomC(Ω1
B/A ⊗B C, N)

is exact. We have HomC(Ω1
B/A⊗B C, N) = HomB(Ω1

B/A, N) (Exercise 1.1.5). By
Remark 1.5, this sequence is canonically isomorphic to the sequence

0 → DerB(C, N) → DerA(C, N) → DerA(B,N),

the last homomorphism being the composition with B → C. It follows from the
definition of a derivation that this sequence is exact, which proves (b).

(c) results from (b) by taking C = S−1B and using Example 1.7.
(d) We have I/I2 = I ⊗B C. As in (b), it suffices to show that the sequence

0 → DerA(C, N) → DerA(B,N) → HomC(I/I2, N) = HomB(I,N) (1.1)

is exact for any C-module N . The last homomorphism associates to any
A-derivation d′ : B → N its restriction to I. The latter is indeed a homo-
morphism of B-modules because IN = 0. It can immediately be seen that
sequence (1.1) is exact.
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Corollary 1.9. Let A be a ring, and let B be a finitely generated A-algebra or
a localization of such an algebra. Then Ω1

B/A is finitely generated over B.

Proof This follows from Proposition 1.8(d) and (c), and Examples 1.6, 1.7.

Example 1.10. Let B = A[T1, . . . , Tn], let F ∈ B, and let C = B/FB. Then
by Example 1.6 and Proposition 1.8(d), we have

Ω1
C/A = (⊕1≤i≤nCdTi)/CdF,

with dF =
∑

i(∂F/∂Ti)dTi. This is the quotient of a free C-module of rank n
by a simple submodule (i.e., generated by one element).

Next, we study the kernel of the homomorphism α of Proposition 1.8(b) when
C is a finitely generated B-algebra.

Lemma 1.11. Let A be a ring.

(a) Let B1, B2 be two A-algebras and R = B1 ⊗A B2. Then we have a
canonical isomorphism

ϕ : (Ω1
B1/A ⊗B1 R)⊕ (Ω1

B2/A ⊗B2 R) � Ω1
R/A

defined by (db1 ⊗ r1) + (db2 ⊗ r2) �→ r1d(b1 ⊗ 1) + r2d(1⊗ b2).
(b) Let B be an A-algebra and C = B[T1, . . . , Tn]/I. Let

α : Ω1
B/A ⊗B C → Ω1

C/A, δ : I/I2 → Ω1
B[T1,...,Tn]/B ⊗B[T1,...,Tn] C

be the canonical homomorphisms as defined in Proposition 1.8(b)
and (d). Then there exists a surjective homomorphism Ker δ → Kerα
of B-modules.

Proof (a) This results from the canonical exact sequences

Ω1
B1/A ⊗B1 R

ϕ1−−→ Ω1
R/A

ψ2−−→ Ω1
R/B1

= Ω1
B2/A ⊗B2 R → 0

and
Ω1

B2/A ⊗B2 R
ϕ2−−→ Ω1

R/A

ψ1−−→ Ω1
R/B2

= Ω1
B1/A ⊗B1 R → 0

(we verify that ϕi is a section of ψi). The isomorphism ϕ is simply ϕ1 ⊕ ϕ2.
(b) Let us abbreviate B[T1, . . . , Tn] to B[T ]. Since B[T ] = A[T ]⊗A B, by (a)

we have a canonical isomorphism

Ω1
B[T ]/A � (Ω1

A[T ]/A⊗A[T ] B[T ])⊕ (Ω1
B/A⊗B B[T ]) = Ω1

B[T ]/B ⊕ (Ω1
B/A⊗B B[T ]),

and hence an isomorphism

ρ : Ω1
B[T ]/A ⊗B[T ] C � (Ω1

B[T ]/B ⊗B[T ] C)⊕ (Ω1
B/A ⊗B C). (1.2)
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We have a commutative diagram

I/I2 �δ

�
δ1

Ω1
B[T ]/B ⊗B[T ] C

Ω1
B[T ]/A ⊗B[T ] C

�
α1

�ρ (Ω1
B[T ]/B ⊗B[T ] C)⊕ (Ω1

B/A ⊗B C)

�
p

Ω1
C/A Ω1

B/A ⊗B C� α

�
i

where δ1 and α1 are canonical homomorphisms as defined in Proposition 1.8(d)
(with B replaced by B[T ]), i is the canonical injection, and p is the projection.
Now it is easy to check that i(Kerα) = ρ ◦ δ1(Ker δ), whence (b).

Example 1.12. Let us suppose n = 1 and I is generated by a monic polynomial
P (T ). We have an exact sequence

0 → Kerα → Ω1
B/A ⊗B C

α−→ Ω1
C/A → Ω1

C/B = C/(P ′(t))dT → 0,

where t is the image of T in C, and where P ′(T ) is the derivative of P (T ). The
kernel of δ : I/I2 → Ω1

B[T ]/B ⊗ C = CdT is made up of the images in I/I2

of the polynomials Q(T )P (T ) such that Q(t)P ′(t) = 0. Let C ′ = CP ′(t). Then
Ker δ ⊗C C ′ = 0 and Ω1

C/B ⊗C C ′ = 0. It follows from Lemma 1.11(b) that

Ω1
B/A ⊗B C ′ → Ω1

C′/A

is an isomorphism.

To conclude, let us study differentials on function fields.

Lemma 1.13. Let k be a field. Let E be an extension of k and K = E[T ]/(P (T ))
a simple algebraic extension of E.

(a) If K/E is separable, then Ω1
K/E = 0 and Ω1

E/k ⊗E K → Ω1
K/k is an

isomorphism.
(b) If K/E is inseparable, then Ω1

K/E � K and

dimE Ω1
E/k ≤ dimK Ω1

K/k ≤ dimE Ω1
E/k + 1.

(c) Suppose that K is finite over k. Then K/k is separable if and only if
Ω1

K/k = 0.

Proof Let P ′(T ) denote the derivative of the polynomial P (T ) and t the image
of T in K. We saw in Example 1.10 that

Ω1
K/E = KdT/(P ′(t))dT � K/(P ′(t)).

In case (a), we have P ′(t) ∈ K∗, and hence Ω1
K/E = 0. And Ω1

E/k ⊗E K � Ω1
K/k

by Example 1.12.
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(b) If K/E is inseparable, then P ′(t) = 0 and Ω1
K/E is isomorphic to K. With

the notation of the proof of Lemma 1.11, we have

Ω1
K/k � (Ω1

E[T ]/k ⊗E[T ] K)/(δ1(P )),

and using isomorphism (1.2),

dimK(Ω1
E[T ]/k ⊗E[T ] K) = dimK(KdT ) + dimK(Ω1

E/k ⊗E K) = 1 + dimE Ω1
E/k.

This implies the desired inequalities.
(c) If K/k is separable, then it is simple and Ω1

K/k = 0 by (a). Suppose that
K/k is inseparable. Then K is a simple inseparable extension of some subfield
E. By Proposition 1.8(b), Ω1

K/k maps onto Ω1
K/E 
= 0, whence Ω1

K/k 
= 0.

Definition 1.14. Let K be a function field over a field k. We say that the
extension K/k is separable if K is finite separable over a purely transcendental
extension of k. If K is the function field of an integral algebraic variety X, then
this is equivalent to saying that X is geometrically reduced (Proposition 3.2.15).

Proposition 1.15. Let K be a function field over a field k, of transcendence
degree n = trdegk K. Then Ω1

K/k is a K-vector space of finite dimension and
dimK Ω1

K/k ≥ n. Moreover, the equality holds if and only if K/k is separable.

Proof As K is a finite extension of a purely transcendental extension F :=
k(T1, . . . , Tn), Example 1.6 and Proposition 1.8(c) show that dimF Ω1

F/k = n.
By repeating Lemma 1.13(a)–(b) a finite number of times, we obtain n ≤
dimK Ω1

K/k < +∞.
Let us suppose that K/k is separable. Then K is a simple separable extension

of F . It results from Lemma 1.13(a) that dimK Ω1
K/k = dimF Ω1

F/k = n. Let us
now suppose that dimK Ω1

K/k = n. Let f1, . . . , fn ∈ K be such that the dfi form a
basis of Ω1

K/k over K. Let E = k(f1, . . . , fn) be the subextension of K generated
by the fi. The exact sequence

Ω1
E/k ⊗E K → Ω1

K/k → Ω1
K/E → 0

implies that Ω1
K/E = 0. Hence K/E is finite. It follows from Lemma 1.13(c) that

K/E is separable, and hence K is separable over k.

Remark 1.16. In the proof above, we have seen that if K/k is separable, then
K is finite separable over k(f1, . . . , fn), provided that the dfi form a basis of
Ω1

K/k over K. This explains the construction of the fi in Proposition 3.2.15.

6.1.2 Sheaves of relative differentials (of degree 1)

On a scheme, we can glue the differential forms on affine open subsets and thus
define the sheaf of relative differentials.
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Proposition 1.17. Let f : X → Y be a morphism of schemes. Then there
exists a unique quasi-coherent sheaf Ω1

X/Y on X such that for any affine open
subset V of Y , any affine open subset U of f−1(V ), and any x ∈ U , we have

Ω1
X/Y |U � (Ω1

OX(U)/OY (V ))
∼, (Ω1

X/Y )x � Ω1
OX,x/OY,f(x)

. (1.3)

Proof Let ρ : A → B be a ring homomorphism. Let q ∈ SpecB and p =
ρ−1(q) ∈ SpecA. Then we have canonical isomorphisms

Ω1
B/A ⊗B Bq � Ω1

Bq/A � Ω1
Bq/Ap

by Proposition 1.8(c) and (b). To simplify, we let Ωx = Ω1
OX,x/OY,f(x)

for any
x ∈ X. If V is an affine open subset of Y , U an affine open subset of f−1(V ),
ω ∈ Ω1

OX(U)/OY (V ), and x ∈ U , we let ωx denote the canonical image of ω in
Ω1

OX(U)/OY (V ) ⊗OX,x � Ωx.
For any open subset U of X, let us set Ω1

X/Y (U) equal to the set of maps
s : U → ∐

x∈U Ωx (disjoint union) such that for any x ∈ U , there exist an
affine open neighborhood Vy of y := f(x), an affine open neighborhood Ux ⊆
f−1(Vy) of x, and ω ∈ Ω1

OX(Ux)/OY (Vy) with ωx′ = s(x′) for every x′ ∈ Ux. It is
easy to verify that Ω1

X/Y has a natural structure of sheaf of OX -modules, the
restriction homomorphisms being restrictions of maps. Moreover, for any x ∈ X,
the stalk (Ω1

X/Y )x is canonically isomorphic to Ωx. Let U ⊆ f−1(V ) be affine
open subsets as above. By construction, we have a natural homomorphism of
modules Ω1

OX(U)/OY (V ) → Ω1
X/Y (U), whence a homomorphism of OU -modules

(Ω1
OX(U)/OY (V ))

∼ → Ω1
X/Y |U . As this homomorphism is an isomorphism on the

stalks, it is an isomorphism of OU -modules. This proves the isomorphisms (1.3),
and in particular that Ω1

X/Y is a quasi-coherent sheaf on X.

Remark 1.18. The diagonal morphism ∆ : X → X ×Y X is locally a closed
immersion, and hence ∆(X) is closed in an open subset U of X ×Y X. Let
I = Ker∆# be the sheaf of ideals defining the closed subset ∆(X) in U . Then
we can show that Ω1

X/Y � ∆∗(I/I2) (Exercise 1.1). We could have taken this
as a definition of Ω1

X/Y .

Definition 1.19. Let f : X → Y be a morphism of schemes. The quasi-coherent
sheaf Ω1

X/Y is called the sheaf of relative differentials (or differential forms) of
degree 1 of X over Y . If Y = SpecA, we also denote this sheaf by Ω1

X/A. If there
is no ambiguity, we also denote Ω1

X/Y by Ω1
X .

Proposition 1.20. Let f : X → Y be a morphism of finite type with Y
Noetherian. Then Ω1

X/Y is a coherent sheaf on X.

Proof This results from Corollary 1.9.

Example 1.21. If X = An
Y , then Ω1

X/Y � On
X . This comes from the computa-

tions of Example 1.6.
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Example 1.22. Let A be a ring and X = P1
A; then we have Ω1

X/A � OX(−2).
Indeed, on D+(T0)∩D+(T1), we have T 2

0 d(T1/T0) = −T 2
1 d(T0/T1). This induces

a global section ofOX(2)⊗Ω1
X/A. It can then immediately be seen that this global

section induces an isomorphism OX � OX(2)⊗Ω1
X/A, whence Ω1

X/A � OX(−2)
(Exercise 5.1.12(d)).

Example 1.23. Let X = Spec k[T, S]/(F (T, S)) be a smooth affine curve over
a field k. Let t, s denote the respective images of T, S in k[T, S]/(F ), and ∂tF
the image in k[t, s] of the partial derivative ∂F (T, S)/∂T . Then Ω1

X/k is free of
rank 1 over OX , and ds/(∂tF ) and dt/(∂sF ) are both bases of Ω1

X/k over OX .
Indeed, we have the relation ∂tFdt = −∂sFds. On the principal open subset
D(∂sF ) of X, the sheaf Ω1

D(∂sF )/k is free with basis dt/(∂sF ), by Example 1.10,
and Ω1

D(∂tF )/k is free with basis ds/(∂tF ). By the Jacobian criterion, X is the
union of the open subsets D(∂sF ) and D(∂tF ), which implies the result since
dt/(∂sF ) = −ds/(∂tF ).

In the setting of morphisms of schemes, Proposition 1.8 translates into the
following proposition:

Proposition 1.24. Let f : X → Y be a morphism of schemes.

(a) (Base change) Let Y ′ be a Y -scheme. Let X ′ = X×Y Y ′ and let p : X ′ →
X be the first projection. Then Ω1

X′/Y ′ � p∗Ω1
X/Y .

(b) Let Y → Z be a morphism of schemes. We have an exact sequence

f∗Ω1
Y/Z → Ω1

X/Z → Ω1
X/Y → 0.

(c) Let U be an open subset of X; then Ω1
X/Y |U � Ω1

U/Y . For any x ∈ X,
we have (Ω1

X/Y )x � Ω1
OX,x/OY,f(x)

.

(d) If Z is a closed subscheme of X defined by a quasi-coherent sheaf of ideals
I, we have a canonical exact sequence

I/I2 δ−→ Ω1
X/Y ⊗OX

OZ → Ω1
Z/Y → 0.

Definition 1.25. Let k be a field. We define an elliptic curve over k to be a
smooth projective curve E over k, isomorphic to a closed subvariety of P2

k defined
by a homogeneous polynomial F (u, v, w) of the form

F (u, v, w) = v2w + (a1u + a3w)vw − (u3 + a2u
2w + a4uw2 + a6w

3) (1.4)

with the privileged rational point o = (0, 1, 0).

The fact that E is smooth expresses itself in the non-vanishing of the discrim-
inant of equation (1.4), see the formula for the discriminant in [92], Section III.1.
An elliptic curve is connected, like any projective plane curve (Exercise 5.3.3(c)),
and hence integral since it is regular (Corollary 4.3.32). As an example of a com-
putation, we are going to determine Ω1

E/k in the following proposition.
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Proposition 1.26. Let E be an elliptic curve over a field k, given by equation
(1.4) above. Let x = u/w, y = v/w ∈ K(E), and

ω :=
dx

(2y + a1x + a3)
∈ Ω1

K(E)/k.

Then ω ∈ H0(E,Ω1
E/k) and Ω1

E/k = ωOE .

Proof (See also Proposition 7.4.26.) The curve E is the union of the two prin-
cipal open subsets U = D+(w) ∩ E and V = D+(v) ∩ E. We have

OE(U) = k[x, y]/(y2 + (a1x + a3)y − (x3 + a2x
2 + a4x + a6))

and

OE(V ) = k[t, z]/(z + a1tz + a3z
2 − (t3 + a2t

2z + a4tz
2 + a6z

3))

with t := u/v = x/y and z := w/v = 1/y. By Example 1.23, Ω1
U/k is free, with

basis ω; and Ω1
V/k is free, with basis

ω′ :=
dz

a1z − (3t2 + 2a2tz + a4z2)
.

Now in Ω1
K(E)/k, we have dz = −dy/y2. A direct computation shows that

ω′ =
−dy

a1y − (3x2 + 2a2x + a4)
= ω,

whence the proposition.

Exercises

1.1. There is a more concrete way to construct Ω1
B/A using the diagonal homo-

morphism. Let B be an A-module. Let ρ : B ⊗A B → B be the ‘diagonal’
homomorphism: ρ(b1 ⊗ b2) = b1b2. Let I = Ker ρ. We can consider B⊗A B
as a B-module via the multiplication on the right (b · (b1 ⊗ b2) = b1 ⊗ bb2);
I/I2 is thus a B-module. Let d : B → I/I2 be defined by db = b⊗1−1⊗b.
(a) Show that d is an A-derivation.
(b) Show that the B-module I/I2 endowed with the A-derivation d verifies

the universal property of the module of differentials of B over A.
(c) Let f : X → Y be a morphism of schemes. Let ∆ : X → X×Y X be the

diagonal morphism. Let I denote the kernel of ∆# : OX×Y X → ∆∗OX .
Show that Ω1

X/Y � ∆∗(I/I2).
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1.2. Let A be a ring. Show that in general Ω1
A[[T ]]/A is not finitely generated

over A[[T ]]. Show that we have an exact sequence

0 → ∩n≥1T
nΩ1

A[[T ]]/A → Ω1
A[[T ]]/A

ϕ−→ A[[T ]]dT,

with ϕ defined by ϕ(dF (T )) = F ′(T )dT .

1.3. Let A be a ring and B a A-algebra. Let I be an ideal of B and B̂ the
I-adic completion of B. Let ρ : Ω1

B/A → Ω1
B̂/A

denote the canonical

homomorphism.
(a) Show that we have Ω1

B̂/A
= ρ(Ω1

B/A) + IΩ1
B̂/A

. Deduce from this that

for any n ≥ 1, ρ induces an exact sequence

0 → Kn → Ω1
B/A/InΩ1

B/A → Ω1
B̂/A

/InΩ1
B̂/A

→ 0

for some B-module Kn. Moreover, Kn+1 → Kn is surjective.
(b) Let us suppose A is Noetherian, and that B is a localization of a finitely

generated A-algebra. Show that

lim←−
n

Ω1
B̂/A

/InΩ1
B̂/A

� Ω1
B/A ⊗B B̂.

1.4. Let X → Y be a morphism, and let Y → Z be an open or closed immersion.
Show that we have a canonical isomorphism Ω1

X/Z → Ω1
X/Y .

1.5. Let X, Y be S-schemes. Let p, q be the projections from X ×S Y onto X
and Y , respectively. Show that Ω1

X×SY � p∗Ω1
X/S ⊕ q∗Ω1

Y/S .

1.6. Let K ⊆ L be two function fields that are separable over a field k. Show
that the canonical map Ω1

K/k ⊗K L → Ω1
L/k is injective if and only if L is

separable over K.

1.7. Let K be a perfect field of characteristic p > 0. Let L be an extension of K.
Show that K ⊆ Lp and that the canonical homomorphism Ω1

L/K → Ω1
L/Lp

is an isomorphism.

1.8. Let X be a smooth algebraic variety of dimension d over a field K.
(a) Let L be a function field over K. Let r = dimL Ω1

L/K . Show that L
can be generated, as a function field over K, by r + 1 elements.

(b) Let x ∈ X. Show that the residue field k(x) can be generated by d +1
elements over K.

1.9. Let p be a prime number, let S = SpecZp, and X =
SpecZp[T1, T2]/(T1T

2
2 + p). Show that X is regular, integral, and that

(Ω1
X/S)tors (see Exercise 5.1.14) is a non-zero coherent sheaf, with support

V (T2) ∩X.



 

220 6. Sheaves of differentials

6.2 Differential study of smooth morphisms

In this section we are going to use the sheaf of differentials to extend the study
of smooth morphisms (Definition 4.3.35). All considered schemes will be locally
Noetherian. For a morphism X → S, we denote Ω1

X/S by Ω1
X if there is no

ambiguity concerning the base scheme.

6.2.1 Smoothness criteria

Lemma 2.1. Let A be a finitely generated algebra over a field k. Let x ∈ SpecA
be a rational point corresponding to a maximal ideal m of A. Then the canonical
homomorphism

δ : m/m2 → Ω1
A/k ⊗A k(x)

deduced from Proposition 1.8(d) is an isomorphism.

Proof The cokernel of δ is Ω1
k(x)/k = 0. It suffices to show that δ is injective.

Let us write A = B/I, where B = k[T1, . . . , Tn]. Let n be the inverse image of m
in B. We have a commutative diagram of exact sequences

I � n/n2 �

�
δ′

m/m2 �

�
δ

0

I �γ Ω1
B/k ⊗ k(x) � Ω1

A/k ⊗ k(x) � 0
where γ is given by the composition of I → I/I2 → Ω1

B/k ⊗B A tensored by
k(x), and where δ′ is given by Proposition 1.8(d). It therefore suffices to show
that δ′ is injective. But this results from Example 1.6 and by using the Taylor
expansion in x. See also Exercise 2.5.

Proposition 2.2. Let X be an algebraic variety over a field k, and let x ∈ X.
Then the following properties are equivalent:

(i) X is smooth in a neighborhood of x;
(ii) Ω1

X,x is free of rank dimx X;
(iii) X is smooth at x.

Proof (ii) =⇒ (i). There exists an open neighborhood U of x such that Ω1
U/k =

Ω1
X/k|U is free of rank n := dimx X (Exercise 5.1.12). By taking U sufficiently

small, we may suppose U is connected and dimU = n. Let k be an algebraic
closure of k. Let U = Uk. Then U is of dimension n (Proposition 3.2.7(a)). By
Proposition 1.24(a), Ω1

U/k
is also locally free of rank n. For any closed point

y ∈ U , we have, by virtue of Lemma 2.1,

dimk(y) TU,y = dimk(y) Ω1
U,y

⊗ k(y) = n.

Consequently, U is regular at the closed points y such that dimy U = n. Let us
show that U is irreducible. Otherwise, there exist two irreducible components of
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U that meet at a closed point x0 with dimx0 U = n. But we have just shown
that such a point is smooth, and hence integral (Proposition 4.2.11). Conse-
quently, U is irreducible, and hence U is of dimension n at all of the closed
points (Exercise 3.2.10(b)). It follows that U is regular (Corollary 4.2.17) and
therefore that U is smooth.

(iii) =⇒ (ii). Let x′ ∈ Xk̄ be a point lying over x. Then x′ has an irreducible
regular open neighborhood W in Xk̄ (Proposition 4.2.24), and W is defined over
a finite extension k′ of k: W ′̄

k
= W for some open subset W ′ of Xk′ (apply

Lemma 3.2.6 to Xk̄ \ W ). Let p : Xk′ → X be the first projection. Then p is
open (Exercise 4.3.9), and U := p(W ′) is contained in the smooth locus of X
(Remark 4.3.31). Thus U is irreducible of some dimension n. Let z ∈ U be a
closed point, and let z′ be a point of U lying above z. Then

dimk(z) Ω1
U,z⊗k(z) = dimk(z′) Ω1

U,z⊗k(z)⊗k(z)k(z′) = dimk(z′) Ω1
U,z′⊗k(z′) = n.

As U is regular (Corollary 4.3.32), hence reduced (Proposition 4.2.11), it follows
from Exercise 5.1.15(a) and (c) that Ω1

U/k is locally free of rank n.

Corollary 2.3. Let f : X → S be a morphism of finite type of locally
Noetherian schemes. Then f is unramified at a point x ∈ X if and only if
Ω1

X/S,x = 0.

Proof Let us denote Ω1
X/S by Ω1

X . Let s = f(x). Then Ω1
X,x ⊗ k(s) = Ω1

Xs,x

(Proposition 1.24(a)). The morphism f is unramified at x if and only if Xs is
smooth at x and x is an isolated point in Xs (Lemma 4.3.20). Let us suppose f
is unramified at x; and then Ω1

X,x ⊗OS,s
k(s) = Ω1

Xs,x = 0. So Ω1
X,x ⊆ msΩ1

X,x ⊆
mxΩ1

X,x. As Ω1
X is coherent, Ω1

X,x = 0 by Nakayama.
Let us now suppose that Ω1

X,x = 0; and thus Ω1
Xs,x = 0. As Ω1

Xs/k(s) is
a coherent sheaf, there exists an open neighborhood U of x in Xs such that
Ω1

Xs,y = 0 for every y ∈ U . Consequently, Ω1
U/k(s) = 0. Let ξ be a generic point

of U . Then Ω1
k(ξ)/k(s) is a localization of Ω1

U,ξ = 0, and hence k(ξ) is algebraic over
k(s). It follows that U is of dimension 0 (Proposition 1.15). By Proposition 2.2,
U is smooth over k(s). Hence f is unramified at x.

Lemma 2.4. Let X → S be a morphism of finite type over a locally Noetherian
scheme S. Fix s ∈ S, x ∈ Xs, and let

d = dimk(x) Ω1
Xs/k(s),x ⊗OXs,x

k(x).

Then in a neighborhood of x, there exists a closed immersion X → Z into a
scheme Z that is smooth over S at x, and such that dimx Zs = d and that
Ω1

Z/S,x is free of rank d over OZ,x.

Proof We may assume that X and S are affine. We will denote Ω1
Y/T by Ω1

Y

for any morphism Y → T . The scheme X is a closed subscheme of an affine
S-scheme Y , smooth at x, and such that Ω1

Y,x is free (e.g., Y = Ar
S for a large

enough r). Let I ⊆ OY be the sheaf of ideals defining X. We have an exact
sequence

Ix/I2
x → Ω1

Y,x ⊗OY,x
OX,x → Ω1

X,x → 0
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(Proposition 1.8(d)). Tensoring by ⊗OS,s
k(s), and then by ⊗OXs,x

k(x), we get
an exact sequence

Ix/I2
x → Ω1

Ys,x ⊗OYs,x
k(x) → Ω1

Xs,x ⊗OXs,x
k(x) → 0

(Proposition 1.8(a)). If dimx Ys = d then we are done by taking Z = Y . Suppose
that m := dimx Ys > d.

By Proposition 2.2, the dimension of Ω1
Ys,x ⊗OYs,x

k(x) over k(x) is equal to
dimx Ys. Hence there exists an f ∈ Ix such that its image df in Ω1

Ys,x⊗OXs,x can
be completed to a basis {df1 = df, df2, . . . , dfm} of Ω1

Ys,x ⊗OXs,x. Restricting
Y , if necessary, we can suppose f ∈ OY (Y ). Let us consider the closed subscheme
Z := V (f) of Y . Then X is a closed subscheme of Z. Let us show that Z is smooth
over S at x and that Ω1

Z,x is free. By Nakayama, E := {df1, . . . , dfm} is a system
of generators for Ω1

Y,x. As Ω1
Y,x is free of rank m, E is a basis of Ω1

Y,x. Hence

Ω1
Z,x = (Ω1

Y,x/(df))⊗OY,x
OZ,x

is free of rank m−1. In particular, Ω1
Zs,x is free of rank m−1. Now the irreducible

components of Zs passing through x are of dimension m− 1 because OYs,x is an
integral domain and the image of f in OYs,x is non-zero. Hence Zs is smooth at x
by Proposition 2.2. Applying Lemma 4.3.16 to the homomorphism OS,s → OY,x,
we deduce from this that OZ,x = OY,x/(f) is flat over OS,s. Hence Z is smooth
at x. We can now conclude the proof by descending induction on dimx Zs.

Proposition 2.5. Let S be a locally Noetherian scheme, and let X → S be a
morphism of finite type, smooth at a point x. Then Ω1

X/S is free of rank dimx Xs

in a neighborhood of x, where s ∈ S is the image of x.

Proof Let d and X → Z be as in Lemma 2.4. Then dimx Xs = d = dimx Zs

by Proposition 2.2. Thus Xs = Zs in a neighborhood of x. By Exercise 4.3.8(a),
X = Z in a neighborhood of x. Hence Ω1

X/S,x = Ω1
Z/S,x is free of rank d. As Ω1

X/S

is coherent, it is free of rank d in a neighborhood of x (Exercise 5.1.12(a)).

Corollary 2.6. Let S be a locally Noetherian scheme, and let X → S be a
flat morphism of finite type with equidimensional fibers of dimension n. Then
X → S is smooth if and only if Ω1

X/S is locally free of rank n.

Proof This results from Propositions 2.2, 2.5, and the base change property
for sheaves of differentials (Proposition 1.24).

The condition that Ω1
X/S is locally free of rank n does not suffice to character-

ize smoothness. Indeed, let X = Sred. Then Ω1
X/S = 0. But X → S is not smooth

if S is not reduced. Let us, however, show a partial converse of Proposition 2.5.
It also generalizes Proposition 2.2.

Theorem 2.7. Let S be a regular locally Noetherian connected scheme, and
let f : X → S be a morphism of finite type with X irreducible. Let x ∈ X be a
point such that

dimOX,x = dimOXs,x + dimOS,s, where s = f(x) (2.5)

Then f is smooth at x if and only if Ω1
X/S,x is free of rank dimx Xs.
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Proof We already know that f smooth at x implies that Ω1
X,x is free of rank

dimx Xs (Proposition 2.5). Conversely, let us suppose that Ω1
X/S is locally free of

rank n. Proceeding in a manner similar to the proof of Proposition 2.5, we can
find a neighborhood U of x in X and a closed immersion U → Z into a scheme
Z → S, the latter being smooth at x and such that Ω1

Z,x is free of rank n.
In particular, dimx Zs = n. The dimension formula (Theorem 4.3.12) implies
that dimOZ,x = dimOX,x. Now OZ,x is regular (Theorem 4.3.36), and hence
integral (Proposition 4.2.11); it follows that OZ,x → OX,x is an isomorphism.
Consequently, f is smooth at x.

Remark 2.8. In this theorem, the Ω1
X/S locally free condition essentially guar-

antees that Xs is smooth at x. The S regular hypothesis serves uniquely to show
that OZ,x is an integral domain. In fact, this condition is verified if S is normal,
or more generally if S is reduced and geometrically unibranch. See [41], IV.17.5.6.

Remark 2.9. Equality (2.5) of the theorem is not very restrictive. Indeed, it is
verified if the following conditions are fulfilled: (a) X, S are locally Noetherian,
irreducible, and f is dominant of finite type; (b) S is universally catenary
(Definition 8.2.1, e.g., if S is an algebraic variety, or, more generally, a scheme of
finite type over a regular scheme, see Corollary 8.2.16); (c) Xs is equidimensional
of dimension dimXη, where η is the generic point of S. See [41], IV.5.6.5.

Proposition 2.10. Let X, Y be schemes of finite type over a locally Noetherian
scheme S. Let f : X → Y be a morphism of S-schemes. Then the canonical
homomorphism

ϕ : (f∗Ω1
Y/S)x → (Ω1

X/S)x

is an isomorphism if f is étale at x. The converse is true if X (resp. Y ) is smooth
over S at x (resp. y).

Proof We have (f∗Ω1
Y/S)x = (Ω1

Y/S)y ⊗OY,y
OX,x. Let us first suppose that f

is étale. As the proposition is of local nature on X, we can suppose that f is
a standard étale morphism (Proposition 4.4.11). The isomorphism then results
from Example 1.12.

Conversely, let us suppose that ϕ is an isomorphism. Then (Ω1
X/Y )x = 0.

Hence f is unramified at x. By Proposition 4.4.11, in a neighborhood of x, we
can decompose f : X → Y into a closed immersion g : X → Z followed by an
étale morphism h : Z → Y . From the above, h∗Ω1

Z/S → Ω1
Y/S is an isomorphism.

We can therefore replace Y by Z and suppose that f is a closed immersion.
By Corollary 2.6, X and Y are smooth over S of the same relative dimension
in a neighborhood of x; thus f is an open immersion, and hence étale in a
neighborhood of x.

6.2.2 Local structure and lifting of sections

The preceding results let us refine the local structure of smooth schemes over S.
Such a scheme is ‘locally, for the étale topology’ an open subset of An

S . More



 

224 6. Sheaves of differentials

precisely we have:

Corollary 2.11. Let S be a locally Noetherian scheme, and let f : X → S be
a morphism, smooth at a point x. Then there exists an open neighborhood U of
x such that f |U : U → S decomposes into

U�
�
���f |U

�g
An

S

�
S

with g étale at x, and where the vertical arrow is the structural morphism.

Proof We may suppose S = SpecA is affine. Let {df1, . . . , dfn} be a basis of
Ω1

X,x over OX,x. Restricting X if necessary, we can suppose that the functions
fi are regular on X. They define a homomorphism A[T1, . . . , Tn] → OX(X)
which sends Ti to fi. Let Y = An

S and let g : X → Y denote the corresponding
morphism. Let us show that g is étale at x. We have g∗(dTi) = dfi. It follows
that

(g∗Ω1
Y/S)x → (Ω1

X/S)x

is surjective and therefore bijective because the two factors are free of the same
rank. It follows from Proposition 2.10 that g is étale at x.

Corollary 2.12. Let S be a locally Noetherian scheme, and let f : X → S be
a morphism of finite type. Then the set of points x ∈ X such that f is smooth
at x is open in X.

Proof By the preceding corollary, it suffices to show the assertion for étale
morphisms. But this has already been done (Corollary 4.4.12).

Corollary 2.13. Let S = SpecA be the spectrum of a complete Noetherian
local ring, with closed point s. Let X → S be a smooth morphism. Then the
canonical map

X(S) → Xs(k(s))

is surjective. In other words, any rational point of Xs lifts to a section of X → S.

Proof Let x ∈ Xs be a rational point. Let g : U → An
S be as in Corollary 2.11.

It is clear that g(x) lifts to a section S → An
S . The latter induces, by base

change, an étale morphism Z := U ×An
S

S → S. Let p : Z → U be the first
projection. Then x = p(z), where z = (x, f(x)) ∈ Zs(k(s)). It is enough to show
that z lifts to a section of Z → S. By Proposition 4.3.26, the homomorphism
A → OZ,z induces an isomorphism A = Â � ÔZ,z, and hence a homomorphism
of A-algebras OZ,z → A which induces a section S → SpecOZ,z → Z.

Remark 2.14. The proof above shows that the A complete hypothesis is not
necessary for the surjectivity. It suffices that A be a Henselian local ring. See [15],
Proposition 2.3.5.
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Let us conclude with a property of infinitesimal lifting of smooth or unrami-
fied morphisms.

Proposition 2.15. Let S be a locally Noetherian scheme and f : X → S
a smooth (resp. étale; resp. unramified) morphism. Let Y = SpecA be a
Noetherian local affine scheme. Then for any closed subscheme Y0 of Y defined
by a nilpotent ideal I, the canonical morphism

θ : MorS(Y, X) → MorS(Y0, X)

induced by the closed immersion Y0 → Y is surjective (resp. bijective; resp.
injective).

Proof Let us start by reducing the general case. First of all, by replacing X → S
by X ×S Y → Y , we can suppose Y = S. Next we may suppose I2 = 0. Indeed,
we have Ir = 0 for some r ≥ 2. Let Si = V (Ii+1), 0 ≤ i ≤ r − 1. Then Si is a
closed subscheme of Si+1 defined by an ideal of square zero. As MorS(S, X) →
MorS(S0, X) is the composition of the maps MorS(Si+1, X) → MorS(Si, X), and
MorS(Si, X) = MorSi(Si, X ×S Si) (this is bijection (1.2) of Remark 3.1.6), we
see that it is sufficient to consider the case I2 = 0.

Let σ : S0 → X. Let s be the closed point of S, and x = σ(s). For
any open subscheme U of X containing x, we have σ ∈ MorS(S0, U) and
θ−1(MorS(S0, U)) = MorS(S, U). Hence the problem of lifting σ is of local nature
in X. Let us suppose f is smooth. After, if necessary, shrinking X, we can sup-
pose that f decomposes into an étale morphism g : X → An

S followed by the
projection An

S → S (Corollary 2.11). Moreover, we may suppose that X is an
open subscheme of a scheme that is standard étale over an open subset of An

S

(Proposition 4.4.11). Hence OX,x is the localization of

B := A[T0, T1, . . . , Tn, , P ′(T )−1]/(P (T ))

at a prime ideal p, where P (T ) is a monic polynomial in T0 and P ′(T ) denotes the
derivative with respect to T0. The morphism σ corresponds to a homomorphism
of A-algebras σ# : OX,x → A/I. Let ti denote the image of Ti in Bp. For any
a ∈ A, let ã denote its image in A/I. We have σ#(ti) = ãi. Let α = (a0, . . . , an).
Then P (α) ∈ I and P ′(α) ∈ A∗. Let ε = −P (α)/P ′(α) ∈ I. The Taylor expan-
sion of P (as a polynomial in T0) gives

P (a0 + ε, a1, . . . , an) = P (α) + P ′(α)ε = 0

(note that I2 = 0). If necessary replacing α by (a0 + ε, a1, . . . , an) (which does
not modify σ#), we can suppose that P (α) = 0. It is now clear that σ# :
Bp → A/I lifts to a homomorphism of A-algebras Bp → A which sends ti to
ai. The morphism S → SpecBp → X induced by this homomorphism is a lift
of σ : S0 → X.

If β = (b0, . . . , bn) ∈ An+1 is another possible lift, then P (β) = 0, and
bi − ai ∈ I. Therefore

P (β) = P (α) + DαP · (β − α),

which implies that β − α = 0 because DαP is an invertible linear map. In other
words, if f is étale (hence n = 0), then MorS(S, X) → MorS(S0, X) is bijective.
The same method shows that if f is unramified, then this map is injective.
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Remark 2.16. We can show that the proposition above is true if we take an
arbitrary affine scheme for Y , and that in that case, the converse is also true.
See [15], Proposition 2.2.6, or [41], IV.17.4.1, IV.17.5.1, and IV.17.6.1.

Exercises

2.1. Let X → S be a smooth morphism of locally Noetherian schemes. Let
s ∈ S and x ∈ Xs be a k(s)-rational point. Show that there exists an
isomorphism of ÔS,s-algebras

ÔX,x � ÔS,s[[T1, . . . , Tn]],

where n = dimOXs,x.

2.2. Let X be an algebraic variety over a field k. Show that X is smooth if
and only if Ω1

X/k is locally free and for any generic point ξ of X, k(ξ) is
a separable extension of k (Definition 1.14).

2.3. Let S be a locally Noetherian scheme. Show that if X → S is smooth,
then s �→ dimXs is locally constant.

2.4. Let X be a smooth connected algebraic variety over a field k of charac-
teristic p > 0. Let F : X → X(p) be the Frobenius. We want to compute
Ω1

X/X(p) .

(a) Let us suppose X = SpecAn
k . Show that Ω1

X/X(p) is free of rank n

on X.
(b) Show that in the general case, Ω1

X/X(p) is locally free of rank dimX.

2.5. Let X → S be a morphism of finite type, and let x ∈ Xs for some s ∈ S.
(a) Using Lemma 2.4, show that dimk(x) TXs,x ≤ dimk(x) Ω1

Xs,x ⊗ k(x).
(b) Let mx be the maximal ideal of OX,x. Show that we have a canonical

exact sequence

mx/m2
x → Ω1

Xs,x ⊗ k(x) → Ω1
k(x)/k(s) → 0.

(c) Let us suppose that x is closed in Xs and that k(x) is separable over
k(s). Show that (Ω1

X/S,x ⊗ k(x))∨ � TXs,x.

2.6. Let X → Y be a morphism of finite type of locally Noetherian regular
schemes. Let y ∈ Y , and let x ∈ Xy be a closed point such that k(x) is
separable over k(y).
(a) Show that in a neighborhood of x, there exists a closed immersion

i : X → Z into a scheme Z that is smooth of relative dimension
dimOX,x over Y .

(b) Show that locally in x, X is a closed subscheme of codimension
dimOY,y of a smooth scheme over Y .
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2.7. Let S be a locally Noetherian scheme, and let X → S be a morphism of
finite type, smooth at a closed point x ∈ Xs.
(a) Let us suppose dimXs > 0. Show that there exists a closed subscheme

Z of X containing x, smooth over S at x, with dimZs < dimXs.
(b) Using (a) or Corollary 2.11, show that there exists an étale morphism

T → S such that X ×S T → T admits a section, whose image T →
X×ST → X contains x. Such a section is called an étale quasi-section
of X → S.

2.8. Let S be a Noetherian local scheme, with closed point s. Let f : X → S
be a proper flat morphism. We suppose that Xs is smooth over k(s). Show
that X is smooth over S.

2.9. Let X, Y be locally Noetherian integral schemes. Let f : X → Y be a
dominant morphism of finite type. We say that f is generically separable
(resp. generically étale) if k(Y )/k(X) is a separable (resp. finite separable)
extension.
(a) Show that if f is generically separable (resp. generically étale), then

there exists a non-empty open subset U of X such that f |U : U → Y
is smooth (resp. étale).

(b) Let us suppose that f is proper and that the generic fiber of f is
smooth. Show that under the hypothesis of (a), there exists a non-
empty open subset V of Y such that f−1(V ) → V is smooth (resp.
étale).

2.10. Let S be a locally Noetherian scheme, and let f : X → Y be a morphism
of smooth S-schemes.
(a) Show that if f is smooth, then the complex

0 → f∗Ω1
Y/S → Ω1

X/S → Ω1
X/Y → 0

is exact.
(b) Let us suppose X, Y are integral. Show that the complex above stays

exact if X → Y is generically separable. See also Exercise 3.8.

2.11. Let A → B be a finite homomorphism of Noetherian rings. We suppose
that A is a complete local ring, with residue field k. Let k′ be the largest
sub-k-algebra of B ⊗A k that is separable over k. Show that A → B
decomposes into a finite étale homomorphism A → C followed by a finite
homomorphism C → B, with C simple over A (i.e., C = A[c] for some
c ∈ C) and C ⊗A k = k′.

6.3 Local complete intersection

In this section, we study a more general class of morphisms than that
of the smooth morphisms, namely that of the local complete intersections
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(Definition 3.17). It turns out that any morphism X → Y of finite type between
regular Noetherian schemes is a local complete intersection (Example 3.18). To
stay at an elementary level, we have tried to avoid homological algebra, which
would have rendered the local study of these morphisms more elegant, and which,
above all, is more powerful. We therefore encourage the curious reader to pursue
this matter by consulting, for example, [33], Chapter III.

Unless explicitly mentioned otherwise, we will suppose all schemes in this
section to be locally Noetherian. This condition is not useful in all of the state-
ments, but we prefer thus to keep a uniform hypothesis.

6.3.1 Regular immersions

Definition 3.1. Let A be a ring, and let a1, . . . , an be a sequence of elements
of A. We say that it is a regular sequence if a1 is not a zero divisor and if for any
i ≥ 2, ai is not a zero divisor in A/(a1, . . . , ai−1).

Example 3.2. Let A be a regular Noetherian local ring; then we easily verify,
using Corollary 4.2.15 and Proposition 4.2.11, that any coordinate system forms
a regular sequence.

Remark 3.3. Let a1, . . . , an be a sequence of elements in a ring A. The regular-
ity property depends, in general, on the order of the ai. However, we can show
that if A is a Noetherian local ring and the ai belong to the maximal ideal, then
the regularity of the sequence is independent of the order. See Exercise 3.1.

Definition 3.4. Let Y be a locally Noetherian scheme, and let f : X → Y
be an immersion (Exercise 3.2.3; we can restrict ourselves to closed immersions
if we want to, which will not modify the results). We say that f is a regular
immersion at x ∈ X (resp. regular immersion of codimension n at x) if the ideal
Ker(OY,f(x) → OX,x) is generated by a regular sequence (resp. regular sequence
of n elements) in OY,f(x). We say that f is a regular immersion (resp. regular
immersion of codimension n) if the property holds at every point of X.

Example 3.5. Let Y = Pd
k be a projective space over a field k. Let X be a closed

subvariety of Y . If X is a complete intersection of dimension r (Exercise 5.3.3),
then the canonical injection X → Y is a regular immersion of codimension d−r.

Lemma 3.6. Let A be a ring. Let I be an ideal generated by a regular sequence
a1, . . . , an. Then the images of the ai in I/I2 form a basis of I/I2 over A/I. In
particular, I/I2 is a free A/I-module of rank n.

Proof Let us first show the following property by induction on n:

∑
1≤i≤n

aixi = 0, xi ∈ A =⇒ xi ∈ I for every i.

This is obvious if n = 1. Let us suppose this is true for any regular sequence
of n − 1 elements. As an does not divide zero in A/(a1, . . . , an−1), we have
xn ∈ (a1, . . . , an−1). Let us write xn =

∑
1≤i≤n−1 aiyi with yi ∈ A. It follows that
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∑
1≤i≤n−1 ai(xi + anyi) = 0. By the induction hypothesis, we have xi + anyi ∈

(a1, . . . , an−1), hence xi ∈ I for i ≤ n − 1, and we have already shown that
xn ∈ I.

Now let x1, . . . , xn ∈ A be such that

∑
1≤i≤n

aixi ∈ I2 =
∑

1≤i≤n

aiI.

We then have
∑

1≤i≤n ai(xi − zi) = 0 for some zi ∈ I. From the above, we have
xi − zi ∈ I, whence xi ∈ I. This shows that the images of the ai in I/I2 form a
free family over A/I. It is therefore a basis since the ai generate I.

Definition 3.7. Let f : X → Y be an immersion into a scheme. Let V be an
open subscheme of Y such that f factors through a closed immersion i : X → V ,
and let J be the sheaf of ideals defining i. We call the sheaf i∗(J /J 2) on X
the conormal sheaf of X in Y , and we denote it by CX/Y (we easily verify that
CX/Y does not depend on the choice of V ). As J /J 2 is killed by J , we have
i∗CX/Y = J /J 2. The dual of CX/Y is called the normal sheaf of X in Y , and
we denote it by NX/Y .

Corollary 3.8. Let f : X → Y be a regular immersion. Then CX/Y is a locally
free sheaf on X, of rank n if f is a regular immersion of codimension n.

Proof For any x ∈ X, we have f∗(J /J 2)x = Jy/J 2
y , where y = f(x), and the

kernel of the surjective homomorphism OY,y → OX,x is Jy. The lemma above
implies that f∗(J /J 2)x is free (of rank n if f is of codimension n) over OX,x.

Remark 3.9. Let f : X → Y be a regular immersion. If X is connected, then
f∗(J /J 2) is locally free of some rank n because x �→ rank(J /J 2)x is a locally
constant map on X (Exercise 5.1.12(a)). Consequently, f is a regular immersion
of codimension n.

Lemma 3.10. Let φ : A → B be a flat homomorphism of rings, let a1, . . . , an

be a regular sequence in A. Then φ(a1), . . . , φ(an) is a regular sequence in B.

Proof By induction on n, and because A/(a1, . . . , ai) → B/(φ(a1), . . . , φ(ai))
is flat for every i ≤ n, we can reduce to the case when n = 1. Now a1 not dividing
zero is equivalent to saying that the map A → A given by multiplication by a1 is
an injective linear homomorphism. By tensoring with B, the map becomes the
multiplication by φ(a1) on B. It is injective by the flatness hypothesis. Therefore
φ(a1) does not divide zero.

Proposition 3.11. Let X, Y, Y ′, Z be locally Noetherian schemes. The following
properties are true.

(a) Let f : X → Y , g : Y → Z be regular immersions (resp. of respective
codimensions n and m). Then g ◦ f is a regular immersion (resp. of
codimension n + m). Moreover, we have a canonical exact sequence

0 → f∗CY/Z → CX/Z → CX/Y → 0. (3.6)
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(b) Let X be a closed subscheme of Y . We suppose that the canonical injec-
tion X → Y is a regular immersion of codimension n. Then for any irre-
ducible component Y ′ of Y , we have codim(X∩Y ′, Y ′) = n if X∩Y ′ 
= ∅.
Moreover, dimOX,x = dimOY,x − n for all x ∈ X.

(c) Let f : X → Y be a regular immersion. Let Y ′ → Y be a morphism,
and let us consider the base change X ′ := X ×Y Y ′ → Y ′. Then we
have a canonical surjective homomorphism p∗CX/Y → CX′/Y ′ , where
p : X ′ → X is the projection.

(d) Let us keep the hypotheses of (c) and let us suppose that Y ′ → Y is
flat. Then X ′ → Y ′ is a regular immersion, of codimension n if f is of
codimension n. Moreover, p∗CX/Y → CX′/Y ′ is an isomorphism.

Proof (a) Let us show exact sequence (3.6), the rest following immediately
from the definition. By construction of the conormal sheaves, we immediately
have a canonical exact sequence

f∗CY/Z → CX/Z
α−→ CX/Y → 0.

The sheaves in the sequence are locally free and coherent. It follows that Kerα is
flat (Exercise 1.2.15) and coherent, and hence locally free (Theorem 1.2.16). The
homomorphism f∗CY/Z → Kerα is surjective, and the two sheaves have stalks
of the same rank; it is therefore an isomorphism (Exercise 5.1.13).

(b) As the property is local (Exercise 2.5.2), we can reduce to the case when
Y is the spectrum of a Noetherian local ring A, with closed point y. Then Jy

is generated by a regular sequence a1, . . . , an. By induction on n, it suffices to
show the property when n = 1 (hence X = V (a1)). Let p be the minimal prime
ideal of A corresponding to Y ′. Let b be the image of a1 in A/p. Then b 
= 0
(Exercise 2.1.4(a)). It follows that codim(X ∩ Y ′, Y ′) = 1 (Theorem 2.5.12)
and dimX ∩ Y ′ = dimY ′ − 1 (Theorem 2.5.15). This last equality implies that
dimX = dimY − 1, by varying Y ′.

As the proof of (c) poses no difficulty, it remains to show assertion (d). The
fact that X ′ → Y ′ is a regular immersion results from Lemma 3.10. Finally,
p∗CX/Y → CX′/Y ′ is an isomorphism because it is surjective and the two sheaves
are, locally on X, free of the same rank.

Remark 3.12. Let X → Y be an immersion. Let Y ′ → Y be a faithfully
flat morphism with Y ′ locally Noetherian. If X ×Y Y ′ → Y ′ is a regular
immersion, then so is X → Y (Exercise 3.2(c)). This is a partial converse of
Proposition 3.11(d).

Proposition 3.13. Let S be a locally Noetherian scheme. Let X, Y be smooth
schemes over S. Then any immersion f : X → Y of S-schemes is a regular
immersion, and we have a canonical exact sequence on X:

0 → CX/Y → f∗Ω1
Y/S → Ω1

X/S → 0. (3.7)

Proof Let x ∈ X, y = f(x), and let s be the image of x in S. We are going to
show by induction on e := dimy Ys − dimx Xs that f is a regular immersion of
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codimension e at x. We have seen in the proof of Proposition 2.5 that if e = 0,
then f is an isomorphism (hence a regular immersion) at x, and that if e ≥ 1,
then there exists an f1 ∈ Jy \ {0} such that Z := V (f1), which is defined in
a neighborhood of y, is smooth over S at x. The canonical injection Z → Y is
clearly a regular immersion at x, and we have dimy Zs − dimx Xs = e − 1. By
applying the induction hypothesis and Proposition 3.11(a), we conclude that f
is a regular immersion.

Let us now show exact sequence (3.7). Replacing Y if necessary, by an open
subset, we can suppose that f is a closed immersion. The complex (3.7) is given
in Proposition 1.24(d), and we know that it is exact except perhaps on the left.
The sheaves of the complex are locally free, and for any x ∈ X, we have

rank(f∗Ω1
Y/S)x − rank(Ω1

X/S)x = dimy Ys − dimx Xs = e = rank(CX/Y )x

(Corollary 3.8). By an argument similar to that of Proposition 3.11(a), we con-
clude that (3.7) is exact on the left.

Corollary 3.14. Let Y be a locally Noetherian scheme, and let f : X → Y be
a separated smooth morphism. Then any section π : Y → X of f is a regular
closed immersion. Moreover, we have a canonical isomorphism CY/X � π∗Ω1

X/Y .

Proof Indeed, π is a closed immersion (Exercise 3.3.6) of smooth schemes over
Y . Applying exact sequence (3.7) to the morphism of Y -schemes π : Y → X, we
obtain the desired isomorphism.

Lemma 3.15. Let S be a locally Noetherian scheme, and let i : X → Y be an
immersion of locally Noetherian S-schemes. Let us fix s ∈ S and x ∈ Xs and let
us suppose that is : Xs → Ys is a regular immersion at x and that X and Y are
flat over S at x. Then i is a regular immersion at x.

Proof We may suppose that i is a closed immersion. Let J ⊆ OY be the sheaf
of ideals defining i. From the exact sequence

0 → Jx → OY,x → OX,x → 0

we deduce the exact sequence

0 → Jx ⊗OS,s
k(s) = JxOYs,x → OYs,x → OXs,x → 0

(Proposition 1.2.6). By hypothesis, there exist a1, . . . , an ∈ Jx whose images
a′

1, . . . , a
′
n in JxOYs,x form a regular sequence and generate JxOYs,x. We have

(Jx/(a1, . . . , an))⊗OS,s
k(s) = 0.

By Nakayama’s lemma on OY,x, this implies that Jx = (a1, . . . , an). As a′
1 does

not divide zero, OY,x/(a1) is flat over OS,s (Lemma 4.3.16). Hence a1 does not
divide zero (Exercise 4.3.14). The scheme V (a1), which is defined in a neighbor-
hood of x, is flat over S at x. Moreover, V (a1) → Y is a regular immersion. We
can therefore replace Y by V (a1). Thus we see, little by little, that X → Y is a
regular immersion at x.
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Remark 3.16. The converse of the lemma is true. It follows from Corollary 3.24
and Lemma 3.21.

6.3.2 Local complete intersections

Definition 3.17. Let Y be a locally Noetherian scheme. Let f : X → Y be a
morphism of finite type. We say that f is a local complete intersection at x if
there exist a neighborhood U of x and a commutative diagram

Z

�
g

U �f |U

��

���i

Y

where i is a regular immersion and g is a smooth morphism. We say that f
is a local complete intersection (l.c.i., to abbreviate) if it is a local complete
intersection at all of its points.

Example 3.18. Let f : X → Y be a morphism of finite type of regular locally
Noetherian schemes. Then f is an l.c.i. Indeed, as the property is local, we may
suppose that X is a closed subscheme of some An

Y . Now since An
Y is regular, it

follows from Corollary 4.2.15 that X → An
Y is a regular immersion. As An

Y → Y
is smooth, f is indeed an l.c.i.

Remark 3.19. Let f : X → Y be a morphism of locally Noetherian schemes
that is smooth at a point x. Then locally in x, we can always decompose f into
a regular immersion X → An+1

Y followed by the projection An+1
Y → Y . This

immediately follows from Proposition 3.13. We can therefore replace the smooth
morphism Z → Y in Definition 3.17 by the projection Am

Y → Y for some m ≥ 1.

Proposition 3.20. The following properties are true.

(a) Regular immersions and smooth morphisms are l.c.i.
(b) Local complete intersections are stable under composition.
(c) Let f : X → Y be an l.c.i., and let Y ′ → Y be a flat morphism. Then

fY ′ : X ×Y Y ′ → Y ′ is an l.c.i.

Proof (a) immediately follows from the definition. (b) Let f : X → Y and
g : Y → Z be two l.c.i.s. We want to show that g◦f is an l.c.i. As the composition
of regular immersions (resp. smooth morphisms) is still a regular immersion
(resp. a smooth morphism), it suffices to consider the case when f is smooth
and g is a regular immersion. As the property is local, we may suppose that f
factors into a closed immersion i : X → An

Y followed by the projection onto Y . It
follows from Proposition 3.13 that i is a regular immersion. Moreover, g induces
a regular immersion An

Y → An
Z (Proposition 3.11(d)), and hence g ◦ f factors

into a regular immersion X → An
Z followed by the projection An

Z → Z which is
a smooth morphism. This proves that g ◦ f is an l.c.i. Finally, (c) results from
Propositions 3.11(d) and 4.3.38.
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Lemma 3.21. Let f : X → Y be an immersion into a locally Noetherian
scheme. Let us suppose that f is an l.c.i. Then f is a regular immersion.

Proof We decompose f locally into a regular immersion i : X → Am
Y followed

by the projection Am
Y → Y (see Remark 3.19). The lemma then immediately

results from Exercise 3.2(c).

Corollary 3.22. Let f : X → Y be an l.c.i. Let us suppose that f decomposes
into an immersion i : X → Z followed by a smooth morphism g : Z → Y . Then
i is a regular immersion. Moreover, if f is a regular immersion, then we have a
canonical exact sequence

0 → CX/Y → CX/Z → i∗Ω1
Z/Y → 0.

Proof Replacing Z by an open subscheme if necessary, we may suppose that
i is a closed immersion. Let us consider W := X ×Y Z and the commutative
fibered product diagram

W

�
p

�q
Z

�
g

X �f

�
π

���
��i

Y

Then the projection q : W → Z is an l.c.i. by Proposition 3.20(c). The immersion
i : X → Z induces a section π : X → W of the projection p : W → X. As the
latter is smooth, π is a regular immersion (Corollary 3.14); hence i = q ◦ π is an
l.c.i., and a regular immersion (Lemma 3.21). Let us suppose that f is a regular
immersion. Then so is q, and we have the exact sequence

0 → π∗CW/Z → CX/Z → CX/W → 0

(Proposition 3.11(a)). Moreover,

π∗CW/Z = π∗p∗CX/Y = CX/Y , CX/W = π∗Ω1
W/X = π∗q∗Ω1

Z/Y = i∗Ω1
Z/Y

(Corollary 3.14). This completes the proof of the corollary.

Remark 3.23. The corollary above and Remark 3.12 imply the following partial
converse of Proposition 3.20(c): if f : X → Y is of finite type and if X×Y Y ′ → Y ′

is an l.c.i. for a locally Noetherian scheme Y ′ that is faithfully flat over Y , then
f is an l.c.i.

Corollary 3.24. Let Y be a locally Noetherian scheme, and let f : X → Y be
a flat morphism of finite type. Then f is an l.c.i. if and only if for every y ∈ Y ,
fy : Xy → Spec k(y) is an l.c.i.

Proof As the property is local, we may suppose that f decomposes into an
immersion i : X → Z = An

Y followed by the projection Z → Y . Let us fix y ∈ Y
and x ∈ Xy. Let us suppose that fy is an l.c.i. By Corollary 3.22, Xy → Zy is
a regular immersion, and hence X → Z is a regular immersion (Lemma 3.15).
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This proves that f is an l.c.i. Conversely, let us suppose that f is an l.c.i., hence
i is a regular immersion, defined by a regular sequence b1, . . . , bm ∈ OZ,x. In
particular, we have dimOX,x = dimOZ,x −m (Exercise 3.4(a)). In addition,

dimOXy,x = dimOX,x − dimOY,y, dimOZy,x = dimOZ,x − dimOY,y

(Theorem 4.3.12). Hence dimOXy,x = dimOZy,x − m. It follows from
Exercise 3.4(c) that the images of the bi in OZy,x form a regular sequence, and
hence Xy → Zy is a regular immersion.

Exercises

3.1. Let (A,m) be a Noetherian local ring, and let (a1, a2, . . . , an) be a regular
sequence of elements of m. We want to show that (aσ(1), . . . , aσ(n)) is a
regular sequence for any permutation σ.
(a) Show that it suffices to consider the case n = 2 (decompose σ as a prod-

uct of transpositions (i, i + 1) and consider the ring A/(a1, . . . , ai−1)).
(b) Let J = Ann(a2) be the annihilator of a2. Show that J = a1J . Deduce

from this that J = 0 (Theorem 1.3.13). Here we need the A Noetherian
and a1 ∈ m hypothesis. Show that (a2, a1) is a regular sequence.

3.2. Let us keep the notation and hypotheses of Exercise 3.1. Let (b1, . . . , bm)
be a minimal system of generators of I = (a1, . . . , an).
(a) Show that, permuting the ai if necessary (which, by Exercise 3.1,

does not change the fact that a1, . . . , an is a regular sequence), there
exists an a ∈ A∗ such that bm ∈ aan + (a1, . . . , an−1). Show that
(a1, . . . , an−1, bm) is a regular sequence.

(b) Show that m = n and that (b1, . . . , bm) is a regular sequence.
(c) Let T be a variable, and B the localization of A[T ] at the maximal

ideal (m, T ). Show that if an ideal J of A is such that (J, T ) ⊆ B
is generated by a regular sequence, then J is generated by a regular
sequence in A. Show the same result with more than one variable.

(d) Let C be a faithfully flat Noetherian local A-algebra. Let J be an ideal
of A such that JC is generated by a regular sequence. Show that J is
generated by a regular sequence in A.

3.3. Let f : X → Y , g : Y → Z be immersions of locally Noetherian schemes.
Show that if f and g ◦ f are regular immersions, then so is g. Give an
example where g ◦ f and g are regular immersions without f being one.

3.4. Let (A,m) be a Noetherian local ring that is equidimensional (i.e., the
irreducible components of SpecA are of the same dimension).
(a) Let a1, . . . , ar be a regular sequence in m. Show that A/(a1, . . . , ar) is

equidimensional of dimension dimA− r (use Theorem 2.5.15).
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(b) Let ar+1, . . . , am ∈ m be such that ar+1 is a zero divisor in
A/(a1, . . . , ar). Show that dimA/(a1, . . . , am) ≥ dimA−m + 1.

(c) Let b1, . . . , bm ∈ m be such that A/(b1, . . . , bm) is of dimension dimA−
m. Show that b1, . . . , bm is a regular sequence.

3.5. Let Y be a locally Noetherian scheme, and let f : X → Y be a finite
surjective l.c.i.
(a) Let x ∈ X and y = f(x). Show that dimOX,x = dimOY,y.
(b) Show that there exists an affine open neighborhood U of x, isomorphic

to a closed subscheme V (I) of an affine space An
V over an affine open

neighborhood V of y, with I generated by n elements F1, . . . , Fn ∈
OY (V )[T1, ..., Tn] (use Exercise 3.4(a)).

(c) Let F 1, . . . , Fn be the images of the Fi in k(y)[T1, ..., Tn]. Show that
the F i form a regular sequence (use Exercise 3.4(b)). Deduce from this
that f is flat (use Lemma 4.3.16).

3.6. Let Y be a locally Noetherian scheme, and let f : X → Y be a closed
immersion defined by a sheaf of ideals J ⊆ OY . Let x ∈ X. Show that if
Jf(x) is generated by a regular sequence, then there exists an affine open
neighborhood V of f(x) such that J (V ) is generated by a regular sequence.

3.7. (Lifting of the formal structure). Let X → Y be a flat morphism of finite
type between locally Noetherian schemes. Let y ∈ Y and let x ∈ Xy be
such that k(x) = k(y). We suppose that Xy → Spec k(y) is an l.c.i. at x.
(a) Show that there exists an exact sequence

0 → I → k(y)[[T1, . . . , Tn]] → ÔXy,x → 0

where I is an ideal generated by a regular sequence f1, . . . , fr, and
where ÔXy,x is the completion for the mx-adic topology. Show that we
can choose n = dimk(x) Ω1

Xy/k(y),x ⊗ k(x) + 1.

(b) Show that for any exact sequence as in (a), there exists an exact
sequence

0 → I → ÔY,y[[T1, . . . , Tn]] → ÔX,x → 0
where I is an ideal generated by a regular sequence F1, . . . , Fr, and
where the canonical image of Fi in k(y)[[T1, . . . , Tn]] is equal to fi.

3.8. Let X, Y be Noetherian integral schemes over a scheme S. Let f : X → Y
be a dominant l.c.i., and suppose that K(X)/K(Y ) is a (not necessarily
algebraic) separable extension.
(a) Let us suppose that there exists a regular immersion i : X → Z :=

An
Y . Show that the canonical homomorphism δ : CX/Z → Ω1

Z/Y |X is
injective (show that the support of Ker δ is different from X).

(b) Show that the complex
0 → f∗Ω1

Y/S → Ω1
X/S → Ω1

X/Y → 0
is exact (use Lemma 1.11(b)).
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6.4 Duality theory

An important tool for studying the cohomology of coherent sheaves on a projec-
tive scheme is Serre duality (generalized by Grothendieck), see Definition 4.18.
To stay within the limits of this book, we will not prove the duality theorem. This
section is rather devoted to the canonical sheaf ωX/Y for a quasi-projective l.c.i.
f : X → Y . This sheaf coincides with the determinant of Ω1

X/Y when X → Y is
smooth. It turns out that this sheaf is also the dualizing sheaf (Theorem 4.32) if
f is moreover flat.

6.4.1 Determinant

Let us first of all recall some notions from tensor algebra. Let A be a ring and
M an A-module. We define the tensor algebra T (M) of M as the direct sum

T (M) =
⊕
n≥0

M⊗n.

By convention, M⊗0 = A even if M = 0. We have a natural structure of an (in
general non-commutative) A-algebra on T (M). Let

∧(M) =
⊕
n≥0

∧nM

be the quotient of T (M) by the two-sided ideal generated by the elements of the
form x⊗x, x ∈ M . We call ∧(M) the exterior algebra of M . We let x1 ∧ · · · ∧xn

denote the image of x1⊗· · ·⊗xn in ∧nM . We have x1∧· · ·∧xn = 0 if there exist
two distinct indices i 
= j such that xi = xj . Moreover, we have x ∧ y = −y ∧ x
(expand (x + y) ∧ (x + y)). We deduce from this that xσ(1) ∧ · · · ∧ xσ(n) =
ε(σ)x1 ∧ · · · ∧ xn for any permutation σ (where ε is the signature of σ).

Let M be a free module of finite rank r over A; then detM := ∧rM is free
of rank 1 over A. It is called the determinant of M . If M = 0, we have T (M) =
∧(M) = detM = A. Let {e1, . . . , er} be a basis of M ; then e1∧· · ·∧er is a basis
of detM . Let e′

1, . . . , e
′
r be elements of M ; we have (e′

1, . . . , e
′
r) = (e1, . . . , er) ·P

for some matrix P ∈ Mr(A). A direct computation shows that

e′
1 ∧ · · · ∧ e′

r = (detP ) · (e1 ∧ · · · ∧ er). (4.8)

In particular, we deduce from this that {e′
1, . . . , e

′
r} is a basis of M if and only if

e′
1 ∧ · · · ∧ e′

r is a basis of detM . If φ : M → N is a homomorphism of A-modules,
then we canonically have a homomorphism ∧nM → ∧nN for every n ≥ 0. If M
and N are free of the same finite rank, then φ canonically induces a homomor-
phism detφ : detM → detN .

Lemma 4.1. Let M be a free A-module of finite rank.

(a) Let B be an A-algebra. Then we have a canonical isomorphism det(M⊗A

B) � (detM) ⊗A B, the left-hand side being the determinant as a
B-module.
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(b) Let 0 → L
α−→ M

β−→ N → 0 be an exact sequence of free A-modules of
finite rank. Then we have a canonical isomorphism:

(detL)⊗A (detN) � detM.

(c) We have a canonical isomorphism det(M∨) � (detM)∨ (the sign ∨

denotes the dual).
(d) The isomorphisms of (b) and (c) commute with extension of scalars.

Proof We may suppose that the considered modules are non-zero. (a) Let
{e1, . . . , er} be a basis of M over A. Let e′

i = ei ⊗ 1 ∈ M ⊗A B. Then the
homomorphism (detM)⊗A B → det(M ⊗A B) defined by (e1 ∧ · · · ∧ er)⊗ b �→
(e′

1 ∧ · · · ∧ e′
r)b is clearly an isomorphism independent of the choice of the basis.

(b) Let {e1, . . . , er}, {f1, . . . , fq} be respective bases of L and N . Let gj ∈
β−1(fj), j ≤ q. Then the set {α(ei), gj}i≤r,j≤q is a basis of M . Let us set

ψ ((e1 ∧ · · · ∧ er)⊗ (f1 ∧ · · · ∧ fq)) = α(e1) ∧ · · · ∧ α(er) ∧ g1 ∧ · · · ∧ gq.

Then ψ defines an isomorphism detL ⊗ detN � detM . It is easy to verify first
that ψ does not depend on the choice of the gj ∈ β−1(fj), and next that it does
not depend on the choice of the bases of L and N either.

(c) Let e∗
1, . . . , e

∗
n be the dual basis of M∨. We define a bilinear map ψ :

(detM) × det(M∨) → A by ψ(e1 ∧ · · · ∧ en, e∗
1 ∧ · · · ∧ e∗

n) = 1. Then ψ is
clearly non-degenerate and we verify without trouble that its definition does not
depend on the choice of a basis. Finally, (d) comes from the construction of the
isomorphisms.

The notions that we have just looked at carry over to quasi-coherent sheaves
F on a scheme X. Let U be an affine open subset of X, and let r ≥ 0. Then
(∧rF)|U := (∧rF(U))∼. In particular, if F is locally free of finite rank, we obtain
an invertible sheaf detF on X (on each connected component Xi of X, F is of
constant rank ri, and we set (detF)|Xi

= ∧ri(F|Xi
)).

Corollary 4.2. Let X be a scheme. Let F be a locally free sheaf on X.

(a) For any morphism of schemes p : Y → X, we have a canonical isomor-
phism det(p∗F) � p∗(detF).

(b) Let 0 → E → F → G → 0 be an exact sequence of locally free sheaves of
finite rank on X. Then we have a canonical isomorphism

det E ⊗OX
detG � detF .

(c) We have a canonical isomorphism det(F∨) � (detF)∨.
(d) The isomorphisms in (b) and (c) commute with base change.



 

238 6. Sheaves of differentials

Proof Let us show (b), the rest can be deduced in the same manner. We cover
X with open subsets {Xi}i∈I such that the sheaves in question are all free on
each Xi. The lemma above gives an isomorphism

ψi : det(E|Xi)⊗ det(G|Xi) → det(F|Xi)

in terms of a suitable choice of bases of the sheaves. On the intersections Xi∩Xj ,
we have ψi|Xi∩Xj = ψj |Xi∩Xj

by the independence of ψ with respect to the choice
of the bases. We therefore obtain an isomorphism det E ⊗ detG � detF .

6.4.2 Canonical sheaf

Definition 4.3. Let f : X → Y be a morphism of schemes. For any r ≥ 1,
we call the quasi-coherent sheaf Ωr

X/Y := ∧rΩ1
X/Y (do not confuse this with

the direct product of r copies of Ω1
X/Y ) the sheaf of differentials of order r.

If Y is locally Noetherian and f is smooth, then Ω1
X/Y is locally free on X

(Proposition 2.5). We then have the notion of the determinant detΩ1
X/Y .

Example 4.4. Let X = SpecA[T1, . . . , Tn]. Then detΩ1
X/A = Ωn

X/A is free over
OX , generated by dT1 ∧ · · · ∧ dTn.

Lemma 4.5. Let f : X → Y be a morphism of finite type of locally Noetherian
schemes. Let us suppose that we have a commutative diagram

X
������

i1

�
f

��
�
���i2

Z1 �g1 Y Z2� g2

where g1, g2 are smooth, and i1, i2 are regular immersions. Then we have a
canonical isomorphism of sheaves on X:

φ12 : det(CX/Z1)
∨ ⊗ i∗1(detΩ

1
Z1/Y ) � det(CX/Z2)

∨ ⊗ i2
∗(detΩ1

Z2/Y ).

Proof Let W = Z1 ×Y Z2, and h = (i1, i2) : X → W . By Corollary 3.22, we
have the following canonical exact sequences:

0 → CX/Z1 → CX/W → h∗Ω1
W/Z1

→ 0,

0 → CX/Z2 → CX/W → h∗Ω1
W/Z2

→ 0.

Now Ω1
W/Z1

= p∗
2Ω

1
Z2/Y , where p2 : W → Z2 is the second projection. Hence

h∗Ω1
W/Z1

= i∗2Ω
1
Z2/Y . In the same manner, h∗Ω1

W/Z2
= i1

∗Ω1
Z1/Y . We now only

have to apply Corollary 4.2 to the two exact sequences above.

Remark 4.6. Let X → Z3 → Y be a third decomposition of f into a regular
immersion followed by a smooth morphism. Then we have two other isomor-
phisms φ13 and φ23. We can show that we have φ13 = φ23 ◦ φ12 (Exercise 4.5).
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Definition 4.7. Let Y be a locally Noetherian scheme, and let f : X → Y be
a quasi-projective l.c.i. Let i : X → Z be an immersion into a scheme Z that is
smooth over Y (e.g., Z = Pn

Y for a suitable n). We define the canonical sheaf of
X → Y to be the invertible sheaf

ωX/Y := det(CX/Z)∨ ⊗OX
i∗(detΩ1

Z/Y ).

By Lemma 4.5, this sheaf is independent of the choice of the decomposition
X → Z → Y , up to isomorphisms. See also Exercises 4.5 and 4.6. It is clear
from the definition that for any open subset U of X, we have ωX/Y |U = ωU/Y .
If f : X → Y is a regular immersion, then ωX/Y = det(CX/Y )∨. Let us also note
that ωX/X = OX , while Ω1

X/X = 0.

Example 4.8. Let A be a Noetherian ring, B = A[T1, . . . , Tn]/I, where I is an
ideal generated by a regular sequence F1, . . . , Fr. Then ωSpec B/ Spec A is generated
by

(F 1 ∧ · · · ∧ F r)∨ ⊗ ((dT1 ∧ · · · ∧ dTn)⊗ 1B) ,

where F i denotes the image of Fi in I/I2. Actually, the F i form a basis of I/I2

over B (Lemma 3.6).

Theorem 4.9. Let f : X → Y , g : Y → Z be quasi-projective l.c.i.s.

(a) (Adjunction formula) We have a canonical isomorphism

ωX/Z � ωX/Y ⊗OX
f∗ωY/Z .

(b) (Base change) Let Y ′ → Y be a morphism. Let X ′ := X ×Y Y ′ and let
p : X ′ → X be the first projection. If either Y ′ → Y or X → Y is flat,
then X ′ → Y ′ is an l.c.i., and we have a canonical isomorphism

ωX′/Y ′ � p∗ωX/Y .

Proof (a) Let us choose two immersions i : X → U = Pn
Y and j : Y → W =

Pn
Z . They are both regular immersions by Corollary 3.22. Let V = Pn

W . Then
U = Y ×Z W and we have a commutative diagram

X � �i�������f

U = Y ×Z W � �jV

�
p

V

�
q

Y � �j

							

g

W

�
Z

where the vertical arrows are the canonical projections. Using Proposition 3.11
(a) and (d) and Corollary 4.2(b), we have

ωX/V = ωX/U ⊗ i∗ωU/V = ωX/U ⊗ i∗p∗ωY/W = ωX/U ⊗ f∗ωY/W . (4.9)
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In addition, Exercise 2.10(a) shows that ωV/Z = ωV/W ⊗ q∗ωW/Z . Now we have
j∗
V Ω1

V/W = Ω1
U/Y by the base change j : Y → W , and hence j∗

V ωV/W = ωU/Y ,
which implies that

(jV ◦ i)∗(ωV/Z) = i∗ωU/Y ⊗ (jV ◦ i)∗q∗ωW/Z = i∗ωU/Y ⊗ f∗j∗ωW/Z . (4.10)

Taking the tensor product of identities (4.9) and (4.10), we obtain (a).
(b) The Y ′ → Y flat case results from Propositions 3.11(d) and 1.24(a). Let

us suppose X → Y is flat. We decompose X → Y locally into a closed immersion
X → W := An

Y followed by the projection onto Y . Let x ∈ X and y = f(x), and
let m be the codimension of X in W at x. In the proof of Corollary 3.24, we have
seen that Xy → Wy is also a regular immersion of codimension m at x. It easily
follows that at every point x′ ∈ X ′ above x, X ′ → W ′ := W ×Y Y ′ is a regular
immersion of codimension m. The surjective homomorphism p∗CX/W → CX′/W ′

of Proposition 3.11(c) is bijective because the two terms are locally free of the
same rank. As ωW/Y obviously commutes with any base change, we have shown
the isomorphism of (b).

By definition, ωX/Y = ∧dΩ1
X/Y for a smooth morphism of relative dimension

d (see the definition below). It is natural to compare the two sheaves in a more
general situation.

Definition 4.10. Let f : X → Y be a morphism of finite type. Let x ∈ X.
We call the integer dimx Xf(x) the relative dimension of f at x. Corollary 4.3.14
computes the relative dimension in a particular case. For a smooth morphism,
the relative dimension is locally constant because it coincides with the rank of
Ω1

X/Y at x.

Definition 4.11. Let f : X → Y be an l.c.i. with Y locally Noetherian. Let
x ∈ X. Let us consider a decomposition of f in a neighborhood U � x into a
regular immersion i : U → Z of codimension e, followed by a smooth morphism
Z → Y of relative dimension d at i(x). We call the integer d − e the virtual
relative dimension of f at x. The exact sequences in the proof of Lemma 4.5
show that this integer is independent of the choice of the decomposition into
U → Z → Y . The relative virtual dimension is smaller than or equal to the
relative dimension (Theorem 2.5.15). Let us suppose f is flat. Let y = f(x).
Then Xy → Spec k(y) is an l.c.i. (Corollary 3.24), and the relative dimension at
x coincides with the virtual relative dimension. This results from Theorem 2.5.15
and Corollary 2.5.17.

Lemma 4.12. Let A be a Noetherian ring, B = A[T1, . . . , Tn]/I, where I is an
ideal generated by a regular sequence F1, . . . , Fr. Let ti denote the image of Ti

in B. Let us suppose n ≥ r. Then there exists a canonical homomorphism

c : Ωn−r
B/A → ωB/A := H0(SpecB,ωSpec B/ Spec A)

such that for any (ordered) subset S = {jr+1, . . . , jn} of {1, . . . , n}, we have

c
(
dtjr+1 ∧ · · · ∧ dtjn

)
= ∆S · (F 1 ∧ · · · ∧ F r)∨ ⊗ ((dT1 ∧ · · · ∧ dTn)⊗ 1B) ,
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where ∆S is the determinant of the Jacobian matrix (∂Fi/∂Tj)i,j where we have
removed the columns jr+1, . . . , jn, and where F i is the image of Fi in I/I2.
Moreover, if SpecB → SpecA is smooth, then c is an isomorphism.

Proof Let C = A[T1, . . . , Tn], M = Ω1
C/A, and let N be the submodule of M

generated by the dFi. Then M/N � Ω1
B/A.

We have a commutative diagram

∧rN ⊗ ∧n−rM �φ

�

∧rM ⊗ ∧n−rM �ρ ∧nM

∧rN ⊗ ∧n−r(M/N)
�����

�����
������

ψ

where ρ is defined by ρ ((x1 ∧ · · · ∧ xr)⊗ (xr+1 ∧ · · · ∧ xn)) = x1 ∧ · · · ∧ xn, ψ
is defined in a similar way, and the other homomorphisms are canonical. The
fact that ρ ◦ φ factors through ψ can easily be verified owing to the fact that
∧r+1N = 0. By tensoring ψ by B and by composing with δ : I/I2 → N ⊗C B,
we obtain a canonical homomorphism

∧r(I/I2)⊗B ∧n−r(Ω1
B/A) → ∧nΩ1

C/A ⊗C B.

By tensoring with the dual of ∧r(I/I2), we obtain a homomorphism

c : ∧n−r(Ω1
B/A) → ωB/A.

By definition of ρ, we immediately have

ρ
(
(dF1 ∧ · · · ∧ dFr)⊗ (dTjr+1 ∧ · · · ∧ dTjn)

)
=

dF1 ∧ · · · ∧ dFr ∧ dTjr+1 ∧ · · · ∧ dTjn
= ∆S · (dT1 ∧ · · · ∧ dTn).

This shows the equality concerning c(dtjr+1 ∧ · · · ∧ dtjn
). Finally, if SpecB →

SpecA is smooth, then the Jacobian criterion (Theorem 4.2.19) immediately
implies that {∆S}S generates the unit ideal in B. Hence c is surjective by Exam-
ple 4.8. As it is a homomorphism of locally free modules of same rank 1, it is
therefore an isomorphism. Note that the construction of c is independent of the
choice of the Fi and of the Tj .

Corollary 4.13. Let Y be a locally Noetherian scheme, and let f : X → Y be
a quasi-projective l.c.i. of constant virtual relative dimension equal to d ≥ 0. We
then have a canonical homomorphism cX/Y : Ωd

X/Y → ωX/Y . Moreover, cX/Y

coincides with the identity on the (possibly empty) smooth locus of f .

Lemma 4.12 makes it possible to have an explicit expression for the sheaf
ωX/Y in certain situations. Let f : X → Y be a quasi-projective l.c.i. of locally
Noetherian integral schemes. We suppose that f is dominant and that the func-
tion field extension K(X)/K(Y ) is separable (Definition 1.14), in order that
f be smooth at the generic point ξ of X (Exercise 2.9). As ωX/Y is invert-
ible and X is integral, ωX/Y is canonically a subsheaf of the constant sheaf
ωX/Y,ξ = detΩ1

K(X)/K(Y ).
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Corollary 4.14. Let Y = SpecA be a Noetherian integral scheme, and let X
be an integral closed subscheme of Z = SpecA[T1, . . . , Tn] defined by an ideal
generated by a regular sequence F1, . . . , Fr with r ≤ n. Let us suppose that

∆ := det
(

∂Fi

∂Tj

)
1≤i,j≤r

is non-zero in K(X). Let ξ be the generic point of X.

(a) Let ti be the image of Ti in OX(X). Then

ωX/Y,ξ = (dtr+1 ∧ · · · ∧ dtn)OX,ξ.

(b) As a subsheaf of ωX/Y,ξ, we have

ωX/Y = ∆−1 · (dtr+1 ∧ · · · ∧ dtn)OX .

Example 4.15. Let A be a Noetherian integral domain with field of fractions
K, and let

X = SpecA[x, y]/(y2 + Q(x)y − P (x)), P, Q ∈ A[x].

Let us suppose that Q(x) 
= 0 if char(K) = 2. Then K(X) is separable over K,
and ωX/ Spec A is generated by dx/(2y + Q(x)).

Let us conclude with the description of the canonical sheaf on the projective
space.

Lemma 4.16. Let Y = SpecZ, and let X = Pn
Y . Then we have

ωX/Y � OX(−n − 1).

Proof Let us write X = ProjZ[T0, . . . , Tn]. Let ti = Ti/T0 ∈ K(X) for each 0 ≤
i ≤ n. Then K(X) = Q(t1, . . . , tn). Hence Ω1

X/Y,ξ, where ξ is the generic point of
X, is free over K(X) with basis dt1, . . . , dtn. Consequently, ω0 := dt1 ∧ · · · ∧ dtn
is a basis of ωX/Y,ξ over K(X). Let Ui = D+(Ti). For any j 
= i, we have

d(Tj/Ti) = d(tj/ti) = −tjt
−2
i dti + t−1

i dtj .

Taking the exterior product of the d(Tj/Ti) for j 
= i, we deduce from this that
ωUi/Y has ωi := t−n−1

i ω0 as a basis over OX |Ui . This shows (see Example 5.1.19)
that

ωX/Y = ω0T
n+1
0 OX(−n − 1) � OX(−n − 1),

whence the lemma.

Corollary 4.17. Let Y be a locally Noetherian scheme; then for any n ≥ 1, we
have ωPn

Y
/Y � OPn

Y
(−n − 1).
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Proof This results from the lemma above, Proposition 1.24(a), and
Corollary 4.2(a).

6.4.3 Grothendieck duality

Let f : X → Y be a proper morphism to a locally Noetherian scheme Y , with
fibers of dimension ≤ r. Let F ,G be quasi-coherent sheaves on X. For any affine
open subset V of Y , each homomorphism φ : F|f−1(V ) → G|f−1(V ) induces a
homomorphism

Hr(f−1(V ),F|f−1(V ))
Hr(φ)−−−−→ Hr(f−1(V ),G|f−1(V )).

This defines a canonical bilinear map

f∗HomOX
(F , G)×Rrf∗F → Rrf∗G. (4.11)

Definition 4.18. We define the dualizing sheaf (or r-dualizing sheaf) for f to be
a quasi-coherent sheaf ωf on X, endowed with a homomorphism of OY -modules
(the trace)

trf : Rrf∗ωf → OY

such that for any quasi-coherent sheaf F on X, the natural bilinear map

f∗HomOX
(F , ωf )×Rrf∗F → Rrf∗ωf

trf−−→ OY

induces an isomorphism

f∗HomOX
(F , ωf ) � HomOY

(Rrf∗F ,OY ). (4.12)

Lemma 4.19. Let f : X → Y be as above. Let us suppose that a dualizing sheaf
(ωf , trf ) exists. Then it is unique in the following sense: if (ω′

f , tr′
f ) is another

dualizing sheaf for f , then there exists a unique isomorphism ρ : ω′
f → ωf such

that tr′
f = trf ◦ρr, where ρr denotes the canonical homomorphism Rrf∗ω′

f →
Rrf∗ωf induced by ρ.

Proof Indeed, by taking F = ω′
f in (4.12), we obtain an isomorphism

HomOX
(ω′

f , ωf ) � HomOY
(Rrf∗ω′

f ,OY ).

Then ρ is necessarily the inverse image of tr′
f by this isomorphism (hence ρ is

unique). By symmetry we have a homomorphism ρ′ : ωf → ω′
f such that tr′

f =
trf ◦ρ′

r. Then ρ ◦ ρ′ : ωf → ωf verifies trf = trf ◦(ρ ◦ ρ′)r. By the uniqueness,
this implies that ρ ◦ ρ′ is the identity, and hence ρ is an isomorphism.

Remark 4.20. Taking once more the definition of Rrf∗, on a scheme with affine
base Y = SpecA, isomorphism (4.12) translates into an isomorphism

HomOX
(F , ωf ) � Hr(X,F)∨ (4.13)

(the right-hand side is the dual seen as an A-module).
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Remark 4.21. Let F ,G be quasi-coherent sheaves on a scheme X. Then we
have a canonical homomorphism

F∨ ⊗OX
G → HomOX

(F ,G) (4.14)

which on any affine open subset U sends φ ⊗ y ∈ F∨(U) ⊗ G(U) to the homo-
morphism x �→ φ(x)y. It is easy to verify that it is an isomorphism if F or G is
locally free. In particular, we will then have a canonical isomorphism

f∗(F∨ ⊗ G) � f∗HomOX
(F ,G). (4.15)

When Y is affine, then isomorphism (4.13) becomes

H0(X,F∨ ⊗ ωf ) � Hr(X,F)∨. (4.16)

Proposition 4.22. Let Y be a locally Noetherian scheme, let X = Pd
Y , and let

f : X → Y be the canonical morphism. Then the (d-)dualizing sheaf ωf exists
and is isomorphic to ωX/Y .

Proof By Corollary 4.17, ωX/Y � OX(−d − 1). We know that there exists a
canonical isomorphism

trf : Rdf∗OX(−d − 1) � f∗OX = OY

(see Lemma 5.3.1, where this result is shown above any affine open subset V
of Y ; these local isomorphisms coincide on the intersections because they all
come from the isomorphism over SpecZ, whence a global isomorphism). Let us
therefore take ωf = OX(−d − 1) and let us show isomorphism (4.12).

We may assume that Y = SpecA is affine. We leave it to the reader to verify
the commutativity of the following diagram:

H0(X,F∨ ⊗ ωf )×Hd(X,F)

�
ρ×Id

�c Hd(X, ωf )

HomOX
(F , ωf )×Hd(X,F) � Hd(X, ωf )

where the first horizontal arrow c is the cup product (Exercise 5.2.17), the second
horizontal arrow comes from the bilinear map (4.11), and where the vertical
arrow ρ comes from (4.14). Now we have seen in Exercise 5.3.2(c) that if F is of
the form OX(m), m ∈ Z, then c is a non-degenerate bilinear form. This shows
isomorphism (4.12) in that case. The case of an arbitrary quasi-coherent sheaf
results from Lemma 4.23 below.

Lemma 4.23. Let f : X → SpecA be a projective scheme over an affine
Noetherian scheme, with fibers of dimension ≤ r. Let us fix a very ample sheaf
OX(1). Let ωf be a quasi-coherent sheaf on X. Let us suppose that we have a
trace homomorphism trf : Hr(X, ωf ) → A and that the homomorphism

ψF : HomOX
(F , ωf ) → Hr(X,F)∨

induced by trf is an isomorphism for every sheaf F of the form OX(m), m ∈ Z.
Then ψF is an isomorphism for every quasi-coherent sheaf F .
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Proof Let F be a quasi-coherent sheaf on X. Then we have an exact sequence

0 → G → L → F → 0,

where L is a direct sum of sheaves of the form OX(m) (Corollary 5.1.28).
In particular, ψL is an isomorphism. We then have a canonical commutative
diagram

0 � HomOX
(F , ωf ) �

�
ψF

HomOX
(L, ωf ) �

�
ψL

HomOX
(G, ωf )

�
ψG

0 � Hr(X,F)∨ � Hr(X,L)∨ � Hr(X,G)∨

because Hr+1(X,F) = 0 (Proposition 5.2.34). This implies that ψF is injective
for every quasi-coherent sheaf. Applying this result to G, we have the injectivity
of ψG . The commutative diagram then shows that ψF is also surjective.

Proposition 4.22 establishes the existence of the dualizing sheaf for projective
spaces. Let us now consider the case of finite morphisms.

Lemma 4.24. Let ρ : A → B be a ring homomorphism. Let M be an A-module,
and N a B-module.

(a) The A-module ρ!M := HomA(B,M) also admits the structure of a
B-module defined by (b · φ)(b′) = φ(bb′) for every φ ∈ ρ!M and b, b′ ∈ B.

(b) Let trM : ρ!M → M denote the A-linear homomorphism ‘evaluation in
1’: θ �→ θ(1). Then trM induces a canonical isomorphism

λ : HomB(N, ρ!M) → HomA(N,M).

Proof (a) follows immediately. (b) By construction, we have λ(ψ)(bx) =
ψ(x)(b) for every ψ ∈ HomB(N, ρ!M), x ∈ N , and b ∈ B. We immediately
deduce from this that λ is an isomorphism.

Proposition 4.25. Let f : X → Y be a finite morphism of locally Noetherian
schemes. Let F (resp. G) be a quasi-coherent sheaf on X (resp. on Y ). Let us set
f !G = HomOY

(f∗OX ,G).

(a) The sheaf f !G is canonically endowed with the structure of a quasi-
coherent OX -module and with a homomorphism trG : f∗(f !G) → G.

(b) The canonical homomorphism f∗HomOX
(F , f !G) → HomOY

(f∗F ,G)
induced by trG is an isomorphism.

(c) Let ωf = f !OY and trf = trOY
. Then (ωf , trf ) is the (0-)dualizing sheaf

for f .

Proof By Proposition 5.1.14(c), f∗OX is a coherent OY -module. Hence
HomOY

(f∗OX ,G) is a quasi-coherent OY -module (Exercise 5.1.6). Then (a) and
(b) follow from the lemma above, and (c) is a consequence of (a) and (b).
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Lemma 4.26. Let Y be a locally Noetherian scheme. Let f : X → Y be
a projective morphism with fibers of dimension ≤ r. Let us suppose that f
decomposes into a finite morphism π : X → Z followed by a projective morphism
g : Z → Y with fibers of dimension ≤ r and that g admits a r-dualizing sheaf
(ωg, trg). Then the following properties are true.

(a) There exists an r-dualizing sheaf (ωf , trf ) for f with ωf = π!ωg.
(b) If, moreover, π is flat or if ωg is locally free, then ωf = ωπ ⊗OX

π∗ωg.

Proof We have a trace homomorphism trωg
: π∗π!ωg → ωg. Thus by tak-

ing Rrg∗ and by composing with trg, a homomorphism trf : Rrf∗(π!ωg) →
OY . Let F be a quasi-coherent sheaf on X. Then Rrf∗F = Rrg∗(π∗F) (use
Exercise 5.2.3). Now

f∗HomOX
(F , π!ωg) � g∗HomOZ

(π∗F , ωg) � HomOY
(Rrg∗(π∗F),OY ).

We verify that the composition of the two isomorphisms is the homomorphism
induced by trf . This proves (a). Finally, (b) results from the definition of π!ωg

and the isomorphism (4.15) because either π∗OX or ωg is locally free on Z.

Lemma 4.27. Let k be an infinite field. Let X be a projective variety of dimen-
sion r over k. Then there exists a finite morphism X → Pr

k.

Proof We embed X in a projective space X → Pn
k . Let us suppose that r < n

(otherwise there is nothing to show). Then there exists a point z ∈ Pn
k (k)\X. Let

p : Pn
k \ {z} → Pn−1

k be a projection with center z (Exercise 3.1.11). Then p|X :
X → Pn−1

k is a quasi-finite morphism (indeed, every fiber p−1(y) is of dimension
1 and not contained in X), and hence finite (Corollary 4.4.7). If r = n − 1, we
are done. Otherwise, as p(X) is of dimension r, we can continue the reasoning
with p(X) (the subvariety structure does not intervene) and we obtain a finite
morphism X → Pr

k after a finite number of steps.

Remark 4.28. Let Y = SpecA be an affine scheme. For any section σ : Y →
Pn

Y , we can define a projection Pn
Y \ σ(Y ) → Pn−1

Y centered in σ(Y ) in a way
similar to that of Exercise 3.1.11. The lemma above then remains valid when
replacing k by a local ring A with an infinite residue field.

Corollary 4.29. Let f : X → Spec k be a projective morphism over an infinite
field k, of dimension ≤ r. Then there exists a coherent r-dualizing sheaf for f .

Proof This is an immediate consequence of Lemmas 4.26 and 4.27.

Remark 4.30. We have in fact a much more general statement:
Let f : X → Y be a projective morphism to a locally Noetherian scheme Y ,
with fibers of dimension ≤ r. Then the r-dualizing sheaf ωf exists.

We will not show this theorem. See [43], Proposition III.7.5, for the case of
projective varieties, and [51], Theorem 4, for the general case (we take ωf :=
f !OY ). Let us note that in [51], Definition 6, the notion of dualizing sheaf imposes
stronger conditions. The proof of [43] uses the Ext functors, while [51] uses the
theory of adjoint functors. See also [44] and [24].
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However, if Y has an infinite residue field (e.g., if Y is an algebraic variety
over an infinite field), then we can show the result in an elementary way with
the help of Lemma 4.26 and Remark 4.28.

Remark 4.31. The theory of duality which we have presented here is the dual-
ity of order 0. The higher order duality concerns, more generally, the sheaves
Rr−mf∗F , 0 ≤ m ≤ r. See [43], III.7, or [51]. The higher order duality is needed
to show the following result, which will be used to prove the Riemann–Roch
theorem in the following chapter:

Theorem 4.32. Let Y be a locally Noetherian scheme, and let f : X → Y be
a flat projective l.c.i. of relative dimension r. Then the r-dualizing sheaf ωf is
isomorphic to ωX/Y . In particular, if f is smooth, then ωf � Ωr

X/Y .

Proof We apply [51], Corollary 19, and Proposition 4.22 above. See also
Exercise 4.11 for the case of global complete intersections.

Exercises

4.1. Let Y be a locally Noetherian scheme. Let f : X → Y be a morphism
of finite type. We suppose that there exists an integer r ≥ 1 such that
Ωr

X/Y = 0.

(a) Let M be a finitely generated module over a local ring (A, m). Let us
suppose that ∧rM = 0. Show that ∧r(M/mM) = 0 (exterior product
as an A/m-module). Deduce from this that M/mM , and therefore M ,
are generated by r − 1 elements.

(b) Let B be a finitely generated algebra over a Noetherian ring A.
Let f1, . . . , fn ∈ B be such that df1, . . . , dfn generate Ω1

B/A as a
B-module. Let ϕ : A[T1, . . . , Tn] → B be the homomorphism of
A-algebras defined by ϕ(Ti) = fi. Show that Ω1

B/A[T1,...,Tn] = 0.

(c) Show that locally, X admits an immersion into Ar
Y . (Use Corollary 2.3

and Proposition 4.4.11.)

4.2. Let k be a field, and let F = xn + yn + zn ∈ k[x, y, z], where n ≥ 1 is
prime to char(k). Determine H0(X,Ω1

X/k) for X = V+(F ) ⊂ P2
k.

4.3. Let F ,G be locally free sheaves of respective ranks m and n on a scheme
X. Show that

det(F ⊗ G) � (detF)⊗n ⊗ (detG)⊗m.

4.4. Let f : X → Spec k be a quasi-projective algebraic variety and an l.c.i.
over a perfect field k. Let us moreover suppose that X is normal.
(a) Let U be an affine open subset of X, A = OX(U) and I an ideal of A.

Show that any linear form φ : I → A is a homothety α �→ θα for some



 

248 6. Sheaves of differentials

θ ∈ Frac(A) (if I 
= 0, take θ = φ(α)/α for some arbitrary α ∈ I\{0}).
Show that θ ∈ Ap for every prime ideal p not containing I. Deduce
from this that if I is of height ≥ 2, then θ ∈ A (Lemma 4.1.13) and
that the inclusion I → A induces an isomorphism A∨ → I∨.

(b) Show that the homomorphism cX/k : Ωd
X/k → ωX/k of Corollary 4.13

induces an isomorphism of the biduals (Ωd
X/k)

∨∨ � (ωX/k)∨∨ = ωX/k.

4.5. Let Y be a locally Noetherian scheme, let f : X → Y be an l.c.i. admitting
a decomposition into a regular immersion i : X → Z followed by a smooth
morphism g : Z → Y (e.g., if f is a quasi-projective l.c.i.). We will then
temporarily write ωi,g := det(CX/Z)∨ ⊗ i∗ detΩ1

Z/Y . Let

X
ik−→ Zk

gk−→ Y, k = 1, 2, 3

be decompositions of f with ik regular immersions, gk smooth. With the
notation of Lemma 4.5, we will show that φ13 = φ23 ◦φ12 and give a more
precise definition of ωX/Y .
(a) Show, using the fibered products of the Zk, that we can reduce to

the case when for any pair 3 ≥ l > k ≥ 1, there exists a smooth
morphism hlk : Zl → Zk such that gl = gk ◦ hlk and ik = hlk ◦ il.
We will denote this relation by (ik, gk) ≥ (il, gl). Let us make this
hypothesis in (b)–(d).

(b) Let x ∈ X. We will still denote its images in the Zk by x. Let
α1, . . . , αq ∈ OZ1,x be such that the dαi ∈ Ω1

Z1/Y,x form a basis

of the latter over OZ1,x. Show that there exist β1, . . . , βr ∈ Ker i#2,x

such that {dα1, . . . , dαq, dβ1, . . . , dβr} is a basis of Ω1
Z2/Y,x.

(c) Let a1, . . . , ae ∈ Ker i#1,x be such that their images in CX/Z1,x form a
basis over OX,x. Show that the images of the fi, βj in CX/Z2,x form a
basis and that the isomorphism φ12 : ωi1,g1 → ωi2,g2 is given by

(φ12)x : a∗ ⊗ i∗1dα �→ (a∗ ∧ β∗)⊗ i∗2(dα ∧ dβ),

where a∗ = a∗
1 ∧ · · · ∧ a∗

e is the exterior product of the basis dual to
the ai; dα = dα1 ∧ · · · ∧ dαq; and β∗ and dβ are defined in a similar
fashion.

(d) Let γ1, . . . , γs ∈ Ker i#3,x be such that the dγi form a basis of Ω1
Z3/Z2,x.

Show that

(φ13)x : a∗ ⊗ i∗1dα �→ (a∗ ∧ β∗ ∧ γ∗)⊗ i∗3(dα ∧ dβ ∧ dγ),

(φ23)x : (a∗∧β∗)⊗ i∗2(dα∧dβ) �→ ((a∗∧β∗)∧γ∗)⊗ i∗3((dα∧dβ)∧dγ).

Deduce from this that φ13 = φ23 ◦ φ12.
(e) Let f : X → Y be a quasi-projective l.c.i. Let D denote the set

of pairs d = (i, g) where i : X → Z is a regular immersion into
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a projective space Z = Pn
Y over Y and where g : Z → Y is the

projection. Note that D is indeed a set. If d1 ≥ d2, we consider the
isomorphism φ12 : ωd1 → ωd2 . Show that (ωd, φ)d∈D forms a direct
system. Forgetting Definition 4.7, we will set

ωX/Y := lim−→
(i,g)∈D

ωi,g.

Show that for any open subscheme U of X, U → Y is a quasi-
projective l.c.i. and that ωX/Y |U = ωU/Y .

4.6. Let Y be a locally Noetherian scheme, and let f : X → Y be a local
complete intersection. We keep the notation of Exercise 4.5.
(a) Show that there exists a unique invertible sheaf ωX/Y on X such

that for any open subscheme U of X that is quasi-projective over Y
(e.g., U affine with image in an affine open subscheme of Y ), we have
ωX/Y |U = ωU/Y .

(b) Show that for any open subscheme U of X, we have ωX/Y |U = ωU/Y .
(c) Let us suppose that f decomposes into a regular immersion i : X → Z

followed by a smooth morphism g : Z → Y . Show that

ωX/Y � det(CX/Z)∨ ⊗ i∗ detΩ1
Z/Y .

(d) Show that Theorem 4.9 is true without the f quasi-projective
hypothesis.

4.7. Let f : X → Y be a finite flat projective morphism of locally Noetherian
schemes. Hence f∗OX is a locally free sheaf of finite rank on Y .
(a) Let V be an affine open subset of Y , and A = OY (V ), B = f∗OX(V ).

Let ρ(V ) : B → (f∗ωf )(V ) = HomA(B,A) be the homomorphism
which sends b ∈ B to b′ �→ TrB/A(bb′). Show that the ρ(V ) canonically
induce a homomorphism of OY -modules ρ : f∗OX → f∗ωf , and a
homomorphism of OX -modules λ : OX → ωf .

(b) Let k be a field, E a finite algebra over k. Show that E is étale over
k ⇐⇒ there exists an e ∈ E such that TrE/k(e) = 1 ⇐⇒ the map
e �→ TrE/k(e·) from E to E∨ is an isomorphism (see [16], V, Section 8,
Proposition 1).

(c) Let us suppose that f is an étale morphism. Show that for any y ∈ Y ,
the canonical homomorphism (f∗OX) ⊗OY

k(y) → (f∗ωf ) ⊗OY
k(y)

induced by ρ is an isomorphism; that ρ is surjective (use Nakayama’s
lemma); and that it is also injective (Exercise 5.1.13). Deduce from
this that λ : OX → ωf is an isomorphism. This shows Theorem 4.32
for finite, projective, étale morphisms.

(d) Show the converse of (c): if λ is an isomorphism, then f is étale.
(e) Let us suppose X, Y are integral and f generically separable. Show

that λ : OX → ωf is injective and that Cokerλ has support in a
proper closed subset of X which is empty or pure of codimension 1.
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4.8. Let A → B be a finite injective homomorphism of Noetherian integral
domains. We want to identify the B-module HomA(B,A) with a submod-
ule of L := Frac(B). We suppose that L is separable over K := Frac(A).
Let us set

WB/A = {β ∈ L |TrL/K(βB) ⊆ A}.

Show that the homomorphism WB/A → HomA(B,A) which sends β to
the map b �→ TrL/K(βb) is an isomorphism. When A and B are Dedekind
domains, the fractional ideal WB/A is called the codifferent of the exten-
sion A → B. So we have ωSpec B/ Spec A � (WB/A)∼.

4.9. (Dualizing sheaf of a finite birational morphism.)
(a) Let A be a ring and B a subring of the total ring of fractions Frac(A)

(Definition 7.1.11.) Show that the homomorphism HomA(B,A) → B
defined by φ �→ φ(1) is an isomorphism from HomA(B,A) to {a ∈
A | aB ⊆ A}. It is an ideal of A and of B. We call it the conductor
of B in A.

(b) Let f : X → Y be a finite, projective, birational morphism of locally
Noetherian integral schemes. Show that we have a canonical injective
homomorphism ωf → OX .

4.10. Let f : X → Y be a projective morphism with r-dualizing sheaf ωf . Show
that for any flat morphism Y ′ → Y , the dualizing sheaf of X ×Y Y ′ → Y ′

is isomorphic to p∗ωf , where p is the projection X ×Y Y ′ → X.

4.11. (Duality for a global complete intersection) Let Y = SpecA be an affine
Noetherian scheme, and X be a closed subscheme V+(F1, . . . , Fd−r) of
P := Pd

Y , where 0 ≤ r ≤ d. We suppose that Xy is pure of dimension r
for every y ∈ Y . We are going to show, without using Theorem 4.32, that
ωX/Y verifies the properties of the r-dualizing sheaf for f : X → Y . We
may assume r < d.
(a) Show that X is flat over Y (proceed as in Exercise 3.5) and that Xy

is a complete intersection in Py (Exercise 5.3.3). We will say that X
is a (global) complete intersection in P .

(b) Let Z = V+(F2, . . . , Fd−r). Show that Z is a complete intersection in
P . Let J ⊆ OP denote the sheaf of ideals corresponding to V+(F1),
and d1 = degF1. Show that J � OP (−d1) and that

ωX/Y = ωZ/Y |X ⊗ (J /J 2)∨|X � ωZ/Y |X ⊗OX(d1).

Deduce from this that ωX/Y � OX(s− n− 1), where s =
∑

i deg Fi.
Show that for any m ∈ Z, we have the exact sequences

0 → OZ(m− d1) → OZ(m) → OX(m) → 0, (4.17)

0 → ωZ/Y (−m) → ωZ/Y (−m + d1) → ωX/Y (−m) → 0. (4.18)
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(c) Show the following properties by descending induction on r:
(1) Rpf∗OX(m) is locally free on Y if p = 0 or r;
(2) Rpf∗OX(m) = 0 if 0 < p < r;
(3) H0(X,OX) = A if r ≥ 1.

(d) Let us henceforth suppose that ωZ/Y is isomorphic to the (r + 1)-
dualizing sheaf ωg, where g : Z → Y is the canonical morphism. Tak-
ing m = 0 in exact sequence (4.18), show that we have a canonical
homomorphism Rrf∗ωX/Y → Rr+1g∗ωZ/Y . Let trf be the compo-
sition of this homomorphism with trg. For simplicity, we write ωX

and ωZ , omitting the reference to Y . Show that the exact sequences
(4.17) and (4.18) induce a commutative diagram

g∗OZ(m− d1) �α1

�

g∗OZ(m) �β1

�

f∗OX(m)

�
Rr+1g∗ωZ(−m + d1)∨ �α2 Rr+1g∗ωZ(−m)∨ �β2 Rrf∗ωX(−m)∨

where the vertical arrows are induced by trf and trg, and show that
α1, α2 are injective. Moreover, the βi are surjective if r ≥ 1. Deduce
from this that (ωX , trf ) is the dualizing sheaf if r ≥ 1. If r = 0, show
the same result using this commutative diagram as well as its dual
(changing m).
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Divisorsandapplications
tocurves

One way to study a scheme X is to study all closed subschemes of dimension
strictly smaller than that of X. The linear combinations of these closed subsets
with coefficients in Z are called cycles (Definition 2.1). To begin, we are going
to examine the simplest among these cycles, the cycles of codimension 1. On
a regular Noetherian scheme X, these cycles are locally defined by a rational
function (Proposition 2.16). If X is not necessarily regular, it is more convenient
to use Cartier divisors (Definition 1.17) which are, to some extent, locally prin-
cipal cycles of codimension 1. On general Noetherian schemes, it turns out that
Cartier divisors are often equivalent to invertible sheaves (Corollary 1.19 and
Proposition 1.32). This gives an additional tool for studying the Picard group.

The second part of this chapter is devoted to the study of algebraic curves
over a field, using mainly the notion of divisors, but also the cohomology of
coherent sheaves. A fundamental result in the study of algebraic curves is the
Riemann–Roch theorem (Theorem 3.26) when the curve is regular, or, more
generally, a local complete intersection (l.c.i.). As singular curves can naturally
occur as fibers of arithmetic surfaces, we will consider them in the last section.

7.1 Cartier divisors

We introduce the notion of Cartier divisors after constructing the sheaf of mero-
morphic functions in the first subsection. Then, we study the possibility of con-
structing the inverse image of a Cartier divisor by a morphism of schemes.

7.1.1 Meromorphic functions

We are going to generalize the notion of rational functions to schemes that are
not necessarily reduced. This essentially consists of replacing the field of fractions
of an integral domain A by the total ring of fractions of A in the general case.
Let A be a ring. A non-zero divisor f ∈ A is called a regular element. This is
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equivalent to saying that the annihilator Ann(f) of f is zero. In Exercise 2.1.4,
we have seen that the elements of the minimal prime ideals of A are zero divisors,
and that the converse is true if A is reduced. We will first rapidly review the
notion of associated prime ideals, which makes it possible, among other things,
to characterize the set of zero divisors in a Noetherian ring (Corollary 1.3).

Definition 1.1. Let A be a Noetherian ring, M an A-module. For any x ∈ M ,
we let Ann(x) := {a ∈ A | ax = 0} denote the annihilator of x. A prime ideal
p of A of the form Ann(x) with x ∈ M \ {0} is called an associated prime ideal
of M . The set of these ideals is denoted by AssA(M), or Ass(M) if there is no
ambiguity concerning A.

Lemma 1.2. Let M be a module over a Noetherian ring A.

(a) If Ass(M) = ∅, then M = 0.
(b) Let S be a multiplicative subset of A. Then the elements of

AssS−1A(S−1M) are exactly the primes of the form S−1p with p ∈
AssA(M) and p ∩ S = ∅.

Proof (a) Let us suppose M 
= 0. Let us consider the set of ideals {Ann(x)},
where x runs through the non-zero elements of M . As A is Noetherian, this set
contains a maximal element (for the inclusion) I := Ann(x0). Let a, b ∈ A be
such that ab ∈ I and b /∈ I. As Ann(x0) ⊆ Ann(bx0) and bx0 
= 0, since I is
maximal we have a ∈ Ann(bx0) = Ann(x0). This proves that I is prime, and
hence I ∈ Ass(M).

(b) If p = Ann(x) ∈ AssA(M), then AnnS−1A(x) = S−1p, because A → S−1A
is flat. Hence S−1p ∈ AssS−1A(S−1M). Conversely, every prime ideal Ann(y) of
AssS−1A(S−1M) is of the form S−1p with p ∈ SpecA. Multiplying y by an
invertible element of S−1A if necessary, we may suppose y ∈ M . This implies
that p = Ann(y), and hence p ∈ Ass(M).

Corollary 1.3. Let A be a Noetherian ring. Then the following properties
are true.

(a) The set of zero divisors of A is equal to the union of the associated prime
ideals of A.

(b) The minimal prime ideals of A belong to Ass(A).

Proof (a) Let a ∈ A be a zero divisor. We have ab = 0 for some b 
= 0. Hence
there exists a prime ideal p = Ann(bc) ∈ Ass(bA). Now abc = 0, and hence
a ∈ Ann(bc) = p. By definition, we have p ∈ Ass(A). (b) Let p be a minimal
prime ideal of A. Localizing at p if necessary, we may assume that it is the unique
prime ideal of A. Now Ass(A) 
= ∅, so p ∈ Ass(A).

Lemma 1.4. Let M be a finitely generated module over a Noetherian ring A.
Then there exists a chain of submodules

0 = M0 ⊂ M1 ⊂ · · · ⊂ Mn = M

of M such that each successive quotient Mi+1/Mi is isomorphic to A/pi, where
pi is a prime ideal of A.
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Proof If M = 0, there is nothing to show. Otherwise, there exists an associated
prime ideal p1 = Ann(x1) (Lemma 1.2). Let us set M1 = x1A � A/p1. If
M = M1, we are done. Otherwise, we consider Ass(M/M1) and thus construct a
strictly ascending chain (Mi)i of submodules of M whose successive quotients are
of the form A/p with p prime. This chain is finite because M is Noetherian.

Corollary 1.5. Let A be a Noetherian ring, and let M be a finitely generated
A-module. Then Ass(M) is a finite set.

Proof Let N be a submodule of M . Let us show that

Ass(M) ⊆ Ass(N) ∪Ass(M/N).

The corollary will then be an immediate consequence of Lemma 1.4. Let p =
Ann(x) ∈ Ass(M). If xA ∩ N = 0, we immediately verify that p = Ann(x) ∈
Ass(M/N), where x 
= 0 is the image of x in M/N . Let us suppose that xA ∩
N 
= 0. Let y ∈ xA ∩ N be non-zero. Then Ass(yA) ⊆ Ass(xA) = {p}. Hence
Ass(yA) = {p}. As y ∈ N , we have p ∈ Ass(N).

Definition 1.6. Let X be a locally Noetherian scheme, and let

Ass(OX) := {x ∈ X | mx ∈ AssOX,x
(OX,x)}.

The points of Ass(OX) are called the associated points of X. For any open
subset U of X, we have Ass(OX)∩U = Ass(OU ). If X is affine, then Ass(OX) =
Ass(OX(X)). The generic points of X are associated points of X. An associated
point that is not a generic point of X is called an embedded point of X. By
Corollary 1.5, Ass(OX) is a locally finite set.

Example 1.7. If X is locally Noetherian and reduced, then X has no embedded
points (Exercise 2.1.4). Meanwhile Spec k[u, v]/(u2, uv), where k is a field, admits
an embedded point corresponding to the maximal ideal (u, v).

Remark 1.8. An l.c.i. scheme (see Definition 6.3.17) over a regular locally
Noetherian scheme has no embedded points. See Proposition 8.2.15(b).

Lemma 1.9. Let X be a locally Noetherian scheme, U an open subset of X,
and i : U → X the canonical inclusion. Then the canonical homomorphism
OX → i∗OU is injective if and only if Ass(OX) ⊆ U .

Proof As the property is local on X, we may suppose X = SpecA and restrict
ourselves to showing that A → OX(U) is injective if and only if Ass(A) ⊆ U . Let
us first suppose that Ass(A) ⊆ U . Let a ∈ A be such that a|U = 0. If a 
= 0, then
there exists a p = Ann(ab) ∈ Ass(aA) (Lemma 1.2(a)). As a = 0 in Ap, there
exists an s ∈ A \ p such that sa = 0. Hence s ∈ Ann(ab) = p, which is absurd.
Consequently, a = 0 in A.

Let us now suppose that there exists a p = Ann(a) ∈ Ass(A) with p /∈ U .
Then for any point x ∈ U , we have Ann(a)OX,x = pOX,x = OX,x; hence ax = 0.
Consequently, a|U = 0.
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Remark 1.10. If X has no embedded points, then Ass(OX) ⊆ U if and only if
U is everywhere dense in X.

Definition 1.11. Let A be a ring. We let Frac(A) denote the total ring of
fractions of A, the localization of A with respect to the multiplicative subset of
regular elements of A. It is a ring containing A as a subring.

For any commutative ring A, let us denote by R(A) the (multiplicative) group
of the regular elements of A. Then Frac(A) is the localization R(A)−1A.

Lemma 1.12. Let X be a scheme. For any open subset U of X, let RX(U) :=
{a ∈ OX(U) | ax ∈ R(OX,x),∀x ∈ U}. Then RX is a sheaf on X, and RX(U) =
R(OX(U)) if U is affine. Moreover, there exists a unique presheaf of algebras K′

X

on X containing OX , verifying the following properties:

(a) For any open subset U of X, we have K′
X(U) = RX(U)−1OX(U) (local-

ization). In particular, K′
X(U) = Frac(OX(U)) if U is affine.

(b) For any open subset U of X, the canonical homomorphism K′
X(U) →∏

x∈U K′
X,x is injective.

(c) If X is locally Noetherian, then for any x ∈ X, K′
X,x � Frac(OX,x).

Proof Obviously, RX is a sheaf and we have RX(U) ⊆ R(OX(U)). If U is
affine, then for any regular element a ∈ R(OX(U)), the restriction a|V to any
affine open subset V of U is still a regular element by virtue of Lemma 6.3.10,
because OX(U) → OX(V ) is flat. This implies that a ∈ RX(U). The existence
and the uniqueness of K′

X are given by (a) and the fact that it contains OX as
a subsheaf of algebras (which determines the restriction maps).

Let us prove the property (b). Let s = a/b ∈ K′
X(U), with a ∈ OX(U) and

b ∈ RX(U). Let us suppose that sx = 0 for every x ∈ U . Then ax = 0 for every
x ∈ U . It follows that a = 0, and hence s = 0, whence (b).

(c) We have K′
X,x = R−1

X,xOX,x and RX,x ⊆ R(OX,x). We have to show
that the latter inclusion is an equality when X is locally Noetherian. Let bx ∈
R(OX,x). The stalk bx comes from a section b ∈ OX(W ) with W affine. Let
I := Ann(b), the annihilator of b. Then IOX,x = 0. As X is locally Noetherian,
OX(W ) is Noetherian, and hence I is finitely generated. We at once deduce
from this the existence of an affine open neighborhood V ⊆ W of x such that
IOX(V ) = 0. Hence b|V ∈ R(OX(V )) = RX(V ), and bx ∈ RX,x. This completes
the proof.

Definition 1.13. Let X be a scheme. We denote the sheaf of algebras associated
to the presheaf K′

X by KX , and we call it the sheaf of stalks of meromorphic func-
tions on X. By Lemma 1.12(b), K′

X is a sub-presheaf of KX , and therefore OX is
a subsheaf of KX . If X is locally Noetherian, then KX,x = K′

X,x = Frac(OX,x).
An element of KX(X) is called a meromorphic function on X. Let us note that
if X is integral, then KX is the constant sheaf K(X). We denote the subsheaf of
invertible elements of KX by K∗

X .

Remark 1.14. If X is locally Noetherian, or if it is reduced with only a finite
number of irreducible components, then for any affine open subset U of X, we
have KX(U) = K′

X(U) = Frac(OX(U)). See the end of the next proof.
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Proposition 1.15. Let X be a locally Noetherian scheme, and let U be an open
subset of X containing Ass(OX). Let i : U → X denote the canonical injection.
Then the canonical homomorphism KX → i∗KU is an isomorphism.

Proof As U ⊇ Ass(OX), the canonical homomorphism OX → i∗OU is injective
(Lemma 1.9); hence K′

X → i∗K′
U is also injective. Thus KX → i∗KU is injective,

because KX,x = K′
X,x for all x ∈ X and i∗K′

U is a sub-presheaf of i∗KU .
To prove the surjectivity of KX → i∗KU , we can suppose that X = SpecA is

affine. Let us first show that K′
X(X) → K′

X(U) is surjective. Write X \U = V (I).
Then V (I) ∩ Ass(A) = ∅. Consequently, I is not contained in any prime ideal
in Ass(A). As Ass(A) is finite (Corollary 1.5), I is not contained in ∪p∈Ass(A)p
(Exercise 2.5.4). Let a ∈ I \ ∪p∈Ass(A)p. Then a is regular, D(a) ⊆ U , and
Ass(A) ⊆ D(a). As the composition of the injective canonical homomorphisms
K′

X(X) ↪→ K′
X(U) ↪→ K′

X(D(a)) is clearly an isomorphism, K′
X(X) → K′

X(U) is
an isomorphism.

Let s ∈ i∗KU (X) = KX(U). There exists an affine covering {Ui}i of U such
that s|Ui

∈ K′
X(Ui). Write s|Ui

= ai/bi with bi ∈ R(OX(Ui)). Let Vi = D(bi) ⊆
Ui and let V = ∪iVi. Then s|Vi

∈ OX(Vi) and s|V ∈ OX(V ). As Ass(OX(Ui)) ⊆
Vi by Corollary 1.3, we have Ass(A) = Ass(OU ) ⊆ V . From the above, s|V = t|V
for some t ∈ K′

X(X). Since KX(U) → KX(V ) is injective, s = t|U . So K′
X(X) →

KX(U) is surjective. Note that taking U = X, we obtain K′
X(X) = KX(X).

Remark 1.16. For any reduced scheme X with only a finite number of irre-
ducible components, the set of generic points of X plays the same role as Ass(OX)
(Exercise 2.1.4(b)). By a similar method, we can show that the proposition stays
valid for X by taking for U any everywhere dense open subset.

7.1.2 Cartier divisors

Definition 1.17. Let X be a scheme. We denote the group H0(X,K∗
X/O∗

X)
by Div(X). The elements of Div(X) are called Cartier divisors on X. Let f ∈
H0(X,K∗

X); its image in Div(X) is called a principal Cartier divisor and denoted
by div(f). The group law on Div(X) is noted additively. We say that two Cartier
divisors D1 and D2 are linearly equivalent if D1 −D2 is principal. We then write
D1 ∼ D2. A Cartier divisor D is called effective if it is in the image of the
canonical map H0(X,OX ∩ K∗

X) → H0(X,K∗
X/O∗

X). We then write D ≥ 0.
The set of effective Cartier divisors is denoted by Div+(X). Let U be an open
subset of X, and let D|U denote the restriction of D (as a section of the sheaf
K∗

X/O∗
X) to U .

By definition, we can represent a Cartier divisor D by a system {(Ui, fi)i},
where the Ui are open subsets of X forming a covering of X, fi is the quotient of
two regular elements of OX(Ui), and fi|Ui∩Uj ∈ fj |Ui∩UjOX(Ui ∩ Uj)∗ for every
i, j. Two systems {(Ui, fi)i} and {(Vj , gj)j} represent the same Cartier divisor if
on Ui∩Vj , fi and gj differ by a multiplicative factor in OX(Ui∩Vj)∗. Let D1, D2
be two Cartier divisors, represented by {(Ui, fi)i} and {(Vj , gj)j}, respectively.
Then D1 + D2 is represented by {(Ui ∩ Vj , figj)i,j}. We have D ≥ 0 if and only
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if it can be represented by {(Ui, fi)i} with fi ∈ OX(Ui). It is principal if it can
be represented by a system {(X, f)}.

We denote by CaCl(X) the group of isomorphism classes of Cartier divi-
sors modulo the linear equivalence relation. We are going to compare this group
to the Picard group Pic(X) (Exercise 5.1.12). To a Cartier divisor D repre-
sented by {(Ui, fi)i}, we can associate a subsheaf OX(D) ⊂ KX defined by
OX(D)|Ui = f−1

i OX |Ui . It is clearly independent of the choice of a representing
system {(Ui, fi)i}, and we see that it is an invertible sheaf on X. By construc-
tion, D ≥ 0 if and only if OX(−D) ⊆ OX . If U is an open subset of X, then
OX(D)|U = OU (D|U ).

Proposition 1.18. Let X be a scheme. The following properties are true.

(a) The map ρ : D �→ OX(D) is additive, that is

ρ(D1 + D2) = OX(D1)OX(D2) � OX(D1)⊗OX
OX(D2).

(b) The map ρ induces an injective homomorphism

CaCl(X) → Pic(X).

(c) The image of ρ corresponds to the invertible sheaves contained in KX .

Proof (a) follows immediately from the construction of ρ. (b) It is clear that
ρ sends a principal Cartier divisor to a free sheaf of rank 1. Hence ρ induces
a group homomorphism CaCl(X) → Pic(X). Let D ∈ Ker ρ. Then there exists
an f ∈ H0(X,OX(D)) ⊆ H0(X,KX) such that OX(D) = fOX . The fact that
OX(D) is locally generated by elements of K∗

X implies that f ∈ H0(X,K∗
X).

Finally, it can immediately be verified that the equality OX(D) = fOX implies
that D = div(f). This shows the injectivity of CaCl(X) → Pic(X). (c) By
construction, ρ(D) = OX(D) ⊆ KX . Let L ⊆ KX be an invertible subsheaf.
Let {Ui}i be an open covering of X such that L|Ui is free and generated by an
fi ∈ K′

X(Ui) for each i. Then fi ∈ K′
X(Ui)∗ ⊆ K∗

X(Ui). And the Cartier divisor
D associated to {(Ui, fi)}i verifies ρ(D) = L.

Corollary 1.19. Let X be a Noetherian scheme without embedded point (e.g.,
reduced); then the canonical homomorphism CaCl(X) → Pic(X) is an isomor-
phism.

Proof It is a matter of showing that every invertible sheaf L on X is isomorphic
to a sub-OX -module of KX . Let ξ1, . . . , ξn be the generic points of X (which are
also the associated points of X, by hypothesis). Each ξj has an open neighbor-
hood Uj contained in {ξj} \∪k �=j{ξk}. Moreover, by taking Uj sufficiently small,
we may suppose L|Uj

is free. Let us set U = ∪1≤j≤nUj . Let i : U → X be the
canonical injection. Then L → i∗(L|U ) is injective by Lemma 1.9, because this
is a property of local nature. As L|U is free, we have

L ↪→ i∗(L|U ) � i∗OU ↪→ i∗KU � KX ,

by Proposition 1.15, which proves the corollary.
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Remark 1.20. More generally, CaCl(X) → Pic(X) is an isomorphism if X is
locally Noetherian such that Ass(OX) is contained in an affine open subset (e.g.,
if X is quasi-projective over an affine Noetherian scheme) or if X is reduced
with only a finite number of irreducible components. See [41], IV.21.3.5 and
Proposition 1.32.

Length of modules

On a Noetherian scheme, Cartier divisors can be seen as cycles of codimension 1
(see the next section). To do this, we are going to recall the notion of length of
a module. It will also serve to define intersection numbers on a regular surface
(Section 9.1). Let A be a ring and M an A-module. We say that M is simple if
M 
= 0, and if the only sub-A-modules of M are 0 and M . We say that M is of
finite length if there exists a chain

0 = M0 ⊂ · · · ⊂ Mn = M (1.1)

of sub-A-modules of M such that Mi+1/Mi is simple for every i ≤ n − 1 (in
particular, Mi+1 
= Mi). The chain (1.1) is called a composition series of M .
We can show that n is independent of the choice of such a composition series
(Jordan–Hölder theorem, see for instance [33], Theorem 2.13(a)). We then call
n the length of M , and we denote it by lengthA(M), or if there is no confusion
possible, length(M). By convention, length(0) = 0.

Example 1.21. A vector space V is simple if and only if it is of dimension 1. We
immediately deduce from this that V is of finite length if it is of finite dimension,
in which case the length coincides with the dimension.

Example 1.22. Let OK be a discrete valuation ring with uniformizing para-
meter t. Let M = OK/tnOK with n ≥ 1. Then lengthOK

M = n. Indeed,

0 ⊂ tn−1OK/tnOK ⊂ · · · ⊂ tOK/tnOK ⊂ OK/tnOK

is a composition series of M , because the successive quotients are isomorphic to
OK/tOK , which is simple.

Lemma 1.23. Let A be a ring, M an A-module, and N a submodule of M .
Then M is of finite length if and only if N and M/N are. Moreover, we will then
have the equality

lengthM = lengthN + length(M/N).

Proof Let us suppose N and M/N of finite length. Let

N0 ⊂ · · · ⊂ Nq, L0 ⊂ · · · ⊂ Lr

be composition series of N and M/N , respectively. For each i ≤ r, Li is the
quotient of a unique sub-A-module Mi+q of M by N . Let us set Mj = Nj if
j ≤ q− 1 (note that Mq = N = Nq). It can immediately be verified that the Mi,
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0 ≤ i ≤ q + r, form a composition series of M . This proves that M is of finite
length, equal to q + r.

Conversely, let us suppose that M admits a composition series (Mi)0≤i≤n.
Then the N∩Mi form an ascending sequence of submodules of N with N∩M0 = 0
and N ∩Mn = N . Moreover, (N ∩Mi+1)/(N ∩Mi) is isomorphic to a submodule
of Mi+1/Mi, and is therefore zero or isomorphic to this module. Therefore, by
leaving out the repetitions in the sequence, we extract a composition series of
N from (N ∩ Mi)i. Similarly, by considering the images of the Mi in M/N , we
show that M/N is of finite length.

Definition 1.24. We say that a module M is Artinian if every descending
sequence of submodules of M is stationary. Any submodule and any quotient
module of an Artinian module is Artinian.

Proposition 1.25. Let M be a module over a ring A. Then M is of finite length
if and only if it is Artinian and Noetherian.

Proof Let us first suppose M is of finite length. Let (Mn)n be a monotonic
sequence of submodules of M . By virtue of Lemma 1.23, (lengthMn)n is a mono-
tonic sequence of positive integers, bounded from above by lengthM , and there-
fore stationary. Therefore the chain (Mn)n is stationary, again by the preceding
lemma, which shows that M is Artinian and Noetherian.

For the converse, let us first show that M = 0 or contains a simple submodule.
Let us suppose the contrary. Then M contains a proper non-zero submodule L1.
Similarly, L1 contains a proper non-zero submodule L2. We thus construct a
strictly descending chain (Ln)n≥1 of submodules of M , which contradicts the
hypothesis that M is Artinian. Let us suppose M 
= 0. Let M1 be a simple
submodule of M . Either M/M1 = 0, and M is of length 1, or, as M/M1 is
Artinian, there exists a simple submodule M2/M1 of M/M1. We thus construct a
chain of modules M1 ⊂ M2 ⊂ · · · whose successive quotients are simple modules.
As M is Noetherian, the chain is finite, and hence M is of finite length.

Lemma 1.26. Let A be a Noetherian local ring of dimension 1, and let f ∈ A
be a regular element. Then A/fA is of finite length. Let g ∈ A be regular; then
we have

length(A/fgA) = length(A/fA) + length(A/gA).

Proof No minimal prime ideal p of A contains f (Corollary 1.3). It follows
from Theorem 2.5.15 that A/fA is of dimension 0, and therefore Noetherian
and Artinian (Lemma 2.5.11). By Proposition 1.25, A/fA is of finite length. We
have an exact sequence of A-modules

0 → gA/fgA → A/fgA → A/gA → 0.

As gA/fgA � A/fA, the equality of the lengths results from Lemma 1.23.

Definition 1.27. Let A be a Noetherian local ring of dimension 1. For any
regular element f ∈ A, lengthA(A/fA) is a finite integer. The lemma above
shows that the map f �→ lengthA(A/fA) extends to a group homomorphism
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Frac(A)∗ → Z. Moreover, its kernel contains the invertible elements of A. We
thus obtain a group homomorphism multA : Frac(A)∗/A∗ → Z.

Let X be a locally Noetherian scheme. Let D ∈ Div(X) be a Cartier divi-
sor. For any point x ∈ X of codimension 1, the stalk of D at x belongs to
(K∗

X/O∗
X)x = Frac(OX,x)∗/O∗

X,x. We can therefore define

multx(D) := multOX,x
(Dx) (1.2)

as above. Let U be an open and everywhere dense subset of X such that D|U = 0.
Then any x ∈ X of codimension 1 such that multx(D) 
= 0 is a generic point of
X \ U . This implies that in any affine open subset of X, there are only a finite
number of points x of codimension 1 such that multx(D) 
= 0.

7.1.3 Inverse image of Cartier divisors

Let f : X → Y be a morphism of schemes. It is natural to want to transport
Cartier divisors on X to Y , and conversely. In this subsection, we are going
to construct the inverse images of Cartier divisors for morphisms or divisors
fulfilling certain conditions. If for invertible sheaves L on Y , the inverse image
f∗L is always defined and is an invertible sheaf, this is not always the case for
Cartier divisors.

Definition 1.28. Let X be a scheme, and let D ∈ Div(X) = H0(X,K∗
X/O∗

X).
The support of D, which we denote by SuppD, is defined to be the set of points
x ∈ X such that Dx 
= 1. This comes down to saying that OX(D)x 
= OX,x. The
set SuppD is a closed subset of X.

Lemma 1.29. Let X be a closed subscheme of a locally Noetherian scheme Y .
Let i : X → Y be the canonical injection.

(a) The set GX/Y of Cartier divisors E on Y such that

(SuppE) ∩Ass(OX) = ∅

is a subgroup of Div(Y ).
(b) There exists a natural homomorphism GX/Y → Div(X), denoted by

E �→ E|X , compatible with the homomorphism OY → i∗OX . Moreover
we have a canonical isomorphism OY (E)|X � OX(E|X), and

Supp(E|X) = (SuppE) ∩X,

If E > 0, then E|X ≥ 0. The image of a principal divisor is a principal
divisor.

Proof (a) Let E ∈ Div(Y ) = H0(Y,K∗
Y /O∗

Y ). Then E ∈ GX/Y if and only if
Ex = 1 for every x ∈ Ass(OX). This shows that GX/Y is a subgroup.

(b) Let E ∈ GX/Y be represented by a system {(Ui, fi)}i∈I . There exists an
open subset V of Y such that Ass(OX) ⊆ V and fi|Ui∩V ∈ OY (Ui ∩ V )∗ for
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every i. Let U i = X ∩ Ui, and f i be the image of fi|Ui∩V in O∗
X(U i ∩ V ) ⊆

K∗
X(U i ∩ V ). Now

U i ∩ V ⊇ Ass(OX) ∩ U i = Ass(OUi
),

and hence K∗
X(U i ∩ V ) = K∗

X(U i), by Proposition 1.15. Let E|X ∈ Div(X) be
the Cartier divisor represented by {(U i, f i)}i∈I . We verify without difficulty that
E|X does not depend on the choice of representatives of E. The properties of
E|X can immediately be deduced from the construction.

Remark 1.30. If X is reduced, then the (SuppE) ∩ Ass(OX) = ∅ condition
of the lemma above is equivalent to saying that SuppE does not contain any
irreducible component of X.

Lemma 1.31. Let X be a quasi-projective scheme over an affine Noetherian
scheme. Let L be an invertible sheaf on X. Then there exist very ample sheaves
L1 and L2 such that L � L1 ⊗ L∨

2 .

Proof Let M be a very ample sheaf on X (Corollary 5.1.36). There exists an
n ≥ 1 such that L ⊗M⊗n is generated by its global sections (Theorem 5.1.27).
Hence L⊗M⊗(n+1) and M⊗(n+1) are very ample (Exercise 5.1.28), whence the
lemma by taking L1 = L ⊗M⊗(n+1) and L2 = M⊗(n+1).

Proposition 1.32. Let X be quasi-projective over a Noetherian affine scheme.
Then the canonical homomorphism CaCl(X) → Pic(X) is an isomorphism.

Proof We have to find an injective homomorphism L ↪→ KX for any invert-
ible sheaf L on X. Let U be an affine open subset of X containing Ass(OX)
(Proposition 3.3.36(b)). Let R be the set of regular elements of OX(U), B =
R−1OX(U), and N = R−1L(U). Then Ñ is an invertible sheaf on SpecB.
We first show that N � B. There are only a finite number of maximal ideals
m1, ...,mn in B because they all correspond to associated prime ideals of OX(U).
Let I = ∩imi. Then V (I) is a reduced closed subscheme of SpecB of dimension
0. Therefore B/I = ⊕iB/mi (apply Exercise 2.5.11(c) to SpecB/I). Tensoring
by N , we obtain N/IN � ⊕iN/miN � ⊕iB/mi. Therefore there exists v ∈ N

such that N = Bv + IN . By Corollary 1.2.9, we have N = Bv. Since Ñ is
invertible on SpecB, we have N � B.

We then see immediately that L|V � OV for some V := D(t) ⊆ U with
t ∈ R. So Ass(OX) = Ass(OU ) ⊆ V . Let i : V → X be the canonical injection.
Then L ↪→ i∗(L|V ) � i∗OV ⊆ i∗KV � KX (Lemma 1.9, Proposition 1.15).

If we want to define the inverse image by f : X → Y of any Cartier divisor
on Y , it suffices that we have a natural homomorphism K∗

Y → f∗K∗
X .

Lemma 1.33. Let f : X → Y be a morphism. We suppose that one of the
following hypotheses is verified:

(1) f is flat;
(2) X is reduced, having only a finite number of irreducible components, and

each of these dominates an irreducible component of Y (e.g., if X and Y
are integral and f is dominant).
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Then the canonical homomorphism OY → f∗OX extends to a homomorphism
KY → f∗KX .

Proof It suffices to show that OY → f∗OX extends to a homomorphism
of presheaves K′

Y → f∗K′
X (see the notation of Lemma 1.12). Or to show

that if U ⊆ X and V ⊆ Y are affine open subsets such that f(U) ⊆ V ,
then OY (V ) → OX(U) sends a regular element to a regular element. In case
(1), this results from the fact that OY (V ) → OX(U) is flat (see the proof of
Lemma 1.12). Let us now assume to be in case (2). Then OX(U) is reduced and
every irreducible component of U dominates an irreducible component of V (use
Proposition 2.4.5(b)). Let us suppose that φ := f#(U) : OY (V ) → OX(U) sends
an element b ∈ OY (V ) to a zero divisor. Then φ(b) belongs to a minimal prime
ideal q of OY (V ) (Corollary 1.3). By hypothesis, φ−1(q) is a minimal prime ideal
of OX(U). Hence b ∈ φ−1(q) divides zero. This proves the lemma.

Definition 1.34. Let f : X → Y be as in Lemma 1.33. As we always have
f#(O∗

Y ) ⊆ f∗O∗
X , we have a homomorphism K∗

Y /O∗
Y → f∗(K∗

X/O∗
X). For any

Cartier divisor D ∈ Div(Y ) = H0(Y,K∗
Y /O∗

Y ) on Y , we will denote its image in
Div(X) by f∗D. By construction, f∗D is principal if D is principal. Hence f∗

induces a canonical homomorphism CaCl(Y ) → CaCl(X).

Remark 1.35. Let f : X → Y be a morphism verifying one of the conditions
of Lemma 1.33. Let D ∈ Div+(Y ) be an effective divisor. Then, by construction,
it is easy to see that f∗D ∈ Div+(X) and that the sheaf of ideals OX(−f∗D)
on X is the image of f∗(OY (−D)) in OX .

Lemma 1.36. Let (A, m) be a local ring and B an A-algebra.

(a) Suppose B is local with maximal ideal n and [B/n : A/m] < +∞. Let M
be a B-module of finite length. Then M is of finite length over A, and
we have

lengthA(M) = [B/n : A/m] lengthB(M).

(b) Let us suppose B is finite over A, with maximal ideals n1, . . . , nq, and
that A is Noetherian of dimension 1. Let b ∈ B be a regular element. Let
Bi := Bni

. Then we have

lengthA(B/bB) =
∑

1≤i≤q

[Bi/niBi : A/m] lengthBi
(Bi/bBi).

(c) Let us suppose B is free of finite rank n over A, and let us keep the
notation of (b). Then we have

n =
∑

1≤i≤q

[Bi/niBi : A/m] lengthBi
(Bi/mBi).

Proof (a) Let (Mj)0≤j≤d be a composition series of M . Then Mj+1/Mj is
a simple B-module, and hence isomorphic to B/n (Exercise 1.6(a)). Using
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Lemma 1.23, we can reduce to showing (a) when M � B/n. The A-module
structure on B/n is induced by its structure of vector space over A/m; hence
lengthA(B/nB) = lengthA/m(B/n) = [B/n : A/m].

(b) As B is Noetherian of dimension ≤ 1 (Proposition 2.5.10), B/bB
is of dimension 0. We deduce from this that B/bB = ⊕1≤i≤q(Bi/bBi)
(Exercise 2.5.11). It follows that lengthA(B/bB) =

∑
i lengthA(Bi/bBi). We then

obtain (b) by applying (a). Finally, the proof of (c) is similar to that of (b).

Remark 1.37. Lemma 1.36(c) generalizes the well-known formula n =
∑

i eifi

for finite extensions of discrete valuation rings.

Proposition 1.38. Let f : X → Y be a finite dominant morphism of
Noetherian integral schemes. Let y ∈ Y be a point of codimension 1. Let
D ∈ Div(Y ). Then we have

[K(X) : K(Y )]multy D =
∑

x∈f−1(y)

[k(x) : k(y)]multx(f∗D).

Proof Let us first note that every x ∈ f−1(y) has codimension at most 1 by
Proposition 2.5.10(a). Hence x is of codimension 1 (it is not of codimension 0
because f is dominant), and multx(f∗D) indeed has a meaning. As the property
to be shown is clearly of local nature, we can suppose that Y = SpecA is affine
and local, and that y is the closed point of Y . Let B = OX(X). We can suppose
that D is defined by a regular element a ∈ A.

Let n = [K(X) : K(Y )]. Taking into account Lemma 1.36(b), the proposition
reduces to showing that lengthA(B/aB) = n lengthA(A/aA). Let b1, . . . , bn be
elements of B that form a basis of K(X) over K(Y ). Let us consider the sub-
A-module M :=

∑
1≤i≤n Abi of B. As B/M is a torsion A-module, it is of finite

length over A. We moreover have two exact sequences of A-modules

0 → aB/aM → B/aM → B/aB → 0,

0 → M/aM → B/aM → B/M → 0,

whose terms are of finite length over A. The multiplication by a induces an
isomorphism B/M � aB/aM ; hence Lemma 1.23 implies that lengthA(B/aB) =
lengthA(M/aM). Now M is free of rank n over A, so we have lengthA(M/aM) =
n lengthA(A/aA), which completes the proof.

Exercises

1.1. Let X be a locally Noetherian scheme without embedded point, or reduced
with only a finite number of irreducible components. We want to show
that KX is a quasi-coherent sheaf on X. Let U be an affine open subset
of X.
(a) Let A = OX(U), and let f ∈ A be non-nilpotent. Let us consider an

element a ∈ A that is a zero divisor and regular in Af .
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(1) Show that a is not nilpotent. Let p1, . . . , pr be the minimal prime
ideals of A containing a, and pr+1, . . . , pn those which do not
contain a. Show that n > r ≥ 1.

(2) Let b ∈ (∩r+1≤i≤npi)\∪1≤j≤rpj . Show that there exists an m ≥ 1
such that bmam = 0 and am + bm is a regular element.

(3) Show that the image of am−1/(am + bm) ∈ Frac(A) in Frac(Af )
is equal to 1/(a|D(f)). Deduce from this that the canonical homo-
morphism

Frac(A)⊗A Af → Frac(Af )

is an isomorphism.
(b) Show that K′

X is a quasi-coherent sheaf on X. Deduce from this
that KX is quasi-coherent, and that KX(U) = Frac(OX(U)).

Remark. There exists a Noetherian scheme X such that KX is not quasi-
coherent ([41], IV.20.2.13.(iii)).

1.2. Let X be a locally Noetherian scheme without embedded point. Show
that X is reduced if and only if it is reduced at the generic points (use
Lemma 1.9).

1.3. Let X be a locally Noetherian scheme. We suppose that there exists
a unique point x ∈ X such that OX,x is not reduced. Show that
x ∈ Ass(OX).

1.4. Let X be a Noetherian scheme without embedded point.
(a) Let ξ1, . . . , ξn be its generic points. Show that for any open subset V

of X, we canonically have

KX(V ) = ⊕ξj∈V KX,ξj
.

(b) Deduce from this that KX and K∗
X are flasque sheaves

(Exercise 5.2.1), and that H1(X,KX) = 0, H1(X,K∗
X) = 1.

(c) ([5], VII, 3.8) Using Exercise 5.2.7, Proposition 5.2.15, and the exact
sequence 1 → O∗

X → K∗
X → K∗

X/O∗
X → 1, show that CaCl(X) →

Pic(X) is an isomorphism. This gives another proof of Corollary 1.19.

1.5. Let A → B be a surjective ring homomorphism. Show that for any
B-module M , we have lengthB(M) = lengthA(M). Show through an
example that this is false if A → B is not surjective.

1.6. Let (A, m) be a Noetherian local ring. Let M be a finitely generated
A-module.
(a) Show that M is simple if and only if M � A/m.
(b) Show that M is of finite length if and only if there exists an r ≥ 1

such that mrM = 0.
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(c) Let us suppose M is of finite length. Show that we have

lengthA(M) =
∑
i≥0

dimA/m(miM/mi+1M).

(d) Let us suppose that A is an algebra over a field k. Show that

lengthA(M) dimk A/m = dimk M.

1.7. Let A be a ring and M a finitely generated A-module. Let a ∈ A. When
M/aM and M [a] are of finite length over A, we set

eA(a, M) := lengthA(M/aM)− lengthA(M [a]).

We have already come across this number in Lemma 5.3.18.
(a) Show that if M is of finite length, then eA(a, M) is well defined and

is zero.
(b) If M is killed by an ideal I of A, show that eA(a, M) = eA/I(a, M),

where a is the image of a in A/I.
(c) Let 0 → M ′ → M → M ′′ → 0 be an exact sequence of A-modules.

Show that we have the following exact sequences:

0 → N → M ′/aM ′ → M/aM → M ′′/aM ′′ → 0,

0 → M ′[a] → M [a] → M ′′[a] → N → 0,

where N = (aM ∩ M ′)/aM ′. Show that if two of the integers
eA(a, M ′), eA(a, M), eA(a, M ′′) are well defined, then so is the third,
and that in that case we have

eA(a, M) = eA(a, M ′) + eA(a, M ′′).

1.8. Let A → B be a homomorphism of local rings. We call the (not necessarily
finite) integer eB/A := lengthB(B/mAB) the ramification index of B over
A. We have eB/A < +∞ if, for example, SpecB → SpecA is quasi-finite
(see Exercise 3.2.8).
(a) Let OK ⊆ OL be an extension of discrete valuation rings. Show that

we have eOL/OK
= νL(tK), where tK is a uniformizing parameter for

K, and νL is the normalized valuation (Example 3.3.23) of L. Thus,
in this case, the definition of the ramification index coincides with
the classical definition.

(b) Let M be an A-module of finite length. Let us suppose eB/A is finite.
Show that

lengthB(M ⊗A B) ≤ eB/A lengthA(M),

and that the equality holds if B is flat over A.
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1.9. Let X be a quasi-projective scheme over a Noetherian ring A. Let L
be an ample sheaf on X. Show that there exists an m ≥ 1 such that
L⊗m � OX(D) for some effective Cartier divisor D.

1.10. Let X be an integral projective variety over a field k, of dimension ≥ 2.
A Cartier divisor D on X is called an ample divisor if OX(D) is an ample
sheaf. Let D be an ample effective Cartier divisor on X.
(a) Suppose that X is normal. Show that for a sufficiently large n, the

canonical homomorphism of k-algebras

H0(X,OX) → H0(nD,OnD),

where we identify nD with the closed subvariety V (OX(−nD)), is
surjective (use [Har], Corollary III.7.8), hence bijective. Deduce from
this that the support of D is connected.

(b) Let π : X ′ → X be the normalization morphism. Show that π∗D is
ample and that X ′ is projective (use Exercise 5.2.16(b)). Show that
SuppD is connected.

(c) Show that (b) is false without the assumption X irreducible.

1.11. Let X be a locally Noetherian scheme. Show that we have canonical iso-
morphisms

lim−→
U⊇Ass(OX)

OX(U) � H0(X,KX), lim−→
U⊇Ass(OX)

O∗
X(U) � H0(X,K∗

X),

of rings and groups, respectively.

1.12. Let X be a locally Noetherian scheme, and F be a coherent sheaf on X.
We set

Ass(F) = {x ∈ X | mx ∈ AssOX,x
(Fx)}.

Let U be an open subset of X containing Ass(F).
(a) Let i : U → X be the canonical injection. Show that the canonical

homomorphism F → i∗(F|U ) is injective.
(b) Let φ : F → G be a homomorphism to a quasi-coherent sheaf. Show

that if φ|U is injective, then φ is injective.

1.13. Let L be an invertible sheaf on an integral scheme X. Let s ∈
H0(X,L ⊗OX

KX) be a non-zero rational section of L.
(a) Let {Ui}i be a covering of X such that L|Ui

is free and generated by an
element ei. Show that there exist fi ∈ K(X)∗ such that s|Ui

= eifi.
Show that {(Ui, fi)}i defines a Cartier divisor on X. We denote it by
div(s). Show that OX(div(s)) = L.

(b) If L = OX , show that div(s) is the principal Cartier divisor associ-
ated to s.

(c) Show that div(s) ≥ 0 if and only if s ∈ H0(X,L).
(d) Let D ∈ Div(X). For any open subset U of X, show that

OX(D)(U) = {f ∈ K∗
X(U) | div(f) + D|U ≥ 0} ∪ {0}.
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7.2 Weil divisors

This section is devoted to the study of Weil divisors (cycles of codimension 1 on a
Noetherian integral scheme). These are geometrically more intuitive than Cartier
divisors. However, in favorable situations, the two types of divisors are equivalent
(Proposition 2.16). At the end of the section, we apply the technique of divisors
to the study of birational morphisms (van der Waerden, Theorem 2.22).

All considered schemes are Noetherian.

7.2.1 Cycles of codimension 1

Definition 2.1. Let X be a Noetherian scheme. A prime cycle on X is an
irreducible closed subset of X. A cycle on X is an element of the direct sum
Z(X). Thus, any cycle Z can be written in a unique way as a finite sum

Z =
∑
x∈X

nx[x].

By definition, the sum of two cycles is done component-wise, and we have Z = 0
if and only if nx = 0 for every x ∈ X.

As we have a canonical bijection between X and the set of its irreducible
closed subsets via the map x �→ {x}, we rather write Z as a finite sum

Z =
∑
x∈X

nx[{x}].

By this identification, a prime cycle is a cycle. The coefficient nx is called the
multiplicity of Z at x, and is denoted by multx(Z). We say that a cycle Z is
positive if multx(Z) ≥ 0 for every x ∈ X. By gathering the (strictly) positive
coefficients on the one hand, and the (strictly) negative coefficients on the other
hand, we can always write Z as the difference of two positive cycles

Z = Z0 − Z∞. (2.3)

The (finite) union of the {x} such that nx 
= 0 is called the support of Z, and is
denoted by SuppZ. It is a closed subset of X. By convention, the support of 0 is
the empty set. We say that a cycle Z is (pure) of codimension 1 if the irreducible
components of SuppZ are of codimension 1 (Definition 2.5.7) in X. Let us note
that {x} is of codimension 1 if and only if dimOX,x = 1 (Exercise 2.5.2). We will
then say that x is a point of codimension 1. The cycles of codimension 1 form a
subgroup Z1(X) of the group of cycles on X.

Example 2.2. Let X be a curve over a field k (Definition 2.5.29). Then a cycle
of codimension 1 on X is simply a finite sum

∑
i ni[xi] with ni ∈ Z, and where

the xi are closed points of X.

Example 2.3. Let X = Pn
k be a projective space over a field. Then any

prime cycle of codimension 1 is of the form V+(P ), with P homogeneous and
irreducible (Exercise 2.5.12(c)). Hence every element of Z1(X) is a finite sum
Z =

∑
i ni[V+(Pi)].
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Definition 2.4. Let X be a Noetherian integral scheme. A cycle of codimension
1 on X is called a Weil divisor on X.

Lemma 2.5. Let X be a Noetherian integral scheme, and let f ∈ K(X) be
non-zero. Then for every point x ∈ X of codimension 1 except possibly a finite
number, we have f ∈ O∗

X,x.

Proof Let U be a dense affine open subset of X. Then f = a/b with a, b ∈
OX(U). For any point x ∈ X of codimension 1 such that

x /∈ Y := V (a) ∪ V (b) ∪ (X \ U),

we have f ∈ O∗
X,x. As at the end of Definition 1.27, there are only a finite number

of such x in Y .

Example 2.6. Let X be a normal Noetherian scheme. Let f ∈ K(X) be a non-
zero rational function. Let x ∈ X be a point of codimension 1. Then OX,x

is local of dimension 1 and normal; it is therefore a discrete valuation ring
(Proposition 4.1.12). Let multx : K(X) → Z ∪ {∞} be the normalized valu-
ation of K(X) associated to OX,x (Example 3.3.23). Let us set

(f) :=
∑

x∈X, dim OX,x=1

multx(f)[{x}].

This is a Weil divisor (we have seen in Lemma 2.5 that this sum is finite). Such a
divisor is called a principal divisor (we will give later a more general construction
based on Cartier divisors, see Proposition 2.14). As multx is additive, we have
(fg) = (f) + (g). Therefore the set of principal divisors is a subgroup of Z1(X).

Definition 2.7. Let X be a normal Noetherian scheme. We denote the quotient
of Z1(X) by the subgroup of principal divisors by Cl(X). We say that two Weil
divisors Z1, Z2 are linearly equivalent, and write Z1 ∼ Z2, if they have the same
class in Z1(X).

Example 2.8. Let K be a number field, OK its ring of integers. Let X =
SpecOK . To every Weil divisor D =

∑
i ni[xi] on X, we can associate the frac-

tional ideal
∏

i pni
i , where pi is the maximal ideal of OK corresponding to the

point xi (xi is closed because it is of codimension 1 in a scheme of dimension 1).
This correspondence establishes, in an evident manner, an isomorphism between
Cl(X) and the class group of K.

Proposition 2.9. Let X = Pn
k be a projective space over a field k, with n ≥ 1.

Then there exists a group homomorphism δ : Z1(X) → Z which induces an
isomorphism Cl(X) → Z. Moreover, any hyperplane in X is a generator of Cl(X).

Proof Let us consider the homomorphism δ : Z1(X) → Z defined by∑
i

ni[V+(Pi)] �→
∑

i

ni deg Pi

(see Example 2.3). It is clearly surjective, because δ([H]) = 1 if H is a hyperplane.
Let f ∈ K(X) be a non-zero rational function. We can write f as a finite product
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f =
∏

i Pni
i , where the Pi are irreducible homogeneous polynomials that are

pairwise prime to each other, and ni ∈ Z. Let us first show that

(f) =
∑

i

ni[V+(Pi)]. (2.4)

Let x ∈ X be a point of codimension 1. Then {x} = V+(P ) for an irreducible
homogeneous polynomial P of some degree d. It is easy to see that for any
homogeneous polynomial Q of degree d, prime to P , the function P/Q is a
generator of mxOX,x. We can write f = (P/Q)rg, with r = ni if Pi divides P
(r = 0 if no Pi divides P ), and g ∈ K(X) containing P neither in its numerator
nor in its denominator. It follows that multx(f) = r. This immediately implies
(2.4). Let us note that

∑
i ni deg Pi = 0, because f is a rational function on X.

Thus δ((f)) = 0. Hence δ induces a surjective homomorphism δ̃ : Cl(X) → Z.
Let Z =

∑
ni[V+(Fi)] ∈ Ker δ. Then

∑
i ni deg Fi = 0. It follows that h :=∏

i Fni
i ∈ K(X). By formula (2.4), we have Z = (h). This shows that δ̃ is an

isomorphism. Let H be a hyperplane in X. Then δ(H) = 1. This shows that the
class of H in Cl(X) is a basis.

Definition 2.10. Let f be a non-zero rational function on a normal Noetherian
scheme. The divisor (f)0 (see formula (2.3)) is called the divisor of zeros of f ,
while (f)∞ is called the divisor of poles of f . Let us take X = Pn

k . Let f = P/Q ∈
K(X), where P and Q are two homogeneous polynomials of the same degree that
are prime to each other. Then Supp(f)0 = V+(P ), and Supp(f)∞ = V+(Q), by
formula (2.4).

Proposition 2.11. Let X be a normal Noetherian scheme. Let f ∈ K(X)∗. Let
U be an open subset of X. Then the following properties are true.

(a) f ∈ OX(U) if and only if U ∩ Supp(f)∞ = ∅.
(b) Let x ∈ X. Then f ∈ mxOX,x if and only if x ∈ Supp(f)0 \ Supp(f)∞.

Proof (a) Let us suppose f ∈ OX(U). For any x ∈ Supp(f)∞ of codimen-
sion 1 in X, we have x ∈ X \ U , because otherwise multx(f) ≥ 0. Hence the
irreducible components of Supp(f)∞ are contained in X \ U , which shows that
U ∩ Supp(f)∞ = ∅. Conversely, let us suppose this condition is verified. For any
point x ∈ U of codimension 1, x is of codimension 1 in X, because OX,x = OU,x.
Hence multx(f) ≥ 0. In other words, f ∈ OX,x. It follows from Theorem 4.1.14
that f ∈ OX(U).

(b) Let us suppose f ∈ mxOX,x. Then x /∈ Supp(f)∞ by (a). We have
x ∈ Supp(f)0, because otherwise f ∈ O∗

X,x. Conversely, let us suppose x ∈
Supp(f)0 \ Supp(f)∞; then f ∈ OX,x. We have f ∈ mxOX,x, because otherwise
f would be invertible in a neighborhood of x and Supp(f)0 would not pass
through x.

Definition 2.12. Let X be a Noetherian scheme and U an open subset of X.
Let Z ∈ Z1(X). Then we can take the restriction of Z to U :

Z|U =
∑

x∈U,dim OX,x=1

multx(Z)[{x}].
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We have Supp(Z|U ) = (SuppZ) ∩ U . If X is normal and f ∈ K(X)∗, then
(f)|U = (f |U ).

For any D ∈ Div(X), let us set

[D] =
∑

x∈X,dim OX,x=1

multx(D)[{x}] ∈ Z1(X).

Thus [D] is a cycle of codimension 1 such that multx([D]) = multx(D) at every
point x of codimension 1. For any open subset U of X, we have [D|U ] = [D]|U
(see Definition 2.12).

Example 2.13. Let B be an integral homogeneous algebra over a ring A, gen-
erated by elements t0, . . . , tn of degree 1. Let b ∈ B be a homogeneous ele-
ment of degree d > 0. Then we have an effective Cartier divisor D on ProjB
given by the system {(D+(ti), b/tdi )}1≤i≤n. It can immediately be verified that
Supp[D] = V+(b) as subsets of ProjB.

Proposition 2.14. Let X be a Noetherian scheme. Then the following proper-
ties are true:

(a) The correspondence D �→ [D] establishes a group homomorphism

Div(X) → Z1(X)

which sends effective divisors to positive cycles.
(b) Let us suppose X is normal. Let f ∈ H0(X,K∗

X) = K(X)∗. Then the Weil
divisor (f) ∈ Z1(X) coincides with the image of the principal Cartier
divisor div(f).

(c) Let us suppose X is normal. Then the homomorphism in (a) is injective
and induces an injective homomorphism CaCl(X) → Cl(X). Moreover,
we have D ≥ 0 if and only if [D] ≥ 0.

Proof (a) follows from the definition. Let us suppose X is normal. Then (b)
results from Example 1.22. Let D ∈ Div(X) be a Cartier divisor represented
by {(Ui, fi)}i. If [D] ≥ 0, then the Weil divisor (fi) = [D|Ui

] on Ui is positive.
It follows from Proposition 2.11 that fi ∈ OX(Ui); hence D ≥ 0. If [D] = 0,
then fi, 1/fi ∈ OX(Ui); hence fi ∈ OX(Ui)∗. In other words, D = 0, whence
the injectivity of Div(X) → Z1(X). This implies the injectivity of CaCl(X) →
Cl(X), by virtue of (b).

Example 2.15. The normality hypothesis cannot be omitted in Proposition 2.14.
Let us consider the integral curve X = Spec k[s, t] over a field k, with the relation
s2 − t3 = 0. Let p ∈ X be the point s = t = 0. A simple computation shows that

lengthOX,p
(OX,p/(t)) = lengthOX,p

(OX,p/(t− s)) = 2.

Let D be the principal Cartier divisor associated to f := (t− s)/t ∈ K(X)∗. For
any x 
= p, we have f ∈ O∗

X,x. We therefore have multx(D) = 0 for every closed
point x ∈ X. In other words, [D] = 0. However, D 
= 0, because fp /∈ OX,p.
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Proposition 2.16. Let X be a Noetherian regular integral (hence normal, by
Theorem 4.2.16(b)) scheme. Then the homomorphisms

Div(X) → Z1(X), CaCl(X) → Cl(X)

are isomorphisms.

Proof Owing to Proposition 2.14, it suffices to show that Div(X) → Z1(X) is
surjective. Let E be an irreducible closed subset of X of codimension 1. Let I
be the sheaf of ideals of OX defining E (endowed with the reduced subscheme
structure). Let x ∈ X. If x ∈ E, Ix is a prime ideal of height 1, and hence
principal, because OX,x is factorial (Theorem 4.2.16(b)). If x /∈ E, then Ix =
OX,x. Therefore there always exist an open neighborhood Ux of x and fx ∈
OX(Ux), such that I|Ux = fxOX |Ux . Let y ∈ X. Then on Ux ∩ Uy, the elements
fx and fy differ by an invertible multiplicative factor, because they generate the
same sheaf of ideals. Let D be the Cartier divisor represented by {(Ux, fx)x∈X}
on X. Then multξ(D) = 1 if ξ is the generic point of E, and multx(D) = 0
if x is a point of codimension 1 distinct from ξ, because x /∈ E, and therefore
fx is invertible. Consequently, [D] is equal to the prime cycle E. As the prime
cycles of codimension 1 generate Z1(X), this shows that Div(X) → Z1(X) is
surjective.

Definition 2.17. Let f : X → Y be a finite dominant morphism of Noetherian
integral schemes. Let Z be a cycle on X. We define the direct image of Z by f
to be the cycle f∗Z given by

multy(f∗Z) =
∑

x∈f−1(y)

[k(x) : k(y)]multx(Z)

for every y ∈ Y . In particular, if Z is a prime cycle, we have

f∗Z = [K(Z) : K(W )]W, where W = f(Z).

It can immediately be verified that Z �→ f∗Z is a group homomorphism, and that
g∗(f∗Z) = (g ◦ f)∗Z if g : Y → S is a finite dominant morphism to a Noetherian
integral scheme S. Note that if Z is a cycle of codimension 1, then f∗Z is not
necessarily a cycle of codimension 1. See, however, Corollary 8.2.6.

Theorem 2.18. Let f : X → Y be a finite dominant morphism of Noetherian
integral schemes. Let D ∈ Div(Y ). Then we have the following equality:

f∗[f∗D] = n[D],

where n = [K(X) : K(Y )]. (See also Proposition 9.2.11.)

Proof Since the equality is local on Y and linear on D, we can assume that D
is a principal and effective divisor. It is then clear that the support of f∗[f∗D]
is equal to that of [D]. It now suffices to apply Proposition 1.38.
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Remark 2.19. Let b ∈ K(X)∗ and let N(b) := NormK(X)/K(Y )(b) be the norm
of b in K(Y ). Then one can show that

f∗[div(b)] = [div(N(b))]

(see Exercise 2.6 when Y is normal, and [37], Proposition 1.4.(b), for the general
case). This is a generalization of Theorem 2.18.

7.2.2 Van der Waerden’s purity theorem

We are going to use the notion of divisors to show a theorem of van der Waerden
concerning the exceptional locus of a birational morphism.

Lemma 2.20. Let X, Y be Noetherian integral schemes. Let f : X → Y be
a separated birational morphism of finite type.

(a) There exists a non-empty open subset V of Y such that f−1(V ) → V
is an isomorphism.

(b) Let W be the union of the open sets V as in (a). Then x ∈ f−1(W ) if and
only if OY,f(x) → OX,x is an isomorphism.

Proof There exist non-empty open subsets U , V of X and Y , respectively,
such that f |U : U → V is an isomorphism (Exercise 3.2.6). We have U ⊆
f−1(V ). The morphism f−1(V ) → V is separated and admits a section V � U ⊆
f−1(V ). Hence U is open and closed in f−1(V ) (Exercise 3.3.6). Now f−1(V ) is
irreducible, and hence f−1(V ) = U is isomorphic to V . This shows (a).

(b) Let x ∈ X be such that OY,y → OX,x, where y = f(x), is an isomorphism.
Then an argument similar to that for (a) shows that X×Y SpecOY,y → SpecOY,y

is an isomorphism. This isomorphism extends to an open neighborhood of y
(Exercise 3.2.5). Hence y ∈ W .

Definition 2.21. Let us keep the hypotheses and notation of the lemma above.
We call the closed subset E := X \ f−1(W ) the exceptional locus of f . The
definition of E is local on X in the sense that if U is an open subset of X,
then the exceptional locus of f |U : U → Y is U ∩ E. This can be seen by using
Lemma 2.20(b).

Theorem 2.22 (van der Waerden’s purity theorem). Let X, Y be Noetherian
integral schemes, and let f : X → Y be a separated birational morphism of
finite type. Let us suppose that Y is regular. Then the exceptional locus E of f
is empty or pure of codimension 1 in X.

Proof Let us suppose E 
= ∅. As the theorem is of local nature, we may suppose
X, Y are affine. Hence X → Y is quasi-projective. Let X → Pn

Y be an immersion.
Let X ′ be the closure of X in Pn

Y , endowed with the reduced closed subscheme
structure. Then X ′ is integral and f extends to a projective birational morphism
X ′ → Y (which is the composition of the closed immersion into Pn

Y followed
by the projection onto Y ). It then suffices to show that the exceptional locus
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of X ′ → Y is pure of codimension 1. We may therefore assume that X is itself
projective over Y .

Let H = V+(P ) be a hypersurface in Pn
Y containing no generic point of E

(Proposition 3.3.36). Let us write X = ProjA[T0, . . . , Tn]/p. As H does not
contain X, the image P of P in A[T0, . . . , Tn]/p is non-zero. Let D ∈ Div+(X)
be the effective Cartier divisor associated to P (see Example 2.13). Let us write
D =

∑
i niΓi, where the Γi are prime cycles of codimension 1. Then the generic

point of Γi does not belong to E, because Supp[D] = H∩X. It follows that f(Γi)
is a cycle of codimension 1 on Y . As Y is regular, there exists a ∆i ∈ Div+(Y )
such that [∆i] = f(Γi) (Propositions 2.16 and 2.14(c)). Let us set ∆ =

∑
i ni∆i

and Z = [f∗∆] − [D]. Let us show that E = SuppZ, which will prove the
theorem.

First, let W = X \ E. As f |W is an isomorphism from W to f(W ), we have
Z|W = [f∗∆]|W −[D]|W = [f∗∆|W ]−[D|W ] = 0, which proves that SuppZ ⊆ E.
Conversely, for any x ∈ E, let us set y = f(x). As Y is normal, we have f∗OX =
OY (Corollary 4.4.3). It follows that Xy has no isolated points (Theorem 4.4.4),
and hence dimXy ≥ 1. Consequently, H ∩Xy 
= ∅ (Exercise 3.3.4(c)). It follows
that y ∈ f(H ∩X). Therefore

E ⊆ f−1(f(H ∩X)) = Supp[f∗∆] ⊆ (H ∩X) ∪ SuppZ.

As H∩X does not contain any generic point of E, this implies that E ⊆ SuppZ.

Remark 2.23. See [69], III.9, Example 0, for a counterexample when Y is not
regular.

Remark 2.24. If we only suppose that Y is normal, then the end of the proof
shows that E does not have any isolated point.

Exercises

2.1. Let A be a normal Noetherian ring, let X = SpecA. Let us suppose that
Cl(X) = 0.
(a) Let p be a prime ideal of height 1 in A. Let f ∈ Frac(A) be such

that V (p) = (f) as Weil divisors on X. Show that p = fA (use
Proposition 2.11 and Theorem 4.1.14).

(b) Let f ∈ A be an irreducible element (i.e., if f = gh with g, h ∈ A,
then g or h is invertible). Let p be a prime ideal, minimal among
those containing fA. Show that fA = p.

(c) Show that A is a unique factorization domain.
(d) Show that if B is a unique factorization domain, then Cl(Y ) =

Pic(Y ) = CaCl(Y ) = 0, where Y = SpecB.

2.2. Let L/K be an extension of number fields, let OL, OK be their respective
rings of integers, and f : SpecOL → SpecOK the canonical morphism.
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Let Z ∈ Z1(SpecOL) be a cycle corresponding to a fractional ideal p.
Show that f∗Z corresponds to the norm of p on K. Give an interpretation
of Theorem 2.18 in this concrete case.

2.3. Let f : X → Y be a morphism of Noetherian schemes. We suppose that
either f is flat, or X, Y are integral and f is finite surjective.
(a) Let x ∈ X be a point of codimension 1, and y = f(x). Show that

dimOY,y = 1 if f is finite surjective, and that dimOY,y ≤ 1 if f is
flat. Show that when dimOY,y = 1, ex/y := eOX,x/OY,y

is finite.
(b) Let D ∈ Div(Y ). Show that multx(f∗D) = ex/y multy(D) or 0,

according to whether y is of codimension 1 or 0. Deduce from this
the following equality in Z1(X):

[f∗D] =
∑

x

ex/y multy(D)[{x}],

where the sum is taken over the set of points x ∈ X of codimension
1 such that y := f(x) is of codimension 1.

2.4. Let X be a scheme. Let D ∈ Div(X) be a Cartier divisor.
(a) If D is effective, show that SuppD = V (OX(−D)).
(b) Let us suppose X is Noetherian. Show that Supp[D] ⊆ SuppD, and

that we have equality if X is regular or D is effective.
(c) Compare SuppD and Supp[D] in Example 2.15.
(d) Let f : X → Y be a morphism verifying one of the condi-

tions of Lemma 1.33. Let E ∈ Div+(Y ). Show that Supp[f∗E] =
f−1(Supp[E]).

2.5. Let X be a Noetherian integral scheme. Let us suppose that the normal-
ization morphism π : X ′ → X is finite (e.g., if X is an algebraic variety,
Proposition 4.1.27). Let D ∈ Div(X).
(a) Show that [D] ≥ 0 ⇐⇒ [π∗D] ≥ 0 ⇐⇒ π∗OX(−D) ⊆ OX′ .
(b) Show that [D] ≥ 0 if and only ifOX(−D) ⊆ π∗OX′ , that is to say that

D is locally defined by rational functions that are integral over OX .

2.6. Let f : X → Y be a finite dominant morphism of integral Noetherian
schemes. Let us suppose that Y is normal. Let b ∈ K(X)∗ and a =
NormK(X)/K(Y )(b) be the norm of b in K(Y ).
(a) Let ξ be a point of codimension 1 of Y , A = OY,ξ, and B = (f∗OX)ξ.

Show that B is finite and free over A.
(b) Let N ⊆ M be free A-modules of the same finite rank. Show that

there exist a basis e1, . . . , en of M over A, and a1, . . . , an ∈ A such
that a1e1, . . . , anen form a basis of N over A. Taking M = B and
N = bB, show that

a = NormB/A(b) = a1 · · · an, lengthA(A/aA) = lengthA(B/bB).

(c) Using Lemma 1.36(b), show that f∗[div(b)] = [div(a)].
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7.3 Riemann–Roch theorem

Let k be a field. Let us recall that a curve over k is an algebraic variety over k
whose irreducible components are of dimension 1 (Definition 2.5.29). We will be
interested not only in smooth or normal curves, but also, when this is possible,
in singular, possibly non-reduced curves. This type of curve can appear when we
study the fibers of a regular fibered surface over a Dedekind scheme.

7.3.1 Degree of a divisor

In this subsection, we fix a field k and a curve X over k.

Definition 3.1. Let D be a Cartier divisor on X. The degree of D, which we
denote by degk D, is defined to be the integer

degk D :=
∑

x

multx(D)[k(x) : k],

where x runs through the closed points of X (see Definition 1.27). This integer
depends on the base field k, but if there is no ambiguity, we will omit the mention
of k. It is clear that D → degk D establishes a group homomorphism.

Remark 3.2. A 0-cycle on a Noetherian scheme Y is an element of the free
Abelian group generated by the closed points of Y . On X, the 0-cycles coincide
with the cycles of codimension 1. For any 0-cycle Z =

∑
x nx[x] on X; we define

its degree by degk Z :=
∑

x nx[k(x) : k]. For any Cartier divisor D on X, we
then have degk D = degk[D].

Example 3.3. Let X = P1
k and D ∈ Div(X). Then degk D = degk[D] = δ([D]),

where δ is defined in Proposition 2.9.

Definition 3.4. Let E be an effective Cartier divisor on a scheme Y . We let
(E,OE) denote the closed subscheme of Y associated to the invertible sheaf of
ideals OY (−E) ⊆ OY .

Lemma 3.5. Let X be a curve over a field k, and let D be a non-zero effective
Cartier divisor on X. Then degk D = dimk H0(D,OD).

Proof The scheme (D,OD) is finite, and hence affine. For any x ∈ D, {x} is a
connected component of D. Let A = H0(D,OD). We have A = ⊕x∈DOD({x}) =
⊕x∈DOD,x. Hence dimk A =

∑
x∈D dimk OD,x. For any x ∈ D, we have

multx(D) := lengthOX,x
(OD,x) = [k(x) : k]−1 dimk OD,x

(Exercise 1.6(d)). Taking the sum over the points x ∈ D (note that multx(D) = 0
if x /∈ D), we obtain the lemma.

Lemma 3.6. Let X be a Noetherian scheme of dimension 1. Let D be a Cartier
divisor on X. Then there exist two non-zero effective Cartier divisors E and F
on X such that D = E − F .
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Proof We represent D by a system {(Ui, fi)i}, with fi = ai/bi. Then V (bi) ⊂ Ui

is a finite set. As bi is a regular element, it does not contain generic points of Ui.
Hence V (bi) is closed in X. Let Di be the Cartier divisor on X defined by the
system (X \ V (bi), 1), (Ui, bi). Then F :=

∑
i Di is effective, as is E := D + F .

Adding a non-zero effective divisor to F and E if necessary, we have E, F are
non-zero.

Proposition 3.7. Let X be a curve over k, and let K be a field extension of k.
Let p : XK → X denote the projection morphism.

(a) Let DK = p∗D for every D ∈ Div(X) (Definition 1.34). Then degK DK =
degk D.

(b) Let k′ be a subfield of k of finite index. Consider X as a curve over k′.
Then degk′ D = [k : k′] degk D.

Proof (a) It suffices to show the equality for effective D (Lemma 3.6). Let
(D,OD) be the subvariety of X associated to the divisor D as in Lemma 3.5.
Then (DK ,ODK

) is none other than D ×k SpecK. As K is flat over k, we
have H0(DK ,ODK

) = H0(D,OD) ⊗k K (Proposition 3.1.24). This proves the
proposition, by virtue of Lemma 3.5.

(b) For all x ∈ X, multx(D) does not depend on the base field. So the equality
comes from the fact that [k(x) : k′] = [k : k′][k(x) : k].

Proposition 3.8. Let π : X → Y be a finite morphism of integral curves over k.
Then for any D ∈ Div(Y ), we have

deg π∗D = [K(X) : K(Y )] degD.

In particular, we have deg D = deg π∗D if π is a normalization morphism
(Definition 4.1.19).

Proof Note that condition (2) of Lemma 1.33 is verified; hence π∗D is well
defined. Let Z be a 0-cycle on X. Then it immediately follows from the definition
that deg π∗Z = degZ (Remark 3.2). It now suffices to apply Theorem 2.18.

Corollary 3.9. Let π : X → Y be a finite morphism of normal curves with
Y = P1

k. Let us consider a generator t of K(Y ) over k, and let f be the image of
t in K(X). Then we have

[K(X) : K(Y )] = deg(f)0 = deg(f)∞.

Proof As X, Y are regular, we will identify Weil divisors with Cartier divisors
(Proposition 2.16). By the choice of t, we have (t) = [P ] − [Q], where P, Q are
two distinct rational points. It follows that

(f) = π∗(t) = π∗[P ]− π∗[Q].

As π∗[P ] and π∗[Q] are non-zero effective divisors with disjoint support, we have
π∗[P ] = (f)0 and π∗[Q] = (f)∞. As [P ] is of degree 1, the corollary results from
Proposition 3.8.
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Morphisms to P1
k

Let X be a normal curve over a field k, and let f ∈ K(X) be a rational function.
Then f induces a morphism π : X → P1

k = Proj k[T0, T1] in the following way.
Let U = X \ Supp(f)∞, V = X \ Supp(f)0 be such that f ∈ OX(U) and
1/f ∈ OX(V ). Let us consider the morphism π0 : U → D+(T0) corresponding to
the homomorphism k[T1/T0] → OX(U) which sends T1/T0 to f , and π1 : V →
D+(T1) corresponding to T0/T1 �→ 1/f . Then we immediately verify that π0, π1
coincide on U ∩ V and therefore define a morphism π : X → P1

k. Clearly, π is
dominant if and only if f is transcendent over k. If this is the case, π is then
quasi-finite.

Lemma 3.10. Let X, Y be projective curves over k, and π : X → Y be a
morphism. Then the following conditions are equivalent:

(i) π is finite.
(ii) For any irreducible component Xi of X, π(Xi) is not reduced to a point.
(iii) The image of any generic point of X is a generic point of Y .

Proof We clearly have (i) implies (ii). (ii) implies (iii) because π(Xi) is an
irreducible closed subset of dimension 1. If (iii) is verified, as X is of dimension
1, π is quasi-finite. Now π is projective (Corollary 3.3.32(e)), and hence finite
(Corollary 4.4.7).

Remark 3.11. Let X be a normal curve over k, let f ∈ K(X), and D ∈
Div+(X) be the Cartier divisor such that [D] = (f)∞, and let L = OX(D).
Then it is easy to see that {1, f} are sections of H0(X,L) which generate L
(see the definition before Proposition 5.1.31). The morphism π : X → P1

k is
none other than the morphism associated to L and to the sections {1, f} (see
the construction of Proposition 5.1.31). Moreover, the morphism π is of degree
(Exercise 5.1.25) deg D by Corollary 3.9.

Corollary 3.12. Let X be a normal projective curve over k. We suppose that
there exists an f ∈ K(X) such that (f) = [x0] − [x1], where x0, x1 are two
distinct rational points. Then the morphism π : X → P1

k induced by f is an
isomorphism.

Proof Indeed, π is finite because it is non-constant, and of degree 1 by the
above, and hence birational. As P1

k is normal, π is an isomorphism.

Let us conclude with the following proposition which characterizes normal
projective curves by their function fields. Let us recall that a function field in d
variables over k is a finitely generated extension of k, of transcendence degree d
over k.

Proposition 3.13. Let k be a field.

(a) For any function field in one variable K/k, there exists, up to isomor-
phism, a unique normal projective curve X such that K(X) = K.
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(b) For any normal projective curves X, Y over k, there exists a canonical
injection

ρ : Homk−alg(K(Y ), K(X)) ↪→ Mork(X, Y )

whose image is the set of dominant morphisms, and which is compatible
with the composition of morphisms. In particular, isomorphisms corre-
spond to isomorphisms.

(c) The image by ρ of a homomorphism ϕ : K(Y ) → K(X) is the normal-
ization morphism of Y in K(X).

Proof (a) The existence of X is true in every dimension. Indeed, K is the field
of fractions of a finitely generated algebra A. The integral affine variety SpecA
is a dense open subscheme of an integral projective variety Y . Let X be the
normalization of Y (Definition 4.1.19). Then X is a normal variety, finite over
Y (Proposition 4.1.27), of dimension trdegk K. Finally, X is projective over k,
by Exercise 5.2.16. The uniqueness of X (in dimension 1) results from part (b),
whose proof is independent of (a).

(b) Let ϕ : K(Y ) → K(X) be a homomorphism of k-algebras. Let η, ξ be
the generic points of X and Y , respectively. Then K(X) = OX,η, K(Y ) = OY,ξ,
and ϕ induces a morphism SpecOX,η → SpecOY,ξ. This morphism extends to a
morphism U → Y for some non-empty open subscheme U (Exercise 3.2.4), and
therefore to a morphism f : X → Y (Corollary 4.1.17). We will set ρ(ϕ) = f .
This is a dominant morphism, by construction. Conversely, let f : X → Y be a
dominant morphism. Then f induces a homomorphism ϕ : OY,ξ → OX,η. It is
then easy to verify that ρ(ϕ) = f , as well as the other stated properties.

(c) Let Y ′ → Y be the normalization morphism of Y in K(X). Then ϕ
decomposes into K(Y ) → K(Y ′) = K(X). It follows from (b) that ρ(ϕ) is the
morphism Y ′ → Y .

Remark 3.14. This proposition can be stated as follows: there exists an equiv-
alence between the category of normal projective curves over k with finite
morphisms and the category of function fields in one variable over k with
homomorphisms of k-algebras.

Example 3.15. There exist normal projective curves that are geometrically
integral and not smooth over k. Indeed, let p > 2 be a prime number, and
let k be a non-perfect field of characteristic p. Let us consider the extension
K = k(t, y) of k(t) defined by y2 = tp − α, where α ∈ k \ kp. Then the normal
projective curve X associated to K is an example. So Proposition 3.13(a) is not
true if we replace normal by smooth.

7.3.2 Riemann–Roch for projective curves

Riemann’s theorem expresses the Euler–Poincaré characteristic χ(L) (Definition
5.3.26) of an invertible sheaf L associated to a Cartier divisor D as a function
of the degree of D. We fix a field k. The algebraic varieties considered in this
subsection are projective varieties over k.
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Lemma 3.16. Let X be a projective variety over a field k. Let

0 → F → G → H → 0 (3.5)

be an exact sequence of coherent sheaves on X. Then we have

χ(G) = χ(F) + χ(H).

Proof If we have an exact sequence of vector spaces over k

0 → E0 → E1 → · · · → En → 0,

then
∑

0≤i≤n(−1)i dimk Ei = 0. It suffices to apply this results to the long exact
cohomology sequence deduced from exact sequence (3.5).

Theorem 3.17 (Riemann). Let X be a projective curve over a field k. Let D
be a Cartier divisor on X. Then we have

χ(OX(D)) = degD + χ(OX).

Proof We omit k in the indices. By Lemma 3.6, we can write D = E −F with
E and F non-zero effective. We have an exact sequence of sheaves

0 → OX(−F ) → OX → OF → 0.

It stays exact when tensoring over OX with OX(E), because the latter is flat
over OX :

0 → OX(D) → OX(E) → OX(E)|F → 0.
As F is a finite scheme, OX(E)|F � OF ; moreover, Hq(F,OF ) = 0 for every
q ≥ 1. It follows from Lemmas 3.5, 3.16 that

χ(OX(D)) = χ(OX(E))− deg F.

Applying this equality to D = 0, we obtain χ(OX(E)) = χ(OX)+degE, whence
χ(OX(D)) = degE + χ(OX)− deg F = degD + χ(OX).

Corollary 3.18. Let X be a projective curve over a field. Let div(f) be a
principal Cartier divisor on X. Then deg(div(f)) = 0.

Proof The invertible sheaf fOX associated to div(f) is isomorphic to OX . It
follows that χ(fOX) = χ(OX), whence deg(div(f)) = 0 by Theorem 3.17. If X
is normal, this also follows from Corollary 3.9.

Definition 3.19. Let X be a projective curve over a field k. The arithmetic
genus of X is defined to be the integer

pa(X) := 1− χk(OX).

It depends on k. For any extension k′/k, we have pa(Xk′) = pa(X)
(Corollary 5.2.27) where pa(Xk′) is computed over k′. If X is geometri-
cally connected and geometrically reduced, so that we have H0(X,OX) = k
(Corollary 3.3.21), then pa(X) = dimk H1(X,OX). For a smooth projective vari-
ety Y over k, we define the geometric genus of Y to be

pg(Y ) := dimk H0(Y, ωY/k).

If Y is a curve, we usually denote the geometric genus by g(Y ). See Remark 3.28.
For any Cartier divisor D ∈ Div(X), we let

L(D) := H0(X,OX(D)), l(D) := dimk L(D).
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Remark 3.20. Let X be a normal projective curve over k. Let Z =
∑

x nx[x]
be a 0-cycle on X, and D ∈ Div(X) be such that [D] = Z. Then

L(D) = {f ∈ K(X)∗ | multx(f) + nx ≥ 0, ∀x} ∪ {0},

where x runs through the closed points of X (Exercise 1.13 and Example 2.6). It
is therefore the set of rational functions in which we have a certain control over
the zeros and the poles. This is what motivated the study of these vector spaces
in the first place. If X is only integral, we have (Exercise 1.13)

L(D) = {f ∈ K(X)∗ | div(f) + D ≥ 0} ∪ {0}.

Example 3.21. The projective line P1
k is of genus pa = pg = 0. This follows

from Lemma 5.3.1 and Corollary 6.4.17.

Example 3.22. Let X be a projective plane curve over k (Exercise 5.3.3(c)),
defined by a homogeneous polynomial F of degree n ≥ 1. Then H0(X,OX) = k
and pa(X) = (n − 1)(n − 2)/2 (Exercise 5.3.3(b.2) and (d)). In particular, an
elliptic curve (6.1.25) is of arithmetic genus 1.

Corollary 3.23. Let X be a projective curve over k, and let D ∈ Div(X) be a
Cartier divisor. Then we have

l(D) ≥ deg D + 1− pa(X).

Proof This follows from Theorem 3.17.

Corollary 3.24. Let X be a normal projective curve over k. Then X � P1
k if

and only if there exists a Cartier divisor D such that deg D = 1 and l(D) ≥ 2.
Moreover, for such a divisor D the sheaf OX(D) is very ample.

Proof Let us suppose that there exists such a divisor D. Let g ∈ L(D). Then
D ∼ div(g)+D ≥ 0. Hence we may suppose D ≥ 0. It follows that D is the divisor
associated to a rational point x1 ∈ X(k). In particular, H0(X,OX) = k (the
canonical homomorphism H0(X,OX) → k(x1) = k is a field homomorphism,
and hence injective). Let f ∈ L(D) \ k; then div(f) + D is an effective Cartier
divisor, distinct from D. It follows that (f) = [x0] − [x1] with x0 ∈ X(k) \
{x1}. It follows from Corollary 3.12 and the remark preceding it that OX(D)
induces an isomorphism X � P1

k. See Example 3.34 for the remaining part of the
corollary.

Proposition 3.25. Let X be a projective curve over a field k.

(a) Let D′ ≤ D be Cartier divisors on a projective curve X. Then we have

l(D′) ≤ l(D) ≤ l(D′) + deg(D −D′).

In particular, if D ≥ 0, then

l(D) ≤ deg D + dimk H0(X,OX).

(b) Let us suppose X is integral. If deg D = 0, then l(D) 
= 0 if and only if
D ∼ 0. If deg D < 0, then l(D) = 0.
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(c) Let X be as in (b). Let L be an invertible sheaf on X. Then L � OX if
and only if degL = 0 and H0(X,L) 
= 0.

Proof (a) As OX(D′) is a subsheaf of OX(D), we have l(D′) ≤ l(D). Suppose
D′ < D. Let us write D = D′ + E with E non-zero effective. Then by tensoring
the exact sequence

0 → OX(−E) → OX → OE → 0

(see Definition 3.4 for OE) with the invertible (hence flat) sheaf OX(D), we
obtain an exact sequence

0 → OX(D′) → OX(D) → OX(D)|E → 0.

As E is a finite scheme, we have OX(D)|E � OE , whence an exact sequence

0 → L(D′) → L(D) → H0(E,OE).

As the term on the right is of dimension deg E over k, we obtain the desired
inequality.

(b) Let us suppose l(D) 
= 0. Let f ∈ L(D) \ {0}. Then D ∼ div(f) + D ≥ 0.
This implies first that deg D ≥ 0, and then that if degD = 0, div(f) + D = 0,
and hence D ∼ 0.

(c) Let us suppose that degL = 0 and that there exists a non-zero global
section s ∈ H0(X,L). Then L′ := L ⊗ (sOX)∨ is an invertible sheaf contain-
ing OX and contained in the constant sheaf KX/k (here we use the X integral
hypothesis). It is therefore associated to a unique effective Cartier divisor D. As
L′ � L, we have deg D = degL = 0. This implies that D = 0; hence L � OX .
The converse is trivial.

To have more precise information on L(D), we need to determine the term
H1(X,OX(D)). Let f : X → Spec k be the structural morphism. Let ωf be the
1-dualizing sheaf for f (Definition 6.4.18, Corollary 6.4.29, and Remark 6.4.30).

Theorem 3.26 (Riemann–Roch). Let f : X → Spec k be a projective curve
over a field k. Then for any Cartier divisor D ∈ Div(X), we have

dimk H0(X,OX(D))− dimk H0(X, ωf ⊗OX(−D)) = degD + 1− pa.

Proof Let L be an invertible sheaf on X. We have

H0(X,L∨ ⊗ ωf ) � HomOX
(L, ωf ) � H1(X,L)∨

(Remarks 6.4.20–21). It suffices to apply this result to L = OX(D), and the
theorem then follows from Theorem 3.17.

Remark 3.27. If X → Spec k is an l.c.i. (6.3.17), for example if f is regular, we
know that ωf coincides with the canonical sheaf ωX/k (= Ω1

X/k if X is smooth).
This result can be shown in a relatively elementary, but not immediate, manner,
when X is a smooth projective curve over k, either by using the method of
residues ([86], II, n◦ 4–9), or by Noether’s method, using the fact that the curve
is birational to a projective plane curve having only ordinary double points as
singular points, see [38], Section 8.6.
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Remark 3.28. Let X → Spec k be as in the remark above. Then

H0(X, ωX/k) � H1(X,OX)∨, H0(X,OX) � H1(X, ωX/k)∨.

In particular, χ(ωX/k) = −χ(OX). Moreover, if X is smooth and geometrically
connected, the first isomorphism implies that pa(X) = pg(X).

Definition 3.29. Let X be a projective curve over a field k, and let L be an
invertible sheaf on X. We define the degree of L to be the integer

degk L := χk(L)− χk(OX).

We omit k in the subscript if there is no ambiguity.

Lemma 3.30. Let X be a projective curve over a field k.

(a) If L � OX(D) for some Cartier divisor D, then degL = degD.
(b) The map L �→ degL induces a group homomorphism Pic(X) → Z.

Proof (a) results from Theorem 3.17. (b) Let K be an infinite field containing k.
Then there exist Cartier divisors D1, D2 ∈ Div(XK) such that p∗Li � OXK

(Di),
where p : XK → X is the projection (Proposition 1.32). Hence

degK p∗(L1 ⊗ L2) = degK((D1)K + (D2)K) = degK p∗L1 + degK p∗L2.

Now degK p∗L = degk L for every invertible sheaf L (Proposition 3.7). Hence
degk is an additive function. This proves (b), because degOX = 0.

Corollary 3.31. Let X be an l.c.i. projective curve over k, with arithmetic
genus pa. Then we have

(a) degωX/k = 2(pa − 1);
(b) dimk H0(X, ωX/k) = pa if X is geometrically connected and geometri-

cally reduced.

Proof (a) This is an immediate consequence of Theorem 3.17 and Remark 3.28.
Under the hypothesis of (b), we have H0(X,OX) = k (Corollary 3.3.21). The
equality then results from the duality theorem (Remark 3.28).

Definition 3.32. Let X be an l.c.i. projective curve over a field k. Any Cartier
divisor K on X such that OX(K) � ωX/k is called a canonical divisor on X.
Such a divisor always exists (see Proposition 1.32). We also denote it by KX/k.
It is only defined up to linear equivalence.

Remark 3.33. Let X be as above. Let D ∈ Div(X). Then the Riemann–Roch
theorem states that

l(D)− l(K −D) = degD + 1− pa(X). (3.6)

If X is integral and degD > 2pa(X)− 2 = degK, then

l(D) = degD + 1− pa(X)

(Proposition 3.25(b)).
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Example 3.34. Let X be an integral l.c.i. projective curve over k, of genus
pa = 0 (e.g., X = P1

k, see Example 3.21). Let D ∈ Div(X). We have

l(D) =
{

deg D + 1 if degD ≥ 0
0 otherwise. (3.7)

Indeed, if degD < 0, then l(D) = 0 (Proposition 3.25(b)). By Corollary 3.31,
deg K = −2. If degD ≥ 0, K −D is of degree < 0, and therefore l(K −D) = 0.
Formula (3.6) implies that l(D) = degD + 1.

When X = P1
k, we can verify equality (3.7) directly. We have OX(D) �

OX(n) for some n ∈ Z (Propositions 2.9, 2.16). Now OX(1) � OX(D0) if D0
is the Cartier divisor associated to a rational point of X. It follows that n =
n degOX(1) = degOX(n). Equality (3.7) then follows from Lemma 5.3.1.

Example 3.35. Let X be an integral l.c.i. projective curve over k. Let us sup-
pose that X is of arithmetic genus pa = 1. Then

dimk H0(X, ωX/k) = dimk H1(X,OX) ≥ 1, deg ωX/k = 2(pa − 1) = 0.

It follows from Proposition 3.25(c) that ωX/k � OX . For any divisor D such that
deg D > 0, we then have l(D) = degD, by Proposition 3.25(b) and formula (3.6).
Let us note that conversely, if X is an l.c.i. projective curve over k such that
ωX/k � OX , then pa = 1, because we have deg ωX/k = 0.

Exercises

3.1. Let X be a projective curve over a field k, and let k′/k be an extension.
We let p : Xk′ → X denote the projection morphism. Let D ∈ Div(X).
(a) Show that D is principal if and only if H0(X,K∗) ∩ L(D) 
= ∅ and

deg D = 0.
(b) Let us suppose X is integral. Show that D is principal if and only if

p∗D is.

3.2. Let X be a normal projective curve over an infinite field k. Let x1, . . . , xr

be pairwise distinct closed points of X, and let n1, . . . , nr ∈ Z.
(a) Let D =

∑
i nixi (considered as a Cartier divisor). Let y ∈ X be a

closed point distinct from all of the xi. Show that for n large enough,
we have L(D + ny) 
= ∪iL(D + ny − xi).

(b) Show that there exists an f ∈ K(X) such that multxi
(f) = ni for

every 1 ≤ i ≤ r. See also the approximation theorem (Lemma 9.1.9).

3.3. Let X be a normal projective curve over a field k. Let L be a locally free
sheaf of rank r on X.
(a) Let us suppose that H0(X,L) admits a non-zero global section s. Let

F = L/sOX and L′ = F/Ftors. Show that L′ is locally free of rank
r − 1, and that we have an exact sequence

0 → L′′ → L → L′ → 0,

with L′′ locally free of rank 1.
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(b) Show that we always have an exact sequence as in (a) (consider L(n)
for n large enough). Deduce from this that

χ(L) = deg(detL) + rχ(OX).

3.4. Let X be a projective variety of dimension d over a field k, endowed with
a very ample sheaf OX(1). Let F be a coherent sheaf on X. We are going
to estimate χ(F(n)) for n ∈ Z. Let D ∈ Div(X) be effective such that
OX(D) � OX(1) (see Proposition 1.32). Let Y = V (OX(−D)).
(a) Let G be the kernel of F ⊗OX(−D) → F . Show that OX(−D)G = 0.

Show that for any n ∈ Z, we have an exact sequence

0 → G(n) → F(n) → F(n + 1) → F|Y ⊗OY
OY (n + 1) → 0,

where OY (1) = OX(1)|Y and OY (m) = OY (1)⊗m.
(b) Show by induction on d that there exists a polynomial P (T ) ∈ Q[T ]

such that χ(F(n)) = P (n) for every n ∈ Z, with deg P (T ) ≤ d and
d !P (T ) ∈ Z[T ]. The polynomial P (T ), which depends on F and on
the choice of OX(1), is called the Hilbert polynomial of F .

(c) Show that for any large enough n, we have P (n) = dimk H0(X,F(n)).
(d) If X is a curve over k and F an invertible sheaf, show that P (T ) =

a1T + a0 with a1 = degOX(1).

3.5. Let X be a locally Noetherian scheme of dimension 1. Let U be an
open subset of X containing Ass(OX). Let D ∈ Div+(X) be such that
SuppD = X \ U .
(a) Using Proposition 1.15, show that we have a canonical injective homo-

morphism OX(U) ↪→ H0(X,KX).
(b) Let n ∈ Z. Let i : U → X be the canonical injection. Show that

OX(nD) → i∗(OX(nD)|U ) is injective (Lemma 1.9). Deduce from
this that L(nD) ⊆ OX(U).

(c) Let f ∈ OX(U). Let x ∈ SuppD. Let us write fx = a/b ∈ KX,x.
Let π ∈ OX,x be a generator of OX(−D)x. Show that there exists
an nx ≥ 1 such that πn ∈ bOX,x for every n ≥ nx (Lemma 2.5.11).
Deduce from this that fx ∈ OX(nD)x.

(d) Show that OX(U) = ∪n≥1L(nD).

7.4 Algebraic curves

7.4.1 Classification of curves of small genus

Let X be a connected projective curve over a field k. Let x ∈ X be a regular
closed point. For simplicity, we will also denote the Cartier divisor associated to
the cycle [x] (see Proposition 2.16) by x.
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Proposition 4.1. Let X be a geometrically integral projective curve over a field
k, of arithmetic genus pa ≤ 0. Then we have the following properties:

(a) The curve X is a smooth conic over k.
(b) We have X � P1

k if and only if X(k) 
= ∅.

(See also Proposition 9.3.16.)

Proof Let X ′ be the normalization of Xk. Then H0(X ′,OX′) = k, and hence
pa(X ′) ≥ 0. It follows from Proposition 5.4 that Xk = X ′. In other words, X is
smooth over k.

Let us first show (b). Let us suppose that there exists an x1 ∈ X(k). Then
l(x1) = 2, by Example 3.34. Hence X � P1

k and OX(x1) is very ample, by
Corollary 3.24.

Let us now show (a). Let K be a canonical divisor of X, and let D = −K.
Then degD = 2 and l(D) = 3. We are going to show that OX(D) is very
ample. This will imply that OX(D) induces a closed immersion from X to P2

k,
and the image of X will be a conic, by the genus formula (Example 3.22). To
show that OX(D) is very ample, we can do a base change and suppose that k is
algebraically closed (Exercise 5.1.30). Let x1 ∈ X(k). Then l(D − 2x1) = 1, and
therefore D ∼ 2x1 (Proposition 3.25(b)). Consequently, OX(D) � OX(x1)⊗2.
Now we have just seen that OX(x1) is very ample, and hence so is OX(D)
(Exercise 5.1.27).

We have seen in the proof of the proposition above that on a smooth pro-
jective curve of genus 0, every divisor of degree 1 or 2 is very ample. Therefore
every divisor of strictly positive degree is very ample (Exercise 5.1.28(c)). In
Proposition 4.4 below, we are going to generalize this type of statement.

Lemma 4.2. Let X be a projective curve over a field k, and let D ∈ Div+(X)
be with support in the regular locus of X. Then OX(D) is generated by its global
sections if and only if for any x ∈ SuppD, we have l(D − x) < l(D).

Proof As D ≥ 0, and hence 1 ∈ H0(X,OX(D)), then OX(D) is generated by
its global sections at every point x /∈ SuppD. Let x ∈ SuppD. Then

OX(D − x)x = mxOX(D)x.

If l(D − x) < l(D), there exists an s ∈ L(D) \ L(D − x). We then have sx /∈
OX(D − x)x. Hence sx is a generator of OX(D)x, and OX(D) is generated by
its global sections at x.

Conversely, let us suppose OX(D) is generated by its global sections at x.
Let s ∈ L(D) be such that sx is a generator of OX(D)x. Then sx /∈ L(D − x)x,
and hence s /∈ L(D − x), which implies that l(D − x) < l(D).

Lemma 4.3. Let X be a connected smooth projective curve over an alge-
braically closed field k. Let D be an effective Cartier divisor on X such that
for any pair of (not necessarily distinct) points p, q ∈ X(k), we have

l(D − p− q) < l(D − p) < l(D).

Then OX(D) is very ample.
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Proof It follows from Lemma 4.2 thatOX(D) is generated by its global sections.
Let {s0, . . . , sn} be a basis of L(D) and f : X → Pn

k be the morphism associated
to this basis (Proposition 5.1.31). Let us first show that f is injective. Let p, q
be two distinct closed points. Then there exists an s ∈ L(D − p) \L(D − p− q).
We have sp ∈ mpOX(D)p while sq is a generator of OX(D)q. Let us write s =∑

0≤i≤n λisi with λi ∈ k and f(p) = (p0, . . . , pn), f(q) = (q0, . . . , qn). Let us fix
a basis e of OX(D)p. Then (si)p ∈ pie+m2

p, and hence
∑

i λipi = 0. In the same
manner,

∑
i λiqi 
= 0. This shows that f(p) 
= f(q).

Let us show that the tangent map Tf,p is injective for every p ∈ X(k). This
will imply that f is a closed immersion (Exercise 4.4.1). Let us, for example,
suppose that s0 generates OX(D) at p. Then f(p) ∈ D+(T0) and the restric-
tion of f to Xs0 is given by the homomorphism ρ : k[T1/T0, . . . , Tn/T0] →
OX(Xs0), ρ(Ti/T0) = si/s0, where si/s0 denotes the regular function such that
si = (si/s0)s0 on Xs0 . As l(D − p) > 0, D − p is equivalent to an effective
divisor on X. By Lemma 4.2, OX(D − p) is generated by its global sections
at p. Thus mps0,p = OX(D − p)p = L(D − p) + m2

ps0,p. Let s ∈ L(D − p).
Then s =

∑
0≤i≤n λisi with λi ∈ k, and ρ(

∑
i λ(Ti/T0)) = s/si ∈ mp. Hence∑

i λi(Ti/T0) ∈ mf(p). It follows that mf(p)/m2
f(p) → mp/m2

p is surjective, and
therefore that Tf,p is injective.

Proposition 4.4. Let X be a smooth, geometrically connected, projective curve
over a field k of genus g. Let L be an invertible sheaf on X.

(a) If degL ≥ 2g, then L is generated by its global sections.
(b) If degL ≥ 2g + 1, then L is very ample.

Proof We may suppose that k is algebraically closed (Exercises 5.1.29–30). Let
D be a Cartier divisor such that OX(D) � L. Let us first note that if degD ≥ 2g
(resp. deg D ≥ 2g + 1), then

l(D − E) = l(D)− deg E

for every effective divisor E such that deg E ≤ 1 (resp. deg E ≤ 2). This results
from Remark 3.33. In particular, l(D) 
= 0. Hence, by linear equivalence, we
can reduce to D ≥ 0. Lemma 4.2 then implies (a). Part (b) is an immediate
consequence of Lemma 4.3.

Corollary 4.5. Let X be a smooth, connected, projective curve over k, of genus
1. We suppose that there exists an o ∈ X(k). Then X is an elliptic curve and
OX(3o) is very ample.

Proof Note that X(k) 
= ∅ implies that X is geometrically connected
(Exercise 3.2.11). By the proposition above, OX(3o) is very ample. As l(3o) = 3,
OX(3o) induces a closed immersion into P2

k. The genus formula (Example 3.22)
shows that the image of X is necessarily a cubic, that is to say of the form
V+(F (u, v, w)) for a homogeneous polynomial F of degree 3.

Let H be a line in P2
k such that H ∩ X = {o} (use Lemma 4.6 below with

m = 1, D = 3o, and P = P2
k). By an automorphism of P2

k, we can suppose that
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o = (0, 1, 0) and H = {w = 0}. Then, multiplying u and v by suitable elements
of k∗ if necessary, F takes the form of Definition 6.1.25. We can also show this
assertion directly without using Lemma 4.6, see Exercise 4.1.

Let D be a Cartier divisor on a projective space P over k. We call the image
of [D] by the homomorphism δ defined in Proposition 2.9 the degree of D. If
P = P1

k, this definition coincides with that for a divisor on a curve (Remark 3.2).

Lemma 4.6. Let X be a closed subvariety of dimension ≥ 1 of P := Pd
k. We

suppose that X is integral and a complete intersection in P . Let D ∈ Div+(X)
be such that D � i∗OP (m), where i : X → P is the canonical injection, and
where m ∈ Z. Then m ≥ 0, and there exists an effective divisor H ∈ Div+(P )
such that deg H = m and H|X = D. In particular, (SuppH) ∩X = SuppD.

Proof Let H ′ be a Cartier divisor on P not containing the generic point of X
and of degree m. We can then define the restriction H ′|X (Lemma 1.29). There
exists a t ∈ K(X)∗ such that H ′|X + div(t) = D. Hence t ∈ L(H ′|X). Let us
consider the homomorphism L(H ′) → L(H ′|X) deduced from

φ : OP (H ′) → i∗i∗OP (H ′) � i∗OX(H ′|X)

by taking the global sections over P . Up to isomorphism, φ is identical to the
canonical homomorphism OP (m) → i∗i∗OP (m). Now

H0(P,OP (m)) → H0(P, i∗i∗OP (m))

is surjective (Exercise 5.3.3(b)), and hence L(H ′) → L(H ′|X) is surjective. Let
s ∈ L(H ′) be an inverse image of t, and H := H ′+div(s) ≥ 0. As deg H = degH ′

(Proposition 2.9), we have m ≥ 0. Moreover, H|X = H ′|X + div(s)|X = D.

Definition 4.7. Let X be a smooth geometrically connected curve over a field
k, of genus g ≥ 1. We say that X is a hyperelliptic curve if there exists a finite
separable morphism X → P1

k of degree 2. Note that we define here a restricted
class of hyperelliptic curves. The general definition is that there exists a finite
separable morphism X → C of degree 2 with C a smooth projective conic.

Lemma 4.8. Let X be a smooth, geometrically connected, projective curve over
a field k, of genus g ≥ 1. Then X is hyperelliptic if and only if there exists a
Cartier divisor D on X such that l(D) = degD = 2.

Proof Let us suppose that there exists such a divisor D. As l(D) 
= 0, we can
reduce to D ≥ 0, by linear equivalence. Let x ∈ SuppD. If deg(D−x) ≤ 0, then
l(D − x) ≤ 1, by Proposition 3.25(c). If deg(D − x) = 1, we have l(D − x) ≤ 1
by Corollary 3.24, because g 
= 0. It follows from Lemma 4.2 that OX(D) is
generated by its global sections. It therefore defines a morphism π : X → P1

k since
l(D) = 2. This morphism is of degree 2 = deg D by Remark 3.11. It remains
to show that π is separable. Let us suppose the contrary. Then K(X) would
be a purely inseparable extension of k(t), where t is an variable. Modifying t if
necessary, we have K(X) = k(

√
t). Hence X is birational to P1

k, and consequently
of genus 0 (Proposition 3.13).
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Conversely, suppose that we have a morphism π : X → P1
k of degree 2.

Fix a rational point y0 of P1
k, considered as a Cartier divisor, and let D =

π∗y0 ∈ Div(X). Then degD = 2 (Proposition 3.8). Since L(D) contains
H0(P1

k,OP1
k
(y0)), we have l(D) ≥ 2. To show that l(D) ≤ 2, we can assume

k is algebraically closed. Let x ∈ SuppD; then l(D) ≤ deg(D − x) + l(x) = 2 by
Proposition 3.25 and Corollary 3.24.

Proposition 4.9. Let X be a smooth, geometrically connected, projective
curve. We suppose that X is elliptic or of genus 2. Then X is a hyperelliptic
curve.

Proof Let us first suppose that X is elliptic. Let o ∈ X(k). Then deg(2o) = 2
and l(2o) = 2, by Example 3.35. Hence X is hyperelliptic, by the lemma above.
Let us now suppose X is of genus 2. Let KX/k be a canonical divisor of X. Then
deg KX/k = 2, and l(KX/k) = 2, by Corollary 3.31(b). We once again apply the
lemma above.

Proposition 4.10. Let X be a smooth, geometrically connected, projective
curve over a field k, of genus g ≥ 1. Then Ω1

X/k is generated by its global
sections.

Proof We may assume k is algebraically closed (Exercise 5.1.29). Let K be a
canonical divisor, which we can suppose is effective because l(K) = g > 0. Let
x ∈ X(k). Then l(x) = 1 by Corollary 3.24. It follows by formula (3.6) that

l(K − x) = deg(K − x) + l(x) + 1− g = g − 1 < l(K),

whence the proposition, by virtue of Lemma 4.2.

Definition 4.11. Let X be as above. The morphism X → P
g−1
k defined by

Ω1
X/k (and the choice of a basis of H0(X,Ω1

X/k)) is called the canonical map.

Proposition 4.12. Let X be a smooth, geometrically connected, projective
curve of genus g ≥ 2. Then the canonical map X → P

g−1
k is a closed immersion

if and only if Xk is not hyperelliptic.

Proof We may suppose k is algebraically closed. Let K be a canonical divisor
on X. Let us suppose that X is not hyperelliptic. Let E ∈ Div+(X) be of degree
2. Lemma 4.8 says that l(E) = 1. The Riemann–Roch formula (3.33) then gives

l(K − E) = l(E) + deg(K − E) + 1− g = g − 2.

The condition of Lemma 4.3 is therefore verified with D = K (we have l(K−x) =
g − 1 for every x ∈ X(k), by the proposition above). It follows from the same
lemma that K is very ample. The converse is an immediate consequence of
Proposition 4.34, which we will prove later on.
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7.4.2 Hurwitz formula

Let f : X → Y be a finite and separable morphism (i.e., K(Y ) → K(X) is a
separable extension) of normal projective curves over k. The Hurwitz formula
relates the genus of X to that of Y in terms of the ramification indices of f .

Let A → B be an injective homomorphism of discrete valuation rings. Let t
(resp. π) denote a uniformizing parameter for A (resp. of B). Let us recall that
the ramification index of B over A is the integer eB/A ≥ 1 such that tB = πeB/AB
(we put eB/A = 1 if t = 0). We say that B is tamely ramified over A if B/πB
is separable over A/tA, and if eB/A is prime to char(A/tA) when the latter is
non-zero. Let us moreover suppose that A → B is finite, and that L := Frac(B)
is separable over K := Frac(A). Let us recall that HomA(B,A) can canonically
be identified with the codifferent

WB/A = {β ∈ L |TrL/K(βB) ⊆ A}

(Exercise 6.4.8). We are going to estimate the length of WB/A/B over B.

Proposition 4.13. Let A → B be a finite injective homomorphism of discrete
valuation rings such that Frac(A) → Frac(B) is separable. Then

lengthB(WB/A/B) ≥ eB/A − 1.

Moreover, equality holds if and only if A → B is tamely ramified.

Proof Let e = eB/A. Let us write t = πeu with u ∈ B∗. For any b ∈ B, we have

TrL/K(π1−eb) = TrL/K(t−1πub) = t−1 TrL/K(πub) ∈ A.

Hence π1−e ∈ WB/A, which implies that

lengthB(WB/A/B) ≥ lengthB(π1−eB/B) = e− 1.

We have lengthB(WB/A/B) ≥ e if and only if t−1 ∈ WB/A, which is equivalent
to TrB/A(B) ⊆ tA. Let us set C = B/tB. This is equivalent to TrC/k(C) = 0,
where k = A/tA. The proposition then results from the lemma below.

Lemma 4.14. Let k be a field, C a finite local k-algebra with residue field k′.
Then TrC/k(C) = k if and only if k′ is separable over k and every nilpotent
element ε of C verifies εe = 0 for some integer e prime to char(k).

Proof Let k′′ be the separable closure of k in k′. Then k′′ is a subalgebra
of C (apply Proposition 6.2.15 with S = Spec k, X = Spec k′′ étale over S,
Y = SpecC, and Y0 = Spec k′). As the trace map is transitive and Trk′′/k(k′′) =
k, we may suppose that k′ is purely inseparable of degree m over k. For any
γ ∈ C, there exists an α ∈ k such that γm − α is nilpotent. Let e be its order of
nilpotence. Then the polynomial (Tm −α)e vanishes for T = γ, with m divisible
by char(k) > 0. It is then an elementary exercise in linear algebra to see that γ
has non-zero trace if and only if m = 1 and e is prime to char(k).
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Definition 4.15. Let f : X → Y be a finite morphism of normal projective
curves over a field k. For any closed point x ∈ X, let ex denote the ramification
index of OY,f(x) → OX,x. We will say that f is ramified at x or that x is a
ramification point of f if f is not étale at x (which is equivalent to ex ≥ 2
or k(x) inseparable over k(f(x))). The set of ramification points of f is finite
(Corollary 4.4.12) and is called the ramification locus of f . Its image by f is called
the branch locus of f . We say that f is tamely ramified at x if OY,f(x) → OX,x

is tamely ramified.

Let n be the degree of f . Then Lemma 1.36(c) can be stated as

n =
∑

x∈f−1(y)

ex/y[k(x) : k(y)] (4.8)

for any closed point y ∈ Y .

Theorem 4.16. Let f : X → Y be a finite morphism of normal projective
curves over k. We suppose that f is separable of degree n. Then we have an
equality

2pa(X)− 2 = n(2pa(Y )− 2) +
∑

x

(e′
x − 1)[k(x) : k], (4.9)

where the sum takes place over the closed point x ∈ X, e′
x is an integer ≥ ex,

and e′
x = ex if and only if f is tamely ramified at x.

Proof Let ωf be the dualizing sheaf for f : X → Y . We have

ωX/k = ωf ⊗ f∗ωY/k, (4.10)

by Lemma 6.4.26(b) and Theorem 6.4.32. In particular, ωf is an invertible sheaf.
By Proposition 3.8 and Corollary 3.31(a), this implies that

2pa(X)− 2 = n(2pa(Y )− 2) + deg ωf . (4.11)

The f separable hypothesis implies that we have an injective canonical homo-
morphism OX → ωf (Exercise 6.4.7(e)), with cokernel with finite support. We
have

deg ωf = dimk H0(X, ωf/OX) (4.12)

(Definition 3.29 and Lemma 3.16). For any closed point x ∈ X, let us set e′
x =

lengthOX,x
(ωf/OX)x + 1. Then we get (4.9).

It remains to estimate e′
x. Let y = f(x), A = OY,y, B = (f∗OX)y. Then

(f∗ωf )y = HomA(B,A). Let Â be the my-adic completion of OY,y. Then

HomA(B,A)⊗A Â = HomÂ(B ⊗A Â, Â), B ⊗A Â = ⊕z∈f−1(y)ÔX,z

(Exercises 1.2.8 and 4.3.17). Let B̂ = ÔX,x. We then have

(ωf/OX)x = HomÂ(B̂, Â)/B̂.

The field Frac(B̂) is separable over Frac(Â), because it is contained in the sep-
arable Frac(Â)-algebra Frac(Â)⊗K(Y ) K(X). We have e′

x = lengthB̂(WB̂/Â/B̂)

(Exercise 6.4.8). We conclude with Proposition 4.13 by noting that Â → B̂ has
the same ramification index and the same residue extension as OY,y → OX,x.
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Remark 4.17. If X, Y are smooth and geometrically connected over k, we can
express e′

x in another way. We have the exact sequence

f∗Ω1
Y/k → Ω1

X/k → Ω1
X/Y → 0,

with f∗Ω1
Y/k → Ω1

X/k injective, because it is a homomorphism of invertible
sheaves that is injective at the generic point (f separable). Hence, using exact
sequence (4.10), we get

Ω1
X/Y � (ωf/OX)⊗ f∗Ω1

Y/k � (ωf/OX) (4.13)

because ωf/OX has finite support (contained in the ramification locus). It follows
that e′

x = lengthOX,x
Ω1

X/Y,x + 1.

Remark 4.18. With the hypotheses of the theorem, if f is not tamely ramified
at x, we can still compute the index e′

x in some special cases, see [87], III, 6–7,
IV, 1.

Corollary 4.19. Let f : X → Y be a finite separable morphism of normal
projective curves over k, with pa(X) ≥ 0. Then pa(X) ≥ pa(Y ).

Proof By Theorem 4.16, we have pa(X)− 1 ≥ (deg f)(pa(Y )− 1). This imme-
diately implies the corollary.

Corollary 4.20. Let f : X → Y be a finite étale morphism of smooth, geomet-
rically connected, projective curves. We suppose that g(Y ) = 0. Then f is an
isomorphism.

Proof Indeed, we have 2(g(X)− 1) = −2 deg f . As g(X) ≥ 0, this implies that
deg f = 1, and therefore that f is an isomorphism.

If f : X → Y is not necessarily separable, it decomposes into a finite purely
inseparable morphism X → Z (i.e., K(Z) → K(X) is a purely inseparable
extension) followed by a finite separable morphism Z → Y . If char(k) = p >
0, we have an absolute Frobenius Fk : Spec k → Spec k corresponding to the
homomorphism of Fp-algebras a �→ ap (Definition 3.2.21). For any r ≥ 0, we let
F r

k : Spec k → Spec k denote the r-uple composition of Fk (F 0
k is the identity),

and X(pr) the variety over k obtained by the base change F r
k (see Subsection 3.2.4

for the case r = 1).

Proposition 4.21. Let f : X → Y be a finite purely inseparable morphism of
normal projective curves over a field k. We suppose that X is smooth over k.
Then there exists an r ≥ 0 such that Y � X(pr). In particular, pa(X) = pa(Y ).

Proof Let p = char(k). Then [K(X) : K(Y )] = pr for some integer r ≥ 0. We
have K(X) = k(T, θ) with T transcendent over k and θ separable algebraic over
k(T ) (Proposition 3.2.15). On the other hand, K(X(pr)) = k(T pr

, θpr

) and is of
index pr in K(X) (Corollary 3.2.27). Now k(T pr

, θpr

) ⊆ K(Y ), and we therefore
have K(X(pr)) = K(Y ), which shows that Y � X(pr), by Exercise 4.3.13(a) and
Proposition 3.13 (see also Exercise 4.1.19). Finally, as X(pr) is obtained from X
by flat base change, it has the same arithmetic genus as X.
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Remark 4.22. In the situation of the proposition, if k is perfect, then X and Y
are isomorphic as Fp-schemes. Indeed, the Frobenius F is then an isomorphism
of Fp-schemes.

As an application of the preceding results, we are going to show Lüroth’s
theorem:

Corollary 4.23. Let k be a field, and let L be a subfield of a purely transcen-
dental extension k(t). Then either L = k, or L is purely transcendental over k.

Proof Let us suppose L 
= k; then L is of transcendence degree 1 over k.
Let Y be the normal projective curve over k such that K(Y ) = L. We have a
finite morphism f : X = P1

k → Y that we can decompose into a finite purely
inseparable morphism X → Z, followed by a finite separable morphism Z → Y .
By Proposition 4.21, pa(Z) = 0. It follows from Corollary 4.19 that pa(Y ) = 0.
By Corollary 3.2.14, Y is geometrically integral. As moreover Y (k) ⊇ f(X(k))
is non-empty, we have Y � P1

k (Proposition 4.1), which means that L = K(Y )
is purely transcendental over k.

7.4.3 Hyperelliptic curves

In this subsection, we are going to study hyperelliptic curves (Definition 4.7) in
more detail, by ‘explicit’ methods. Let X be such a curve over a field k, of genus
g. Let f : X → Y = P1

k be a finite separable morphism of degree 2. Let us write
Y = U ∪V with U = Spec k[t] and V = Spec k[s] with s = 1/t. Let U ′ = f−1(U),
V ′ = f−1(V ). Hence X = U ′ ∪ V ′. By formulas (4.13), (4.12), and (4.11),

dimk H0(X,Ω1
X/Y ) = 2g + 2. (4.14)

What follows is the proof of Proposition 4.24. Let us first suppose that
char(k) 
= 2. Then K(X) = k(t)[y] with y2 ∈ k(t). Multiplying by an element
of k(t)∗ if necessary, we may suppose that y2 = P (t) with P (t) ∈ k[t] without
a square factor. We then easily show that k[t, Y ]/(Y 2 − P (t)) is normal (e.g.,
with the method used in Example 4.1.9). It follows that k[t, y] is the integral
closure of OY (U) in K(X). Consequently, OX(U ′) = k[t, y]. The X smooth
hypothesis implies that P (t) has no square factor over k (Jacobian criterion);
hence P (t) is separable. Let d = degP (t), r = [(d + 1)/2]. Then (y/tr)2 is a
polynomial P1(s) ∈ k[s] without a square factor. A similar reasoning shows that
OX(V ′) = k[s, z], where z = try. Let us now determine d and r. We have

Ω1
U ′/U = OX(U ′)dy/(2ydy) � k[t, y]/(y2 − P (t), y) = k[t]/(P (t)),

and Ω1
V ′/V = k[s]/(P1(s)). As Y = U ∪ {s = 0}, we have

H0(X,Ω1
X/Y ) = k[t]/(P (t))⊕ k[s]m/(P1(s)), m = sk[s].

The second term is of dimension 0 over k if P1(0) 
= 0 (i.e., d = 2r). This also
means that f is unramified over {s = 0}. Otherwise this term is of dimension 1
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(i.e., d = 2r +1). Formula (4.14) therefore implies that 2g +2 = degP + ε, with
ε = 0, 1. In both cases, r = g + 1.

The char(k) = 2 case is a bit more complex. The following method is valid in
every characteristic, except for the result of the computation of Ω1

U ′/U . We have
an exact sequence

0 → OY → f∗OX → L → 0 (4.15)

for some coherent sheaf L. As f is flat (Corollary 4.3.10), f∗OX is locally free
of rank 2 over OY . For any point y ∈ Y , exact sequence (4.15) induces an exact
sequence

0 → k(y) → (f∗OX)⊗OY
k(y) → L⊗OY

k(y) → 0

(the first map on the left is a homomorphism of k(y)-algebras, and hence injec-
tive). This implies that L is locally free (Exercise 5.1.15) of rank 1. As OY (U)
is principal, L|U is free of rank 1, and exact sequence (4.15) splits over U . The
same holds over V . In other words, there exist y ∈ OX(U ′), z ∈ OX(V ′) such
that

OX(U ′) = OY (U)⊕OY (U)y, OX(V ′) = OY (V )⊕OY (V )z.

On U ∩ V , {1, y} and {1, z} are two bases of f∗OX(U ∩ V ) over OY (U ∩ V ). As
O∗

Y (U ∩ V ) = k∗tZ, multiplying z by an element of k∗ if necessary, we have

y = R(t) + H(s) + trz, with r ∈ Z, R(t) ∈ k[t], H(s) ∈ k[s].

We have r ≥ 1, as y−R(t) would otherwise be a global section of H0(X,OX) =
k. It follows that y − R(t) = tr(H(s)sr + z). Therefore, modifying y and z if
necessary, we may suppose that

y = trz, r ≥ 1.

We have integral equations

y2 + Q(t)y = P (t), P (t), Q(t) ∈ k[t],

z2 + (Q(t)/tr)z = (P (t)/t2r).

As z = sry is integral over k[s], we have deg Q(t) ≤ r and degP (t) ≤ 2r + 2. As
far as the ramification is concerned, we have

Ω1
U ′/U = OX(U ′)dy/(Q(t)dy) � k[t, y]/(Q(t)) = (k[t]/(Q(t)))⊗OY (U) OX(U ′).

Hence dimk H0(U ′,Ω1
U ′/U ) = 2 degQ(t). Similarly, the points lying above the

point {s = 0} contribute 2(r − deg Q(t)) to the dimension of H0(X,Ω1
X/Y ) over

k. We therefore have

2g + 2 = 2deg Q(t) + 2(r − deg Q(t)) = 2r.

Hence r = g +1 and degQ(t) ≤ g +1. As P (t)/t2r ∈ k[s], because it is the norm
of z over k[s], we have deg P (t) ≤ 2r = 2g + 2. The ramification points of f
are those of V (Q(t)) ⊂ U ′, and also {s = 0} if degQ(t) < g + 1. In that case,
deg P (t) = 2g + 1, because otherwise {s = 0} would be a singular point of X.

To summarize, we have the following proposition:
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Proposition 4.24. Let X be a hyperelliptic curve of genus g over a field k,
with a separable morphism f : X → P1

k of degree 2.

(a) We have K(X) = k(t)[y] with a relation

y2 + Q(t)y = P (t), P (t), Q(t) ∈ k[t], (4.16)

with
2g + 1 ≤ max{2 degQ(t),deg P (t)} ≤ 2g + 2.

We can take Q(t) = 0 if char(k) 
= 2.
(b) The curve X is the union of two affine open schemes

U ′ = Spec k[t, Y ]/(Y 2 + Q(t)Y − P (t)),

V ′ = Spec k[s, Z]/(Z2 + Q1(s)Z − P1(s)),

where Q1(s) = Q(1/s)sg+1, P1(s) = P (1/s)s2g+2, and the two open
subschemes glue along D(t) � D(s) with relations t = 1/s and y = tg+1z.

(c) The ramification points of f are those of V (4P (t) + Q(t)2) ⊂ U ′, plus
the point {s = 0} ∈ V ′ if deg(4P (t) + Q(t)2) ≤ 2g + 1.

Remark 4.25. The smoothness of X can be expressed as follows: if char(k) 
= 2,
then 4P (t) + Q(t)2 is a separable polynomial; if char(k) = 2, then Q(t) and
Q′(t)2P (t) + P ′(t)2 are prime to each other (Jacobian criterion).

Proposition 4.26. Let X be as in the preceding proposition. Then the k-vector
space H0(X,Ω1

X/k) admits the differentials

ωi :=
tidt

(2y + Q(t))
, 0 ≤ i ≤ g − 1

as a basis.

Proof By Corollary 6.4.14(b), Ω1
U ′/k is generated by ω0, and Ω1

V ′/k by ωg−1 =
ds/(2z+Q1(s)). We immediately deduce from this that ωi ∈ H0(X,Ω1

X/k). These
differentials are manifestly linearly independent over k. They therefore form a
basis, since dimk H0(X,Ω1

X/k) = l(KX) = g.

Definition 4.27. Let X be a hyperelliptic curve over a field k. Let us con-
sider a separable morphism f : X → P1

k of degree 2. Let σ be the generator of
Gal(K(X)/k(t)). It induces an automorphism of order 2 of X. We also denote
this automorphism by σ, and we will call it a hyperelliptic involution of X. A
point x ∈ X(k) is ramified for f if and only if σ(x) = x (use Proposition 4.24 or
Exercise 4.3.19).

Remark 4.28. The automorphism σ acts on Ω1
X/k. At the generic point of

X, it acts by σ(h1dh2) = σ(h1)d(σ(h2)). It follows from the description of
Proposition 4.26 that σ acts as − Id on H0(X,Ω1

X/k).
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Proposition 4.29. Let X be a hyperelliptic curve over a field k. Let us fix
a hyperelliptic involution σ. Let τ be another hyperelliptic involution. Let us
suppose that g ≥ 2, or that τ and σ have a common rational fixed point x0 ∈
X(k). Then τ = σ. In particular, the hyperelliptic involution is unique if g ≥ 2.

Proof If g ≥ 2, τ(ωi) = −ωi for i = 0, 1, by Remark 4.28. Now τ(ω1) =
τ(tω0) = −τ(t)ω0 in Ω1

K(X)/k, and hence τ(t) = t. This means that τ is an
element of Gal(K(X)/k(t)) = {1, σ}, and hence τ = σ.

Let us suppose g = 1. Let f : X → P1
k be the degree 2 morphism correspond-

ing to σ. We may assume that f(x0) is the point y0 := {t = ∞}. As x0 = f−1(y0),
in the second part of the proof of Lemma 4.8 we saw that L(2x0) = k + kt (let
us recall that, by convention, x0 also denotes the Cartier divisor associated to
the cycle [x0]). Consequently, τ leaves k + kt invariant, and therefore induces an
automorphism of k[t]. If τ(t) = t, the reasoning of the g ≥ 2 case shows that
τ = σ. Let us suppose that τ(t) 
= t. We are going to show that this implies an
absurdity. As τ is of order 2 over k[t], we have τ(t) = λ− t, λ ∈ k. If char(k) 
= 2,
we may assume that Q(t) = 0. Hence

− dt

2y
= τ(ω0) =

d(τ(t))
τ(2y)

= − dt

2τ(y)
.

It follows that τ(y) = y, and therefore τ(P (t)) = P (t). Consequently, P (t) ∈
k[t(λ − t)] is of even degree. Now, since f is ramified over t = ∞, P (t) is of
degree 3, a contradiction. The char(k) = 2 case remains. As τ is of order 2, we
necessarily have

τ(y) = A(t) + y, A(t) ∈ k[t], τ(A(t)) = A(t).

A reasoning similar to the above implies that τ(Q(t)) = Q(t). Hence deg Q(t)
is even and ≤ 1 (Proposition 4.24(c)). It follows that Q(t) ∈ k∗. Applying τ to
equation (4.16) of X, we obtain (Q + A)A = P + τ(P ). Now deg A is even and
deg(P + τ(P )) ≤ 2, which implies that A = 0 and τ(P ) = P . Consequently, P (t)
is of degree 4 and does not have any term in t3. We verify that this contradicts
the fact that X is smooth at the point above {t = ∞}.
Remark 4.30. Let X be a hyperelliptic curve of genus g ≥ 2. Then the
proposition says that K(X) contains a unique subfield of index 2 isomorphic
to k(t). In other words, there is a unique morphism X → P1

k of degree 2 up to
automorphisms of X and of P1

k.

Corollary 4.31. Let X be a hyperelliptic curve, endowed with a morphism
f : X → P1

k of degree 2. Let σ be the hyperelliptic involution of X associated to
f . Let τ be an automorphism of X. Let us suppose that g ≥ 2, or that g = 1
and that σ and τ have a common fixed point x0 ∈ X(k). Then τσ = στ and τ
induces an automorphism τ̃ of P1

k rendering the following diagram commutative:

X �τ

�
f

X

�
f

P1
k �τ̃

P1
k



 

296 7. Divisors and applications to curves

Proof Let us consider τ ′ := τ−1στ . This is a hyperelliptic involution of X and
we have τ ′(x0) = x0 if g = 1. By the proposition above, τ ′ = σ, whence τσ = στ .
It follows that τ acts on K(X)〈σ〉 = k(t). Let τ̃ be the resulting automorphism
of P1

k. Then fτ = τ̃ f .

Definition 4.32. An equation such as (4.16) of Proposition 4.24 is called a
hyperelliptic equation of X. If, moreover, X is an elliptic curve, a hyperelliptic
equation is called an elliptic equation of X if degQ(t) ≤ 1 and degP (t) ≤ 3.
The point {t = ∞, (y/t2) = 0} will be called the origin of X (relatively to this
equation).

Corollary 4.33. Let X be a hyperelliptic curve of genus g over k. Let

y2 + Q(t)y = P (t), v2 + R(u)v = S(u)

be two hyperelliptic equations of X.

(a) Let us suppose that g ≥ 2. Then there exist
(

a b
c d

)
∈ GL2(k), e ∈ k∗, H(t) ∈ k[t],deg H ≤ g + 1

such that

u =
at + b

ct + d
, v =

H(t) + ey

(ct + d)g+1 .

(b) Let us suppose that X is elliptic and that the two equations are elliptic
with the same origin. Then we have the same conclusion as above, with
moreover c = 0, d = 1, and deg H(t) ≤ 1.

Proof The equation y2 + Qy = P (resp. v2 + Rv = S) induces a hyperelliptic
involution σ (resp. τ) of X with K(X)〈σ〉 = k(t) (resp. K(X)〈τ〉 = k(v)). In
case (b), the origins of the equations are the fixed points of these involutions.
It follows from Proposition 4.29 that τ = σ; hence k(v) = k(t). Consequently,
u = (at + b)/(ct + d) with ad − bc ∈ k∗ (Exercise 5.1.23). The upper bound
for the degrees of R and S (Proposition 4.24) implies that v′ := (ct + d)g+1v
is integral over k[t]. Hence v′ = H(t) + L(t)y with H(t), L(t) ∈ k[t]. Let us
show that L(t) ∈ k∗. If c = 0, this is obvious because {1, v} and {1, y} are both
bases of the same module over k[t] = k[u]. Suppose c 
= 0. Then we can replace
ct + d by t because k[ct + d] = k[t], and u = a + b/t by 1/t. The result is then
contained in Proposition 4.24(b). From the definition of v′ we deduce a relation
v′2 + R1(t)v′ = S1(t) with max{2 degR1(t), deg S1(t)} ≤ 2g + 2. This implies,
after an easy computation, that degH(t) ≤ g + 1.

To conclude, in case (b) we have moreover k[t] = k[u], and hence u = at + b.
The inequality degH(t) ≤ 1 can be deduced from the hypothesis on the degrees
of Q, P, R, S.

Proposition 4.34. Let X be a hyperelliptic curve of genus g ≥ 2 over k. Then
the canonical map X → P

g−1
k decomposes into the canonical morphism f : X →

P1
k of degree 2 followed by the (g − 1)-uple embedding h : P1

k → P
g−1
k .
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Proof Let us keep the notation of Proposition 4.24. Let

L =:
(

dt

2y + Q(t)

)−1

Ω1
X/k ⊂ KX .

Then {1, t, . . . , tg−1} is a basis of H0(X,L) (Proposition 4.26). Hence the
canonical map X → P

g−1
k is defined by L and the sections {1, t, . . . , tg−1}

(Remark 5.1.32). It is clear that L � f∗OP1
k
(g − 1) � f∗(h∗O

P
g−1
k

(1)) (see

Exercise 5.1.27), and that the image of a suitable basis of H0(Pg−1
k ,O(1)) in

H0(X,L) is {1, t, . . . , tg−1}. This proves that h ◦ f coincides with the canoni-
cal map.

7.4.4 Group schemes and Picard varieties

In this subsection, we give, without proof, results on the Jacobian of a smooth
projective curve X. In Chapter 10, we will need the structure of the group of
n-torsion points Pic(X)[n] (Corollary 4.41).

Let us first introduce the notion of group scheme. Let S be a scheme. A
group scheme over S is an S-scheme G endowed with the following morphisms
of S-schemes

(multiplication) m : G ×S G → G,

(unit section) ε : S → G,

(inverse) inv : G → G,

such that we have the commutative diagrams

G×S G×S G �m×IdG

�
IdG ×m

G ×S G

�
m

G×S G �m G

(associativity),
G = G×S S������IdG

�IdG ×ε
G×S G

�
m

G

(right-identity), and

G

�

�∆G/S
G×S G �IdG × inv

G×S G

�
m

S �ε G

(right-inverse). Let T be an S-scheme. Then the morphisms m and inv canon-
ically induce maps m(T ) : G(T ) × G(T ) → G(T ), inv(T ) : G(T ) → G(T ). The
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group scheme axioms are equivalent to saying that this data makes G(T ) into a
group with unit element εT for each S-scheme T . It is clear that GT → SpecT
canonically admits the structure of a group scheme over T . The fibered prod-
uct of two group schemes over S is a group scheme over S. We say that G is a
commutative group scheme if G(T ) is commutative for every S-scheme T .

A subgroup scheme of G is a (closed) subscheme H of G such that H(T )
is a subgroup of G(T ) for all S-schemes T . The notion of morphisms of group
schemes is defined in a natural way. The kernel of a morphism f : G → G′ of
group schemes over S is G ×G′ S, where the second factor is endowed with the
structure of G′-scheme via the unit section ε : S → G′. It is naturally a group
scheme. A group scheme G over a field k is called an algebraic group over k if G
is moreover of finite type over k.

Example 4.35. Let Ga = SpecZ[T ]. Let m : Ga ×Spec Z Ga → Ga be the
morphism corresponding to Z[T ] → Z[T1, T2], T �→ T1 + T2, ε : SpecZ → Ga

corresponding to Z[T ] → Z, T �→ 0, and inv : Ga → Ga corresponding to
Z[T ] → Z[T ], T �→ −T . Then it is easy to see that these morphisms endow Ga

with the structure of a group scheme over Z. For any scheme S, we call the group
scheme Ga,S := Ga×Spec Z S over S the additive group over S. We verify without
difficulty that for any Z-scheme T , Ga(T ) is the additive group OT (T ).

Example 4.36. Let Gm = SpecZ[T, 1/T ]. Let Gm ×Spec Z Gm → Gm be the
morphism corresponding to Z[T, 1/T ] → Z[T1, 1/T1, T2, 1/T2], T �→ T1T2. As in
the preceding example, we construct the structure of a group scheme on Gm in
such a way that for any Z-scheme T , Gm(T ) is the multiplicative group O∗

T (T ).
The group scheme Gm,S := Gm ×Spec Z S → S is called the multiplicative group
over S. More generally, let n ≥ 1, and let

GLn = SpecZ[Tij , 1/∆]1≤i,j≤n,

where ∆ is the determinant of the matrix (Tij)1≤i,j≤n. Then GLn can be endowed
with the structure of a group scheme over Z such that GLn(T ) = GLn(OT (T ))
is the group of invertible square matrices of order n with coefficients in OT (T ).

The examples that we have considered are all affine schemes. It is more dif-
ficult to construct non-affine examples. Let X be an elliptic curve over a field k
together with a point o ∈ X(k). Then we can show that X has a unique structure
of an algebraic group over k such that o is the unit section. The multiplication
on X(k) is defined as follows: let x, y ∈ X(k). Then l(x + y − o) = 1 and there
exists a unique point z ∈ X(k) such that x + y ∼ o + z. By definition, (x, y) will
be sent to z by the multiplication. See Proposition 10.1.9.

Definition 4.37. Let k be a field. An Abelian variety over k is defined to be
an algebraic group that is geometrically integral and proper over k. An Abelian
variety is always projective and commutative. See [67], Section 2 and 7.

Let G be a commutative algebraic group over a field k. For any extension
k′/k, G(k′) is an abstract commutative group. For any n ∈ Z, we will denote by
G[n] the kernel of the multiplication by n morphism G → G. Then G[n](k′) is
just the kernel of multiplication by n on G(k′).
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Theorem 4.38. Let A be an Abelian variety of dimension g over a field k, and
let k be the algebraic closure of k. Let us fix a non-zero n ∈ Z.

(a) If (n, char(k)) = 1, then A[n] is étale over Spec k, and A[n](k) �
(Z/nZ)2g.

(b) If p = char(k) > 0, then there exists an 0 ≤ h ≤ g such that for any
n = pm, we have A[n](k) � (Z/nZ)h.

Proof See [70], Section 6, page 64.

A very important tool for the study of algebraic curves is the notion of the
Jacobian. Let us fix a smooth, geometrically connected, projective curve over a
field k. Let Pic0(X) denote the subgroup of Pic(X) of classes of invertible sheaves
of degree 0.

Theorem 4.39. Let X be a smooth, geometrically connected, projective curve
of genus g over a field k. Then there exists an Abelian variety J of dimension g
over k such that J(K) � Pic0(XK) for any extension K/k verifying X(K) 
= ∅.
Moreover, the isomorphism is compatible with field extensions.

Proof See [68], Theorem 1.1. See also Proposition 10.1.9 when X is an elliptic
curve.

Definition 4.40. The Abelian variety J above is called the Jacobian of X.

Corollary 4.41. Let X be a smooth, connected, projective curve over an alge-
braically closed field k, of genus g. Let n ∈ Z be non-zero.

(a) If (n, char(k)) = 1, then Pic0(X)[n] � (Z/nZ)2g.
(b) If p = char(k) > 0, then there exists an 0 ≤ h ≤ g such that for any

n = pm, we have Pic0(X)[n] � (Z/nZ)h.

Exercises

4.1. Let X be a smooth, geometrically connected, projective curve of genus 1
over a field k. Let o ∈ X(k) (we suppose that such a point exists). Let us
also denote the Cartier divisor associated to the cycle [o] by o.
(a) Let {1, t} be a basis of L(2o) and {1, t, y} a basis of L(3o). Show that

{1, t, y, t2} and {1, t, y, t2, ty} are bases of L(4o) and L(5o), respec-
tively.

(b) Let us consider the elements 1, t, y, t2, ty, t3, y2 of L(6o). Show that
we have a non-trivial linear relation

by2 + a1ty + a3y = a0t
3 + a2t

2 + a4t + a6, b, ai ∈ k.

Deduce from (a) that a0b 
= 0. Show that by a suitable homothety on
t and y, we may suppose that a0 = b = 1.
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(c) Show that the closed immersion X → P2
k induced by the basis {1, t, y}

of L(3o) has for image an elliptic curve in P2
k.

4.2. Let X be a smooth, geometrically connected, projective curve over a field
k, of genus g = 3. Show that X is a plane curve of degree 4 (i.e., isomorphic
to V+(F ), where F ∈ k[u, v, w] is homogeneous of degree 4) or Xk is
hyperelliptic.

4.3. Show that the converse of Lemma 4.3 is true.

4.4. Let f : X → Y be a finite separable morphism of degree n between two
normal projective curves over a field k. Show that f is étale if and only if
χk(OX) = nχk(OY ).

4.5. Let X be a smooth, geometrically connected, projective curve over a
field k. Let f : X → P1

k be a finite separable morphism. Let us fix a
parameter t of P1

k (i.e., K(P1
k) = k(t)).

(a) Let us suppose that f is étale outside of the point {t = ∞} ∈ P1
k(k)

and that f is tamely ramified at every point lying above ∞. Show that
f is an isomorphism. Give a counterexample when f is not tamely
ramified.

(b) Let us suppose that f is étale outside of the two points {t = 0} and
{t = ∞}, and that f is tamely ramified at the points lying above
0,∞. Show that K(X) = k(t)[h] with hn = λt, where n = deg f ,
λ ∈ k∗. In particular, if k contains the nth roots of unity, then f is a
cyclic covering (i.e., k(t) → K(X) is a cyclic extension).

4.6. Let X be a smooth, geometrically connected, projective curve over a field
k, of genus g ≥ 2.
(a) Show that (Ω1

X/k)
⊗3 is very ample.

(b) Let Aut(X) be the group of automorphisms of X. Show that Aut(X)
acts on the k-vector space V := H0(X, (Ω1

X/k)
⊗3) and induces an

injective homomorphism Aut(X) → Autk(V ).
(c) Show that if k is a finite field, then Aut(X) is finite. This result stays

true over an arbitrary field k. See [34], Corollary V.1.2, for fields of
characteristic zero and [83] for any characteristic.

4.7. Let X be a hyperelliptic curve of genus g ≥ 2, endowed with a separable
morphism f : X → P1

k of degree 2. Let x0 ∈ X(k). We call x0 a Weier-
strass point of X if l(2x0) ≥ 2. For example, ramification points of f are
Weierstrass points (see the proof of Lemma 4.8). Conversely, we want to
show that every Weierstrass point x0 of X is a ramification point of f .
(a) Let σ denote the hyperelliptic involution of X. Let us suppose that

f is unramified at x0. Then x′
0 := σ(x0) is a point that is distinct

from x0. Let h ∈ L(2x0)\k. Show that (h±σ(h))∞ = 2[x0]+2[x′
0] =

2f∗[f(x0)].
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(b) Let us keep the notation of Proposition 4.24. Changing the variable
on P1

k if necessary, we may assume that f(x0) = {t = ∞}. Show that
h = a(t) + b(t)y with a(t), b(t) ∈ k[t] and b(t) 
= 0.

(c) By considering the degree of h − σ(h), show that we have g ≤ 1.
Conclude.

4.8. Let X, Y be smooth and geometrically connected projective curves over
a field k.
(a) Let f : X → Y be a non-constant morphism. Show that g(X) ≥ g(Y ).
(b) Let us suppose that g(X) ≥ 2. Let f : X → X be a finite morphism.

Show that f is an automorphism if it is separable. In general, if
char(k) = p > 0, show that f decomposes into a relative Frobenius
F r

X/k : X → X(pr) followed by an isomorphism X(pr) → X. These
morphisms are morphisms of algebraic varieties over k.

4.9. Let X be a smooth and geometrically connected projective curve over a
field k. Let U be a non-empty open subset of X.
(a) Show that the group Div(U) can be identified with the group of

Cartier divisors on X with support contained in U .
(b) Let α : Pic0(X) → Pic(U) be the restriction of the canonical homo-

morphism Pic(X) → Pic(U). Let D0 ∈ Div(U) be such that

deg D0 = gcd{deg D | D ∈ Div(U)}.

Show that Coker(α) is generated by the class of OX(D0).
(c) Show that there exists an exact sequence of groups

0 → G → Pic0(X) → Pic(U) → H → 0

where G and H are finitely generated.
(d) Let us suppose that k is algebraically closed. Show that Pic0(X) is

not finitely generated if g ≥ 1 (use Corollary 4.41). Deduce from this
that Pic(U) is finitely generated if and only if g = 0.

(e) Let SpecA be a smooth and connected affine curve over an alge-
braically closed field k. Show that Cl(A) is a finitely generated group
if and only if there exists a P (x) ∈ k[x] such that A � k[x, 1/P (x)].

4.10. Let P (t) ∈ k[t] be a separable polynomial of even degree ≥ 2 over an
algebraically closed field k with char(k) 
= 2. Let us consider the hyperel-
liptic curve X over k defined by the equation y2 = P (t). Show that the
following properties are equivalent:
(i) There exist A, B ∈ k[t] such that A2 − P (t)B2 = 1.
(ii) k[t, y]∗ 
= k∗.
(iii) Let x1, x2 be the points of the support of (t)∞. Then the divisor

x1 − x2 ∈ Pic0(X) is an element of finite order.
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4.11. Let E = V+(F (u, v, w)) ⊂ P2
k be an elliptic curve. Let o = (0, 1, 0) and

x ∈ E(k). Let us suppose that there exists a curve C ⊂ P2
k such that

C ∩ E = {x}. Show that x− o ∈ Pic0(X) is an element of finite order.

4.12. Let X be a smooth and geometrically connected projective curve over a
finite field k = Fq. Let J be its Jacobian.
(a) Show that J(k) is a finite group.
(b) Let x1, . . . , xn ∈ X(k) be points that are pairwise distinct. Let

F := {f ∈ K(X)∗ | Supp(f) ⊆ {x1, . . . , xn}}.

Let ϕ : F → Zn be defined by f �→ (ordx1(f), . . . , ordxn(f)). Show
that Imϕ is of finite index in {(r1, . . . , rn) ∈ Zn | r1 + · · ·+ rn = 0}.
Deduce from this that F � k∗ ⊕ Zn−1.

4.13. Let C be an affine curve over a field k. We will say that C is an affine plane
curve if it is isomorphic to a closed subscheme of an open subscheme of A2

k.
(a) Show that if C is an affine plane curve, then ωC/k � OC .
(b) Let X be a smooth, geometrically connected, projective curve over

k, of genus g ≥ 2. Show that there exist at most (2g − 2)2g points
x ∈ X(k) such that X \ {x} is an affine plane curve.

(c) Let us suppose that X is hyperelliptic over k. Let x ∈ X(k). Show
that the affine curve X \ {x} is plane if and only if x is a Weierstrass
point (see Exercise 4.7).

4.14. Let G → S be a group scheme. Show that G → S is separated if and only
if the unit section ε : S → G is a closed immersion.

4.15. Let G be an algebraic group over a field k, with unit section o ∈ G(k). Let
x ∈ G(k).
(a) Show that there exists an automorphism tx : G → G of G (as an

algebraic variety) such that tx(o) = x. Deduce from this that OG,o �
OG,x.

(b) If G is geometrically reduced, show that it is smooth over k.

4.16. Let G be a geometrically reduced algebraic variety over a field k, let m :
G ×k G → G, inv : G → G, and ε : Spec k → G be morphisms of k-
schemes. We suppose that these three morphisms induce an abstract group
law on G(k). Using Exercise 3.2.9, show that they induce an algebraic group
structure on G.

4.17. Let k be a field and let U = Spec k[X].
(a) Show that the automorphisms of U (as a k-scheme) are defined by

X �→ aX + b with a ∈ k∗ and b ∈ k.
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(b) Let m : U ×Spec k U → U be an algebraic group law on U . Changing
the variables if necessary, we suppose that X = 0 is the unit element
of the group U . The morphism m corresponds to a homomorphism
of k-algebras k[X] → K[Y, Z]. Let P (Y, Z) be the image of X. Show
that for any (y, z) ∈ k2, seen as a rational point of U ×Spec k U , we
have m(y, z) = P (y, z).

(c) Using (b) on Uk, show that P (Y, Z) = Y +Z (fix one of the variables,
say Z, and use the fact that Y �→ P (Y, Z) is an automorphism), and
that U � Ga,k as algebraic groups over k.

4.18. Let k be a field, T = Spec k[X, 1/X], and m : T ×Spec k T → T an algebraic
group law on T .
(a) Changing the variables if necessary, we suppose that X = 1 is the unit

element of the group T . The morphism m corresponds to a homomor-
phism of k-algebras k[X, 1/X] → K[Y, 1/Y, Z, 1/Z]. Let P (Y, Z) be
the image of X. Show that there exist a ∈ k∗, q, r ∈ Z such that
P (Y, Z) = aY qZr (use the fact that X ∈ OT (T )∗).

(b) Show that (y, z) �→ ayqzr defines an (abstract) group law on k∗ for
which 1 is the unit element. Deduce from this that a = 1 and q =
r = 1. Show that T � Gm,k as algebraic groups over k.

7.5 Singular curves, structure of Pic0(X)

In this section we gather together some results that are rather specific to singular
curves. Proposition 5.4 has been used in the proof of Proposition 4.1. A large part
of this section is devoted to the structure of the group Pic0(X) (Theorem 5.19).

Definition 5.1. Let X be a scheme having only a finite number of irreducible
components X1, . . . , Xn (endowed with the reduced closed subscheme structure).
The disjoint union X ′ =

∐
1≤i≤n X ′

i, where X ′
i is the normalization of the integral

scheme Xi (Definition 4.1.19), is called the normalization of X. By construction,
X ′ is endowed with a surjective integral morphism π : X ′ → X. If Xred is the
reduced scheme associated to X, then X ′

red = X ′.

Lemma 5.2. Let X be a reduced scheme having only a finite number of irre-
ducible components. Let U be an affine open subset of X.

(a) We have a canonical isomorphism Frac(OX(U)) � ⊕1≤i≤n Frac(OX,ξi
),

where the ξi are the generic points of X belonging to U .
(b) OX′(π−1(U)) is the integral closure of OX(U) in Frac(OX(U)).

Proof Let us set A = OX(U) and let pi be the prime ideal of A corresponding
to ξi. Then we have a finite injective canonical homomorphism

ρ : A → ⊕1≤i≤nA/pi,
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which induces an injection ρ′ : Frac(A) → ⊕i Frac(A/pi). Let i0 ≤ n. There
exists an a ∈ (∩i�=i0pi)\pi0 . By considering the image of a by ρ′, we immediately
see that ρ′ is surjective, whence (a) (see also Exercises 1.1 and 1.4).

(b) The integral closure A′ of A in Frac(A) is clearly contained (via the injec-
tion ρ) in ⊕i(A/pi)′, where (A/pi)′ denotes the integral closure in Frac(A/pi).
Now ⊕i(A/pi)′ is integral over ⊕iA/pi, and hence integral over A. It follows that
A′ = ⊕i(A/pi)′, whence (b).

Definition 5.3. Let X be a reduced Noetherian scheme. Let ξ1, . . . , ξn be the
generic points of X. We say that a morphism of finite type f : Z → X is a
birational morphism if Z admits exactly n generic points ξ′

1, . . . , ξ
′
n, if f−1(ξi) =

ξ′
i, and if OX,ξi → OZ,ξ′

i
is an isomorphism for every i. For example, the normali-

zation morphism X ′ → X is a birational morphism. Using Lemma 5.2, we see
that we have a canonical isomorphism KX → f∗KZ as soon as f is birational.

Let X be a reduced curve over a field k, and let π : X ′ → X be the normali-
zation morphism. We immediately deduce from Proposition 4.1.27 that π is a
finite morphism. We have an exact sequence of coherent sheaves on X:

0 → OX → π∗OX′ → S → 0. (5.17)

The support of S is a closed set not containing any generic point of X; it is
therefore a finite set, consisting of the singular points of X. Therefore S is a
skyscraper sheaf. For any x ∈ X, we have Sx = O′

X,x/OX,x, where O′
X,x is the

integral closure of OX,x in Frac(OX,x), because normalization commutes with
localization. Let

δx := lengthOX,x
Sx = [k(x) : k]−1 dimk Sx (5.18)

(see Exercise 1.6(d) for the second equality). Then δx = 0 if and only if x is a
normal (hence regular) point of X.

Proposition 5.4. Let X be a reduced projective curve over a field k. Let
X1, . . .,Xn be the irreducible components of X. Then

pa(X) + n− 1 =
∑

1≤i≤n

pa(X ′
i) +

∑
x∈X

[k(x) : k]δx,

where X ′
i is the normalization of Xi.

Proof Exact sequence (5.17) implies that we have the equality χ(π∗OX′) =
χ(OX) + χ(S) (Lemma 3.16). As π is finite, we have

χ(π∗OX′) = χ(OX′) =
∑

1≤i≤n

χ(OX′
i
) = n −

∑
1≤i≤n

pa(X ′
i).

Moreover, since S is a skyscraper sheaf,

χ(S) = dimk H0(X,S) =
∑

x

dimk Sx =
∑

x

[k(x) : k]δx.

These equalities imply the proposition.

The following proposition in some sense generalizes Proposition 4.4.



 

7.5. Singular curves, structure of Pic0(X) 305

Proposition 5.5. Let X be a projective curve over k. Let D ∈ Div(X). Then
OX(D) is ample if and only if degOX(D)|Xi > 0 for every irreducible component
Xi of X.

Proof By Corollary 5.3.8, we may suppose X is integral. If D is ample, then
deg D ≥ 0, because otherwise L(nD) = 0 and hence OX(nD) cannot be gen-
erated by its global sections. If degD = 0, and nD is generated by its global
sections, then OX(nD) = OX . Now OX is not very ample, because X is not affine
(otherwise X = SpecOX(X) and would be of dimension 0). Hence deg D > 0.

Conversely, let us suppose that degD > 0. Let E be an ample divisor. For any
n ≥ 1, we have l(nD−E) ≥ deg(nD−E)+χ(OX). Hence for a sufficiently large
n, we have l(nD−E) 
= 0. Replacing D if necessary by a divisor that is linearly
equivalent to nD, we can suppose that D ≥ E. Let F be a coherent sheaf on X.
Then H1(X,F ⊗ OX(nE)) = 0 for any sufficiently large n (Proposition 5.3.6).
We have an exact sequence

0 → OX(nE) → OX(nD) → Gn → 0

where Gn � OnD−nE is a skyscraper sheaf. By tensoring with F , we obtain an
exact sequence

F ⊗OX(nE) α−→ F ⊗OX(nD) → F ⊗ Gn → 0.

As X is of dimension 1 and F ⊗ Gn is a skyscraper sheaf, the canonical homo-
morphisms

H1(X,F ⊗OX(nE)) → H1(X, Imα), H1(X, Imα) → H1(X,F ⊗OX(nD))

are surjective. This implies that H1(X,F ⊗ OX(nD)) = 0 and that OX(D) is
ample (Proposition 5.3.6). See also Exercise 5.3.

Definition 5.6. Let X be a locally Noetherian scheme. Let Z be an irreducible
component of X. We call the integer d = length(OX,ξ), where ξ is the generic
point of Z, the multiplicity of Z in X. We have d ≥ 1, and d = 1 if and only if
OX,ξ is reduced (or, equivalently, if X is reduced on a non-empty open subset
containing ξ).

Proposition 5.7. Let X be a projective curve over a field k, and let X1, . . . , Xn

be its irreducible components, with respective generic points ξ1, . . . , ξn. We
endow each Xi with the reduced subscheme structure. Then for any invertible
sheaf L on X, we have

degL =
∑

1≤i≤n

di deg(L|Xi
), (5.19)

where di = length(OX,ξi).
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Proof Equality (5.19) is additive on L. Using Proposition 1.32, we may suppose
that L � OX(D) for some Cartier divisor D on X. By Lemma 3.6, we can even
suppose D effective. Let x ∈ X be a closed point, and f be a generator of
OX(−D)x. Let A = OX,x and let p1, . . . , pr denote the minimal prime ideals of
A. Then it suffices to show the equality

lengthA(A/fA) =
∑

1≤i≤r

lengthApi

(Api
) lengthA/pi

(A/(f, pi)).

As f is a regular element, this equality can be obtained by taking M = A in the
equality

eA(f, M) =
∑

1≤i≤r

lengthApi

(Mpi
) lengthA(A/(f, pi)) (5.20)

that we are going to show for every finitely generated A-module M (see
Exercise 1.7 for the notation eA(f, M)). As the length over Api

and eA(f, .)
are additive with respect to exact sequences (Lemma 1.23 and Exercise 1.7(c)),
with the help of Lemma 1.4, it suffices to show (5.20) for M = A/p, with p prime.
If p is maximal, then eA(f, M) = 0 and Mpi

= 0; hence (5.20) is true. If p is
not maximal, it is equal to one of the minimal prime ideals pi. As Mpj

= Api
if

j = i and 0 otherwise, equality (5.20) is still true.

Corollary 5.8. Let X be a reduced projective curve over a field k. Let π :
X ′ → X be the normalization morphism. Then for any invertible sheaf L on X,
we have degL = deg π∗L.

Proof This results from Proposition 5.7 and Proposition 3.8.

Definition 5.9. Let X be a connected projective curve over a field k, with irre-
ducible components X1, . . . , Xn. We let Pic0(X) denote the set of isomorphism
classes of invertible sheaves L such that degL|Xi

= 0 for every 1 ≤ i ≤ n.

In what follows, we are going to study the structure of the group Pic0(X)
for a projective curve X over a field k. More specifically, we consider the torsion
points (i.e., elements of finite order) of Pic0(X). Let G be a commutative group,
and n ∈ Z. We denote the multiplication by n homomorphism by nG : G → G.
From here to the end of the section, we will suppose k is algebraically closed.

Definition 5.10. Let G be a commutative group. We will say that G is unipotent
if there exists an ascending chain of subgroups

0 = G0 ⊂ G1 ⊂ · · · ⊂ Gn = G

such that Gi/Gi−1 is isomorphic to the additive group of k for every 1 ≤ i ≤ n.
The integer n will be called the dimension of G. It is an easy exercise to show
that if G is an extension of a unipotent group U1 by a unipotent group U2, then
G is unipotent of dimension the sum of the dimensions of U1 and U2.
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It is clear that this definition depends on k. Moreover, the definition of the
dimension could depend on the choice of a sequence (Gi)i. We must note that
the true definition is that G and the Gi are algebraic groups, and that the
homomorphisms that occur are morphisms of algebraic groups. It turns out that
the abstract groups that we are going to encounter are in fact groups of rational
points of unipotent algebraic groups. In order not to have to develop the theory
of algebraic groups, we are forced to do some gymnastics with the definitions.
Anyway, we will not really use the dimension of G, but only the fact that G[n] = 0
for any n prime to char(k) (see Corollary 5.23).

Lemma 5.11. Let X be a connected projective curve over an algebraically
closed field k. Let Z = V (J ) be a closed subscheme of X defined by a nilpotent
sheaf of ideals. Then the homomorphism R : Pic(X) → Pic(Z) induced by the
closed immersion i : Z → X is surjective, with unipotent kernel of dimension
dimk H1(X,OX)− dimk H1(Z,OZ).

Proof Let NX ⊂ OX be the sheaf of nilpotent elements. Let us first suppose
that JNX = 0. In particular, J 2 = 0. We have an exact sequence of sheaves of
groups on X:

1 → 1 + J → O∗
X → i∗O∗

Z → 1.

The map a → 1+a defines an isomorphism of sheaves of groups J � 1+J . As the
first is a quasi-coherent sheaf on X, we have H2(X,J ) = 0 (Proposition 5.2.24).
We then obtain an exact sequence of cohomology groups

OX(X)∗ → OZ(Z)∗ → H1(X, 1 + J ) → Pic(X) R−→ Pic(Z) → 0

(Corollary 5.2.22). Hence R is surjective. Similarly, we have an exact sequence

OX(X) → OZ(Z) → H1(X,J ) → H1(X,OX) S−→ H1(Z,OZ) → 0.

As OX(X)/NX(X) is a sub-k-algebra of OXred(Xred) = k (Corollary 3.3.21), we
have

OX(X) = k + NX , OZ(Z) = k + NZ ,

where NX := NX(X), NZ := NZ(Z) are nilpotent ideals. This implies that

OX(X)∗ = k∗(1 + NX), OZ(Z)∗ = k∗(1 + NZ).

Let ρ : OX(X) → OZ(Z) be the canonical homomorphism. By directly using the
definition of Čech cohomology, we see that the JNX = 0 hypothesis entails that
N2

Z ⊆ ρ(NX) and that we have the commutative diagram

NZ �

�

H1(X,J )

�
1 + NZ � H1(X, 1 + J )
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where the horizontal arrows come from the exact cohomology sequence, and
where the vertical arrows are a �→ 1 + a. This immediately implies that

(1 + NZ)/(1 + ρ(NX)) � NZ/ρ(NX).

In other words,

Ker(R) � Ker(S) = Ker(H1(X,OX) → H1(Z,OZ))

and dimk Ker(R) = dimk H1(X,OX)− dimk H1(Z,OZ).
In the general case, we have an ascending chain of closed subschemes

Z = X0 ⊆ X1 ⊆ · · · ⊆ Xn = X

with Xi = V (JN i
X) (we take n large enough so that Nn

X = 0). Then Xi is
defined by a sheaf of ideals Ji ⊂ OXi+1 such that JiNXi+1 = 0. The preceding
case immediately implies that Pic(Xi+r) → Pic(Xi) is surjective if r ≥ 1. Its
kernel Ki+r,i is an extension

0 → Ki+r,i+1 → Ki+r,i → Ki+1,i → 0.

An induction on r implies that Ki+r,i is unipotent and

dimKi+r,i = dimk H1(Xi+r,OXi+r
)− dimk H1(Xi,OXi

),

the case r = 1 having been proven in the first part. We obtain the lemma by
taking i = 0 and r = n.

Before studying the Picard group of a reduced curve, we need to examine
thoroughly the structure of the singular points. Let X be a reduced curve over
an algebraically closed field k, and π : X ′ → X the normalization morphism.
We are going to construct a curve Y lying between X and X ′, having ‘not too
complicated’ singularities. Let x ∈ X be a singular point. Let y1, . . . , ym denote
the points of π−1(x). Let Vx be an affine open neighborhood of x such that x is
the only singular point of Vx. Let Wx be the affine curve corresponding to the
OX(Vx)-algebra

{b ∈ OX′(π−1(Vx)) | b(y1) = · · · = b(ym)}.

The morphism π−1(Vx) → Vx decomposes into two finite surjective morphisms
π−1(Vx) → Wx → Vx. It follows that Wx → Vx is an isomorphism over Vx \ {x}.
Consequently, the curves Wx glue, as x varies in Xsing, to a reduced curve Y
such that π decomposes into two finite surjective morphisms π1 : X ′ → Y and
π2 : Y → X.
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Lemma 5.12. Let us keep the notation and hypotheses above.

(a) The morphism π2 : Y → X is a homeomorphism.
(b) Let y = π−1

2 (x). There exists an integer r ≥ 1 such that mr
y ⊆ mx. We

then have mr
x(π∗OX′)x ⊆ mx.

(c) We have exact sequences

0 → O∗
Y,y/O∗

X,x → (π∗O∗
X′)x/O∗

X,x → (π1∗O∗
X′)y/O∗

Y,y → 0, (5.21)

0 → OY,y/OX,x → (π∗OX′)x/OX,x → (π1∗OX′)y/OY,y → 0, (5.22)

isomorphisms

(π1∗O∗
X′)y/O∗

Y,y � (k∗)m−1, (π1∗OX′)y/OY,y � km−1,

and U := O∗
Y,y/O∗

X,x is unipotent of dimension dimk OY,y/OX,x.

Proof Let A = OX(Vx), B = OX′(π−1(Vx)), and C = OY (Wx).
(a) Let p be the maximal ideal of A corresponding to the point x, r1, . . . , rm

the maximal ideals of B corresponding to the points y1, . . . , ym, and q :=
∩1≤i≤mri. We immediately verify that q ⊆ C and that it is the unique maximal
ideal of C lying above p. It follows that π2 is bijective. As it is moreover proper,
it is indeed a homeomorphism.

(b) The ring C/pC is local Artinian. Therefore there exists an N ≥ 1 such
that qN ⊆ pC. The sheaf (C/p)∼ is coherent on X, with support {x}. It follows
that C/p = H0(X, (C/p)∼) is an A-module of finite length. Let qn be the image
of qn in C/p. Then there exists an r ≥ N such that qn = qn+1 for every n ≥ r
(Proposition 1.25). Consequently,

qr ⊆ ∩n≥rq
n ⊆ ∩q≥1p

qM, M := C/p.

Let f ∈ qr. By Krull’s theorem (Corollary 1.3.13), there exists an ε ∈ p such
that (1 + ε)f ∈ p. Consequently, f ∈ mxOX,x. Hence mr

y ⊆ mx. As qB ⊆ C
by definition of C, we have qrB ⊆ qr, whence mr

x(π∗OX′)x ⊆ mx by taking the
localization.

(c) Complex (5.22) is

0 → C/A → B/A → B/C → 0,

which is exact. Similarly, complex (5.21) is exact. The homomorphisms B∗ →
(k∗)m, b �→ (b(y1), . . . , b(ym)); C∗ → k∗, c �→ c(y) clearly induce an injective
homomorphism

ρ : B∗/C∗ → (k∗)m/∆(k∗m) � (k∗)m−1,
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where ∆ : k∗ → (k∗)m is the diagonal homomorphism. We have ρ surjective,
because B∗ → (k∗)m is induced by the surjective homomorphism

B → B/pB � ⊕1≤i≤mBri/pBri → ⊕1≤i≤mk(yi) = km

(see Exercise 2.5.11(c) for the isomorphism in the middle). Hence ρ is an isomor-
phism. Let us note, moreover, that the same arguments show that B/C �
km/∆(k) � km−1. As we have an exact sequence

0 → C∗/A∗ → B∗/A∗ → B∗/C∗ → 0,

and B∗/A∗ = (π∗O∗
X′)x/O∗

X,x, it suffices to show that U := C∗/A∗ verifies the
required property. Now U � (1+my)/(1+mx). In a way similar to the end of the
proof of Lemma 5.11, we show that U is unipotent of dimension dimk(my/mx)
by using (b). Now we have an isomorphism of k-vector spaces

my/mx � (k + my)/(k + mx) = OY,y/OX,x.

This completes the proof of (c).

Definition 5.13. Let X be a reduced curve over an algebraically closed field
k. Let π : X ′ → X be the normalization morphism. We say that a closed point
x ∈ X is an ordinary multiple point if δx = mx − 1, where mx is the number of
points of π−1(x) and where δx is defined by formula (5.18). We will also say that
x is an ordinary mx-fold point. If mx = 2, we say that x is an ordinary double
point or a ‘node’. With the notation of Lemma 5.12 and by virtue of its assertion
(c), the point y of Y is an ordinary multiple point. The curve Y is called the
curve with ordinary multiple singularities associated to X.

If k is not necessarily algebraically closed, we will say that x ∈ X is an
ordinary m-fold point if for every point x′ ∈ Xk lying above x, we have Xk
reduced in a neighborhood of x′ and x′ is an ordinary m-fold point.

Example 5.14. Let X be the curve Spec k[t, s]/(s2 − t2(1 + t)) over a field of
characteristic char(k) 
= 2. Then the point (0, 0) is an ordinary double point.
Indeed, the normalization of X is Spec k[u] with u = s/t and u2 = 1 + t. We
easily see that δ = 1 and m = 2. We can also step over to the formal completion,
and use Exercise 1.3.9. If char(k) = 2, then (0, 0) is not an ordinary multiple
point because δ = m = 1.

Proposition 5.15. Let X be a reduced curve over an algebraically closed field k,
x ∈ X(k), π : X ′ → X the normalization morphism, and π−1(x) = {y1, . . . , ym}.
Then the following properties are equivalent:

(i) The point x is an ordinary multiple point.
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(ii) Let V be an affine open neighborhood of x such that V ∩ Xsing = {x}.
Then

OX(V ) = {f ∈ OX′(π−1(V )) | f(y1) = · · · = f(ym)}.

(iii) We have an isomorphism

ÔX,x � k[[T1, . . . , Tm]]/(TiTj)i�=j .

(iv) There exist n ≥ 1 and an isomorphism

ÔX,x � k[[T1, . . . , Tn]]/(TiTj)i�=j .

Moreover, if these conditions are satisfied, then dimTX,x = m.

Proof Let X ′ π1−→ Y
π2−→ X be the decomposition defined just before

Lemma 5.12. Then δx = m − 1 + dimk OY,y/OX,x by Lemma 5.12(c). Thus
(i) ⇐⇒ {π2 is an isomorphism} ⇐⇒ (ii).

(ii) =⇒ (iii). Let A = OX,x, B = (π∗OX′)x. Let Â be the mx-adic completion
of OX,x, and B̂ = B ⊗A Â. Then we have

B̂ = ⊕1≤i≤mÔX′,yi
= ⊕1≤i≤mk[[ti]],

where ti is a generator of myi
(Exercise 4.3.17 and Proposition 4.2.27). The

surjective homomorphism ρ : B → km defined by ρ(b) = (b(y1), . . . , b(ym))
extends to ρ̂ : B̂ → km. We have A ⊆ ρ−1(∆(k)), where ∆ : k → km is the
diagonal map. The hypothesis that x is an ordinary multiple point implies that

dimk B/A = m− 1 = dimk(B/ρ−1(∆(k))).

So A = ρ−1(∆(k)). Likewise, Â = ρ̂−1(∆(k)). Let us consider the homomorphism

ϕ : k[[T1, . . . , Tm]]/(TiTj)i�=j → ⊕1≤i≤mk[[ti]]

which sends the image of Ti in the quotient to ti. We immediately verify that ϕ
is injective and that its image is precisely ρ̂−1(∆(k)), whence (iii).

(iv) =⇒ (i). The homomorphism ϕ above implies that the integral closure Â′

of Â in Frac(Â) is isomorphic to ⊕1≤i≤nk[[ti]], where ti is the image of Ti in Â.
Moreover, we have

B̂ = B ⊗A Â ⊆ Frac(A)⊗A Â ⊆ Frac(Â).

As B̂ is manifestly integrally closed in Frac(B̂), we have Â′ = B̂. In particular,
n = m and dimk B̂/Â = m − 1. Now mr

xB ⊆ mx (Lemma 5.12(b)) implies that
B/A → B̂/Â is an isomorphism. Hence δx = m − 1, which shows that x is an
ordinary m-fold point.

Finally, if x is ordinary, then the tangent space TX,x can be computed with
the isomorphism of (iii) and we see that its dimension is equal to m.
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Remark 5.16. The proposition above gives an ‘infinitesimal’ description of
ordinary multiple points. Indeed, let Z be a reduced closed subvariety of Am

k ,
union of the m axes, and o the origin of Am

k . Then ÔX,x � ÔZ,o if x is an
ordinary m-fold point.

Definition 5.17. Let k be an algebraically closed field. Let T0 be the set con-
sisting of the trivial group, and let Tq be the set of groups that are extensions of
k∗ by an element of Tq−1, and T = ∪q≥1Tq. We will call the elements of T toric
groups.

As for the definition of unipotent groups, we use for convenience a weakened
notion of the true definition of tori (which are algebraic groups over k isomorphic
to a power Gr

m,k). Let G be a toric group. Then G ∈ Tr for some integer r ≥ 0. We
immediately verify that for any non-zero n prime to char(k), we have G[n] � µr

n,
where µn is the group of nth roots of unity in k. The integer r is called the
dimension of G.

Lemma 5.18. Let X be a reduced, connected, projective curve over an alge-
braically closed field k. Let Y be the (reduced and projective) curve with ordinary
multiple singularities associated to X. Then the following properties are true.

(a) The canonical homomorphism Pic(X) → Pic(Y ) is surjective, with
unipotent kernel of dimension pa(X) − pa(Y ). Moreover, if pa(X) =
pa(Y ), then Y → X is an isomorphism.

(b) The canonical homomorphism Pic(Y ) → Pic(X ′) is surjective, with toric
kernel of dimension t = µ − c + 1, where µ :=

∑
x∈X(k)(mx − 1), and

where c is the number of irreducible components of X.

Proof Let L be an invertible sheaf on X ′. Let D′ be a Cartier divisor on X ′

such that L � OX′(D′). As in the proof of Proposition 1.32, we may suppose that
D′ is effective and with support disjoint from π−1(Xsing). Since π1 : X ′ → Y is
an isomorphism outside of π−1(Xsing), D′ canonically induces a Cartier divisor
D on Y with support in Y \ π−1

2 (Xsing). We then have L � π∗
1OY (D), and

Pic(Y ) → Pic(X ′) is surjective. Likewise, Pic(X) → Pic(Y ) is surjective.
Let us consider the exact sequence 0 → O∗

X → π2∗O∗
Y → F → 0, where F is

a skyscraper sheaf. Čech cohomology gives the exact sequence

0 → OX(X)∗ → OY (Y )∗ → F(X) → Pic(X) → Pic(Y ).

Now π2 : Y → X is bijective (Lemma 5.12(a)); hence Y is reduced and con-
nected. It follows that OX(X)∗ = OY (Y )∗ = k∗ (Corollary 3.3.21). Conse-
quently, Ker(Pic(X) → Pic(Y )) can be identified with

F(X) = ⊕x∈X(k)O∗
Y,π−1

2 (x)/O
∗
X,x.
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The latter is a unipotent group of dimension
∑

x∈X(k) dimk OY,π−1
2 (x)/OX,x by

virtue of Lemma 5.12(c). We have an exact sequence

0 → OX → π2∗OY → H → 0

where H is a skyscraper sheaf and H(X) = ⊕x∈X(k)OY,π−1
2 (x)/OX,x. Now the

exact cohomology sequence says that dimk H(X) = pa(X)−pa(Y ). Hence F(X)
is of dimension pa(X)−pa(Y ), which shows the first part of (a). If pa(X) = pa(Y ),
then H = 0; thus π2 : Y → X is an isomorphism.

(b) We have an exact sequence 0 → O∗
Y → π1∗O∗

X′ → G → 0, where G is a
skyscraper sheaf. Taking Čech cohomology, we obtain the exact sequence

0 → k∗ → (k∗)c → G(Y ) → Pic(Y ) → Pic(X ′).

The lemma immediately results from Lemma 5.12(c).

Theorem 5.19. Let X be a connected projective curve over an algebraically
closed field, with irreducible components X1, . . . , Xn. Let π : X ′ → X be the
normalization morphism, and X ′

i the normalization of Xi. Then the following
properties are true.

(a) The morphism π induces a surjective canonical homomorphism

R : Pic0(X) →
∏

1≤i≤n

Pic0(X ′
i).

(b) Let L = Ker(R). Then L is an extension of a toric group T by a unipo-
tent group U . Let a =

∑
1≤i≤n g(X ′

i), let t be the integer defined in
Lemma 5.18, and u = dimk H1(X,OX) − a − t. Then T (resp. U) is of
dimension t (resp. u).

Proof (a) Let π1 : X ′ → Y , π2 : Y → Xred, and i : Xred → X be the decom-
position of X ′ → X. We have seen previously that the homomorphisms between
the Pic associated to these morphisms are surjective. Hence Pic(X) → Pic(X ′)
is surjective. Let L be an invertible sheaf on X. It follows from Propositions 5.7
and 3.8 that [L] ∈ Pic0(X) if and only if [π∗L] ∈ Pic0(X ′) =

∏
1≤i≤n Pic0(X ′

i).
Consequently, R is surjective and L = Ker(Pic(X) → Pic(X ′)).

(b) Let K = Ker(Pic(Xred) → Pic(X ′)) and U1 = Ker(Pic(X) → Pic(Xred)).
There is a canonical exact sequence

0 → U1 → L → K → 0.

By Lemma 5.18, K is an extension of a torus T of dimension t by a unipotent
group U2 of dimension pa(Xred) − pa(Y ). Let U be the inverse image of U2 by
L → K. Then L is an extension of T by U , and U is an extension of U2 by U1.
Hence U is unipotent (Lemma 5.11) of dimension the sum of the dimensions:

dimU = (dimk H1(X,OX)− pa(Xred)) + (pa(Xred)− pa(Y ))
= dimH1(X,OX)− pa(Y ). (5.23)

Now it can immediately be verified that pa(Y ) = a + t, because Y has only
ordinary multiple singularities. This completes the proof of the theorem.
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Remark 5.20. With a little bit of effort, we can show that L is isomorphic to
U × T , and that T � (k∗)t. If char(k) = 0, then we can also show that U � ku

as groups, using the exponential.

Definition 5.21. The integers a, t, u ∈ N of Theorem 5.19 are respectively
called the Abelian, toric, and unipotent ranks of Pic0(X) (or of X). We also
denote these ranks by a(X), t(X), and u(X). We have

a(X) + t(X) + u(X) = dimk H1(X,OX).

Remark 5.22. We can show that there exists an algebraic group G, direct
product of a torus, and a unipotent algebraic group, such that G(k) � L. See
[86], V, Section 3.

Corollary 5.23. Let X be a connected projective curve over an algebraically
closed field k. Let n be a non-zero integer prime to char(k). Let a, t be the
Abelian and toric ranks of X. Then we have a (non-canonical) isomorphism:

Pic(X)[n] = Pic0(X)[n] � (Z/nZ)t+2a.

Proof We have obviously Pic(X)[n] = Pic0(X)[n]. Let us keep the notation
of Theorem 5.19. The multiplication by n is an isomorphism on U ; we therefore
have L[n] � T [n] � µt

n � (Z/nZ)t. As nL is surjective, we have an exact sequence

0 → L[n] → Pic0(X)[n] → Pic0(X ′)[n] → 0.

The corollary then results from Corollary 4.41(a).

Corollary 5.24. Let X be a projective, connected, reduced curve over an alge-
braically closed field k. Then the unipotent rank of X is zero if and only if the
singularities of X are all ordinary.

Proof This is an immediate consequence of Lemma 5.18(a).

Exercises

5.1. Let X be a reduced, connected, projective curve over a field k. Show that
k′ := H0(X,OX) is a finite field extension of k, and that X naturally has
the structure of an algebraic variety over k′. Show that pa(X) < 0 if and
only if k′ 
= k and H1(X,OX) = 0.

5.2. Let X be a projective curve over a field k such that H0(X,OX) = k. Show
that for any closed curve Z in X (e.g., Z = Xred), we have pa(Z) ≤ pa(X).

5.3. Let X be a proper integral curve over a field k, and let D ∈ Div(X) be
such that degD > 0. We are going to give another proof of the fact that
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D is ample, without supposing that X is projective (Proposition 5.5). Let
π : X ′ → X be the normalization morphism.
(a) Let F be a coherent torsion-free sheaf on X. By taking HomOX

(.,F)
of exact sequence (5.17), show that we have an exact sequence

0 → π∗π!F = HomOX
(π∗OX′ ,F) → F → H → 0,

where H is a skyscraper sheaf (see Section 6.4).
(b) Let G = π!F . Show that it is a coherent sheaf on X ′ and that there

exists an n0 such that for every n ≥ n0, we have

H1(X ′,G ⊗OX′ π∗OX(nD)) = 0.

Show that π∗(G ⊗OX′ π∗OX(nD)) � (π∗G) ⊗OX
OX(nD)

(Proposition 5.2.32).
(c) Using the fact that X ′ is projective (Exercise 4.1.16), show that for

every n ≥ n0 we have H1(X,F ⊗OX
OX(nD)) = 0. Conclude.

5.4. Let X be a proper curve over a field k.
(a) Show that there exists an effective Cartier divisor D on X, whose

support meets every irreducible component of X.
(b) Show that D is ample (use Corollary 5.3.8 and Exercise 5.3). In

particular, X is projective over k.

5.5. Let X be a separated curve over a field k. We suppose that no irreducible
component of X is proper. Show that X is affine. (Take the proof of
Corollary 5.3.8 and Exercise 5.3 with L = OX(D) = OX , and use Serre’s
criterion 5.2.23.)

5.6. Let X be a reduced curve over an algebraically closed field k, and let
x ∈ X(k). Let nx denote the number of irreducible components of X
passing through x. Show that δx ≥ nx − 1. Moreover, if equality holds,
show that x is an ordinary multiple point.

5.7. Let k be an algebraically closed field, F (y, z) ∈ k[y, z]. Let us write

F (y, z) = F0(y, z) + F1(y, z) + F2(y, z) + . . .

with Fi homogeneous of degree i. Let us suppose that F0 = 0. Let us
consider X = Spec k[y, z]/(F (y, z)), and the point x0 = (0, 0) ∈ X.
(a) Show that X is smooth at x0 if and only if F1 
= 0. Let us suppose

in what follows that F1 = 0 and F2 
= 0. Show that by a linear
automorphism, we can reduce to F2(y, z) = yz, y2.

(b) Let us suppose F2(y, z) = yz. By induction, construct two sequences
yn, zn, n ≥ 1, such that y1 = y, z1 = z; yn+1 − yn, zn+1 − zn ∈
(y, z)n+1k[x, y]; and that

F (y, z) ∈ yn+1zn+1 + (yn, zn)n+3k[y, z].

Deduce from this that ÔX,x0 � k[[u, v]]/(uv) (so x0 is an ordinary
double point).
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(c) Let us suppose that F2(y, z) = y2. Write

F (y, z) = y2(1 + ε) + zr1H1(z)y + zr2H2(z)

with ε ∈ (y, z)k[y, z], ri ≥ 2, and Hi(0) 
= 0. Put r = min{r1, [r2/2]}
and w = y/zr ∈ K(X). Show that w is integral over OX,x0 and that
δx0 = r.

(d) Let F be as in (c) and suppose that char(k) 
= 2. Show that mx0 = 1 if
z2r1−2rH1(z)2 − 4zr2−2rH2(z) vanishes at 0, and mx0 = 2 otherwise.

(e) Let F be as in (c) and suppose that char(k) = 2. Show that mx0 = 1
if r1 > r and mx0 = 2 otherwise.

Remark If F2 = 0, one can show, using Exercise 9.2.12(b), that δx0 ≥ 3.

5.8. Let A be an Artinian local algebra over a field k. Let us suppose that the
residue field of A is equal to k. Show that A∗ � k∗ × U , where U is a
unipotent group.

5.9. (Universal property of ordinary multiple points) Let X be a reduced curve
over an algebraically closed field k with a unique singular point x ∈ X. Let
π : X ′ → X be the normalization morphism and y1, . . . , ym the points of
π−1(x). Let f : X ′ → Z be a morphism from X ′ to an algebraic variety Z
over k such that f(y1) = · · · = f(ym). Let us suppose that x is an ordinary
multiple point. Show that f decomposes in a unique way as π : X ′ → X
followed by a morphism X → Z.

5.10. Let X be a reduced, connected, projective curve over an algebraically
closed field k. Let X1, . . . , Xn be closed subschemes of X that are con-
nected curves, pairwise without common irreducible component, and such
that ∪1≤i≤nXi = X.
(a) Show that the Abelian ranks of the Pic0(Xi) verify

a(X) =
∑

1≤i≤n

a(Xi).

(b) Show that if n = 2, then t(X) = t(X1) + t(X2) +Card(X1 ∩X2)− 1.
Show that in the general case, we have

t(X) ≥
∑

1≤i≤n

t(Xi).

See Exercise 10.3.19 for a more precise relation.
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Birationalgeometry
of surfaces

In this chapter we introduce some basic tools for studying surfaces. In this book,
a surface will be a Noetherian integral (in general normal) scheme X of dimen-
sion 2, endowed with a projective flat morphism onto a base scheme S that is
regular, connected, of dimension 0 or 1. The case when dimS = 0 (hence S
is the spectrum of a field) has been abundantly treated in the literature. We
will therefore concentrate more particularly on the case when dimS = 1. We
can then consider X as a family of curves parameterized by S (more geometric
point of view), or as an extension of the generic fiber XK(S) into a scheme over
S (more arithmetic point of view). The chapter is organized in the following
way. In the first section we study a particularly important class of birational
morphisms, the blowing-ups. In fact, birational projective morphisms are pre-
dominantly blowing-ups (see Theorem 1.24 for precise conditions). Section 8.2
presents some more commutative algebra, of a higher level than Chapter 1. Cer-
tain results are not proven because they extend beyond the scope of this book.
At a first reading this section can be skipped. Finally, the last section deals with
fibered surfaces, in particular their birational aspect. This section concludes with
the resolutions of singularities. By admitting the result in the case of excellent
surfaces (Definition 2.35), we obtain a necessary and sufficient condition for the
existence of the desingularization for arbitrary fibered surfaces (Theorem 3.50).
As a consequence, every fibered surface with smooth generic fiber admits a desin-
gularization (Corollary 3.51).

All schemes considered are locally Noetherian.

8.1 Blowing-ups

The notion of blowing-up is fundamental in the study of birational morphisms
of schemes. We will need it to describe birational morphisms between surfaces.
We first define blowing-ups as morphisms associated to graded algebraic sheaves
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(Definition 1.6). Next we show that these morphisms verify a universal property
(Corollary 1.16). When the blowing-up is done along a regular closed subscheme
on a regular scheme, Theorem 1.19 gives precise information on the fibers of the
blowing-up morphism. Finally, we show that under reasonable hypotheses, any
birational projective morphism is a blowing-up (Theorem 1.24).

8.1.1 Definition and elementary properties

Let us start with the local description of blowing-ups. Let A be a Noetherian
ring, I an ideal of A. Let us consider the graded A-algebra

Ã =
⊕
d≥0

Id, where I0 := A

(it of course depends on I). Let f1, . . . , fn be a system of generators of I. Let
ti ∈ I = Ã1 denote the element fi considered as a homogeneous element of
degree 1, not to be confused with the element fi ∈ A = Ã0 of degree 0. We have
a surjective homomorphism of graded A-algebras

φ : A[T1, . . . , Tn] → Ã (1.1)

defined by φ(Ti) = ti. Hence Ã is a homogeneous A-algebra. If P (T ) is a homo-
geneous polynomial with coefficients in A, then P (t1, . . . , tn) = 0 if and only if
P (f1, . . . , fn) = 0. In what follows, it is the projective scheme Proj Ã over SpecA
that will interest us.

Definition 1.1. Let X = SpecA be an affine Noetherian scheme, let I be an
ideal of A. We let X̃ = Proj Ã, and the canonical morphism X̃ → X is called
the blowing-up of X with center (or along) V (I) (or I).

Lemma 1.2. Let A be a Noetherian ring, and let I be an ideal of A.

(a) If I is generated by a regular element, then Ã � A[T ]. In other words,
Proj Ã → SpecA is an isomorphism.

(b) We have Proj Ã = ∅ if and only if I is nilpotent.

(c) The ring Ã is integral (resp. reduced) if and only if A is integral (resp.
reduced).

(d) Let B be a flat A-algebra, and let B̃ be the graded B-algebra associated
to the ideal IB. Then we have a canonical isomorphism B̃ � B ⊗A Ã.

(e) Let Si = Ti/T1 ∈ O(D+(T1)). Then (Kerφ)(T1) is equal to

J1 :=
{
P (S) ∈ A[S2, . . . , Sn]

∣∣ ∃ d ≥ 0, fd
1 P ∈ (f1S2 − f2, . . . , f1Sn − fn)

}
,

and we can identify Ã(t1) with the sub-A-algebra of Af1 generated by the
elements fi/f1, 2 ≤ i ≤ n.

(f) Let J = (fiTj − fjTi)1≤i,j≤n. Then J ⊆ Kerφ. Let us suppose that the
fi form a minimal system of generators and that the closed subscheme
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Z := V+(J) of Pn−1
A is integral; then the closed immersion α : Proj Ã → Z

is an isomorphism.

Proof (a) Let f be a generator of I, and let φ : A[T ] → Ã be defined as above.
It is clear that φ is an isomorphism.

(b) We have Proj Ã = ∅ if and only if the ti are nilpotent (Lemma 2.3.35(c)),
which is also equivalent to saying that fi is nilpotent.

(c) Let us suppose A is integral. Let a, b ∈ Ã be such that ab = 0 and that
a 
= 0. Let an, bm ∈ A be their respective homogeneous components of highest
degree; then anbm = 0. It follows that bm = 0, and hence b = 0. The converse is
trivial because A is a subring of Ã. The assertion for reduced rings is shown in
the same way.

(d) We canonically have B⊗A I � IB (Theorem 1.2.4) and (IB)d � B⊗A Id.
Hence

B̃ � ⊕d≥0(B ⊗A Id) � B ⊗A (⊕d≥0I
d) = B ⊗A Ã,

whence the isomorphism that we were looking for.
(e) Let P (S) ∈ A[S2, . . . , Sn]. Multiplying P (S) by a suitable power of f1 if

necessary, we can carry out successive Euclidean divisions and obtain

fd
1 P (S) =

∑
2≤i≤n

Qi(S)(f1Si − fi) + a, a ∈ A. (1.2)

If P (S) ∈ (Kerφ)(T1), then the image of a in Ã(t1) is zero. In other words, there
exists an r ≥ 0 such that atr1 = 0. This is equivalent to afr

1 = 0. By replacing d
by d+r, we can suppose that a = 0 and we therefore have P (S) ∈ J1. Conversely,
let P (S) ∈ J1; then fd

1 P (S) ∈ (f1Si − fi)1≤i≤n for some d ≥ 0. Let us write
P (S) = Q(T )/T r

1 with Q(T ) homogeneous of degree r. There exists an e ≥ 0 such
that fd

1 T e
1 Q(T ) belongs to the ideal (fiTj − fjTi)1≤i,j≤n. Hence fd

1 te1Q(t) = 0,
which implies that td+e

1 Q(t) = 0. It follows that P (S) = (Q(T )T d+e
1 )/T r+d+e

1 ∈
(Kerφ)(T1).

Let us consider the A-algebra homomorphism ψ : A[S2, . . . , Sn] → Af1 which
sends Si to fi/f1. Then relation (1.2) immediately implies that Ker(ψ) = J1. We
can therefore identify Ã(t1) with its image in Af1 .

(f) It suffices to show that α is an isomorphism on every non-empty principal
open set Ui := D+(Ti) ∩ Z. By hypothesis, fi does not belong to the ideal
generated by {fj}j �=i. It immediately follows that fi is non-zero in OZ(Ui), and
hence not a zero divisor. We then have the result by (e).

Example 1.3. Let A = k[x, y] with y2−x3 = 0, and I = xA+yA. It immediately
follows from Lemma 1.2(e) that Ã(t1) = k[u], where u = y/x ∈ Frac(A). In the
same way, we have Ã(t2) = k[v, 1/v] with v = x/y. Let us note that in this
example, (Kerφ)(T1) is not generated by xS2 − y. Indeed, S2

2 − x ∈ (Kerφ)(T1)
since x2(S2

2 − x) = (xS2 − y)(xS2 + y), and S2
2 − x is obviously not a multiple of

xS2 − y. Note that the blowing-up morphism π : Proj Ã → SpecA with center
V (I) is none other that the normalization of SpecA.
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Lemma 1.4. Let X̃ → X = SpecA be the blowing-up of a Noetherian, integral,
affine scheme along a closed subscheme V (I). Let us write I = (f1, . . . , fn),
with fi 
= 0 for every i. Then X̃ is the union of the affine open subschemes
SpecAi, 1 ≤ i ≤ n, where Ai is the sub-A-algebra of Frac(A) generated by the
fjf

−1
i ∈ Frac(A), 1 ≤ j ≤ n.

Proof This follows from the surjective homomorphism (1.1) and Lemma 1.2(e).

Example 1.5. Let k be a field. Let us consider the surface

X = Spec k[S, T, W ]/(ST −W 2).

Let s, t, w denote the respective images of S, T, W in the quotient. Then the
Jacobian criterion shows that X is smooth over k outside of the point x0 corre-
sponding to the maximal ideal m = (s, t, w). Let π : X̃ → X be the blowing-up
with center m. We are going to show that X̃ is smooth over k.

Let A = k[s, t, w] = OX(X), and let A1 (resp. A2; resp. A3) be the sub-A-
algebra of K(X) generated by ts−1, ws−1 (resp. st−1, wt−1; resp. tw−1, sw−1).
Then X̃ is covered by the three affine open subschemes SpecAi, i = 1, 2, 3
(Lemma 1.4). In A1, we have the relations ts−1 = (ws−1)2, t = (ts−1)s, and
w = (ws−1)s. It follows that A1 is the polynomial ring k[s, ws−1]. In the same
way, we verify that A2 = k[t, wt−1] and that

A3 = k[w, tw−1, sw−1], (sw−1) · (tw−1) = 1.

Hence X̃ is a union of open subschemes that are isomorphic to open subschemes
of A2

k. In particular, it is smooth over k.
Let us study the fiber E := π−1(x0). We have

E ∩ SpecA1 = V (s) = Spec k[ws−1],

E ∩ SpecA2 = V (t) = Spec k[wt−1],

and

E ∩ SpecA3 = V (w) = Spec k[tw−1, sw−1]/((sw−1) · (tw−1)− 1).

Thus, we see that E = P1
k and that K(E) = k(ws−1).

X X

Ex0

Figure 8. Blowing-up of a surface along a closed point.

We are going to extend the notion of blowing-up to locally Noetherian
schemes.
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Definition 1.6. Let X be a scheme. A graded OX-algebra B is a quasi-coherent
sheaf of OX -algebras with a grading B = ⊕n≥0Bn, where the Bn are quasi-
coherent sub-OX -modules. We say that B is a homogeneous OX-algebra if, more-
over, B1 is finitely generated, and if (B1)n = Bn for every n ≥ 1. For any affine
open subset U of X, B(U) is then a homogeneous OX(U)-algebra.

Example 1.7. Let X be a scheme. Let I be a finitely generated quasi-coherent
sheaf of ideals over X. Then B := ⊕n≥0In is naturally a homogeneous OX -
algebra.

Lemma 1.8. Let X be a scheme and B a graded OX -algebra. Then there exists
a unique X-scheme f : ProjB → X such that for any affine open subscheme U
of X, we have an isomorphism of U -schemes hU : f−1(U) � ProjB(U) that is
compatible with the restriction to any affine open subscheme V ⊆ U .

Proof The uniqueness results directly from the definition. Let us show exis-
tence. Let us first suppose X affine, and let us set ProjB = ProjB(X). For any
affine open subscheme V of X, we have

ProjB(V ) = Proj(B(X)⊗OX(X) OX(V )),

and the right-hand side is canonically isomorphic to (ProjB(X)) ×X V
(Proposition 3.1.9). In the general case, let us note that if ProjB exists, then
ProjB|W exists for any open subscheme W of X, and we have ProjB|W =
ProjB ×X W . Now we cover X with affine open subschemes Xi. Then
the ProjB|Xi

glue by the existence and uniqueness of the ProjB|Xi∩Xj

(Lemma 2.3.33). The resulting scheme is ProjB.

Remark 1.9. Let U be an affine open subset of X. Then ProjB(U) is endowed
with a sheaf O(1) = (B(U)(1))∼ (Example 5.1.19). It is easy to verify that these
sheaves glue when the U run through the affine open subsets of X. We will
denote the resulting sheaf on Y := ProjB by OY (1). This sheaf depends, of
course, on B, and not only on the scheme ProjB. If B is a homogeneous OX -
algebra, then OY (1) is an invertible sheaf because for any affine open subset U
of X, OY (1)|f−1(U) is an invertible sheaf.

Example 1.10. Let f : P = PN
X → X be a projective space over a scheme

X. Then P � Proj (⊕n≥0f∗OP (n)) by Lemma 5.1.22. And the sheaves OP (1)
defined in Example 5.1.19 and in the remark above coincide.

Definition 1.11. Let I be a coherent sheaf of ideals on a locally Noetherian
scheme X. The X-scheme Proj(⊕n≥0In) → X is called the blowing-up of X with
center (or along) V (I) (or I). This scheme depends on the closed subscheme
structure of V (I) and not only on the closed subset V (I). Let us, however,
note that we can replace I by an arbitrary power In without changing the
blowing-up (Exercise 2.3.11(a)). See also Exercise 1.6. For simplicity, the scheme
Proj(⊕n≥0In) will also be denoted X̃. If X is affine, this definition coincides
with Definition 1.1.
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Let π : Y → X be a morphism of schemes, and let I be a quasi-coherent
sheaf of ideals on X. We have a canonical homomorphism π∗I → π∗OX = OY .
Then the image of π∗I in OY is a quasi-coherent sheaf of ideals on Y . We denote
it (π−1I)OY , or, somewhat abusively, IOY .

Proposition 1.12. Let X be a locally Noetherian scheme, and let I be a quasi-
coherent sheaf of ideals on X. Let π : X̃ → X be the blowing-up of X with center
V (I). Then the following properties are true.

(a) The morphism π is an isomorphism if and only if I is an invertible sheaf
on X.

(b) The morphism π is proper.

(c) Let Z → X be a flat morphism with Z locally Noetherian. Let Z̃ → Z

be the blowing-up of Z with center IOZ ; then Z̃ � X̃ ×X Z.
(d) The morphism π induces an isomorphism π−1(X \ V (I)) → X \ V (I).

If X is integral, and if I 
= 0, then X̃ is integral, and π is a birational
morphism.

(e) With the notation of Remark 1.9, we have

IO
X̃

= O
X̃
(1).

In particular, IO
X̃

is an invertible sheaf.
(f) If X is affine, then O

X̃
(1) is very ample relative to π (see also

Proposition 1.22).

Proof (a) If I is invertible, then π is an isomorphism by Lemma 1.2(a). The
converse will result from assertion (e), whose proof is independent of (a).

(b) If X is affine, π is projective by construction, in particular π is proper
(Theorem 3.3.30). Now properness is a local property on X (Definitions 3.1.21
and 3.3.14), and π is therefore proper in the general case.

(c) results from Lemma 1.2(d).
(d) Let U = X\V (I). Then I|U = OU . Hence π−1(U) → U is an isomorphism

by (a) and by applying (c) to the flat morphism U → X.
(e) We can suppose that X = SpecA and that I is associated to an ideal

I = (f1, . . . , fn) of A. With the notation defined before Lemma 1.2, IO
X̃
|D+(ti)

is generated by fi for every 1 ≤ i ≤ n because fj = fi · (tjt−1
i ). This shows that

IOD+(ti) = OD+(ti)(1). Hence IO
X̃

= O
X̃
(1) when X is affine. By construction

of O
X̃
(1), this gives the equality in the general case.

(f) With the notation above, homomorphism (1.1) induces a closed immersion
i : X̃ → Pn−1

A . The proof of (e) shows that O
X̃
(1) = i∗O

P
n−1
A

(1).

Example 1.13. Let X = Spec k[x1, . . . , xm] be the affine space of dimension
m ≥ 1 over a field k. Let I be the sheaf of ideals which defines the origin
o := (0, . . . , 0) (with the reduced scheme structure). Let π : X̃ → X be the
blowing-up with center o. By Proposition 1.12, π is an isomorphism outside
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of o. Let us study the fiber above o. Let us set A = OX(X). It follows from
Lemma 1.2(f) that

X̃ = ProjA[T1, . . . , Tm]/(xiTj − xjTi)1≤i,j≤m,

because the right-hand side is clearly an integral scheme, as we can verify by tak-
ing the affine open covering {D+(Ti)}i. Hence the fiber X̃o = Proj k[T1, . . . , Tm]
is a projective space of dimension m−1 over k. From a set-theoretical and naive
point of view, we ‘stretched’ the origin until it became a projective space, and
we have not touched the rest of the variety. The set X̃(k) can be identified with

{(x1, . . . , xm, t1, . . . , tm) ∈ km × Pm−1
k (k) | xitj = xjti, 1 ≤ i, j ≤ m}.

Corollary 1.14. Let X, I be as in Proposition 1.12. Let x ∈ X. Then X̃ ×X

SpecA → SpecA, where A = OX,x or ÔX,x, is the blowing-up of SpecA along
V (Ix) or V (IxÔX,x).

Proof Indeed, SpecA → X is flat.

8.1.2 Universal property of blowing-up

Proposition 1.15. Let f : W → X be a morphism of locally Noetherian
schemes. Let I be a quasi-coherent sheaf of ideals on X, and J = (f−1I)OW .
Let π : X̃ → X and ρ : W̃ → W denote the blowing-ups of X and of W with
respective centers I and J . Then there exists a unique morphism f̃ : W̃ → X̃
which makes the following diagram commutative:

W̃ �f̃

�
ρ

X̃

�
π

W �f
X

Proof The existence of f̃ is easy. Indeed, let us first suppose that X = SpecA
and W = SpecB are affine. The canonical homomorphism

⊕n≥0I
n → ⊕n≥0(IB)n, I = I(X),

is a homomorphism of graded algebras, and induces a morphism W̃ → X̃ because
IB = J (W ). If W is not affine, we cover it with affine open subschemes Wi. For
any affine open subscheme U contained in an intersection Wi ∩ Wj , we see by
construction that the restrictions of f̃i : W̃i → X̃ and f̃j : W̃j → X̃ coincide on
Ũ . Hence the morphisms f̃i glue to a morphism f̃ : W̃ → X̃. If X is not affine,
the same glueing process makes it possible to construct f̃ .
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Let us now show the uniqueness of f̃ . It suffices to show that there exists a
unique morphism g : W̃ → X̃ making the following diagram commutative:

W̃ �g
�
�
���f◦ρ

X̃

�
π

X

We can then suppose that W = W̃ , and therefore that J is an invertible sheaf.
Moreover, as the property is local on X, we can suppose X = SpecA affine. Let
f1, . . . , fn be a system of generators of I := I(X). Let si denote the canonical
image of fi in J (W ). Then J is an invertible sheaf generated by the sections
s1, . . . , sn, because I is generated by the fi. Let i : X̃ → Pn−1

X denote the closed
immersion induced by homomorphism (1.1). Let g : W → X̃ be a morphism
such that π ◦ g = f . Then we have

J = g−1((π−1I)O
X̃
)OW = g−1(O

X̃
(1))OW .

We therefore have a surjective homomorphism of invertible sheaves g∗O
X̃
(1) →

J , which is an isomorphism by Exercise 5.1.13. Let h = i◦g; then h∗O
P

n−1
X

(1) →
J is an isomorphism, and it transforms the global sections T1, . . . , Tn into the
sections s1, . . . , sn. There exists a unique morphism h satisfying this condition
(Proposition 5.1.31). Now h determines g uniquely because i is a closed immer-
sion, whence the uniqueness of g.

Corollary 1.16. Let π : X̃ → X be the blowing-up with center I of a locally
Noetherian scheme. This morphism has the following universal property: for any
morphism f : W → X such that (f−1I)OW is an invertible sheaf of ideals on
W , there exists a unique morphism g : W → X̃ making the following diagram
commutative:

W �g
�
�
���f

X̃

�
π

X

Corollary 1.17. Let us keep the hypotheses of Proposition 1.15. Let us suppose
that W → X is a closed immersion and that the image of W is not contained in
the center V (I). Then the morphism W̃ → X̃ is also a closed immersion.

Proof This results from the construction of W̃ → X̃. The hypothesis that W
is not contained in V (I) ensures that W̃ is non-empty.

Definition 1.18. Let X be a locally Noetherian scheme and π : X̃ → X the
blowing-up of X along a closed subscheme V (I). Let W be a closed subscheme
of X not contained in V (I). We call the closed subscheme W̃ ⊆ X̃ the strict
transform of W . See also Exercise 1.1.
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Theorem 1.19. Let X be a regular locally Noetherian scheme, and π : X̃ → X
be the blowing-up of X along a regular closed subscheme Y = V (I). Then the
following properties are true.

(a) The scheme X̃ is regular.

(b) For any x ∈ Y , the fiber X̃x is isomorphic to Pr−1
k(x), where r = dimx X −

dimx Y .
(c) Let Y ′ = V (IO

X̃
) be the inverse image of Y under π. Then Y ′ → X̃ is

a regular immersion. Moreover, if X is affine and if I/I2 is free of rank
r on Y , then we have

Y ′ � Pr−1
Y , ω

Y ′/X̃
� OY ′(−1).

Proof (a) We can suppose X = SpecA is local, with closed point x ∈ Y .
As X and Y are regular at x, there exists a system of generators f1, . . . , fd of
mx such that d = dimOX,x and that Ix is generated by f1, . . . , fr with r ≤ d
(Corollary 4.2.15). Let us consider the X-scheme

Z = ProjA[T1, . . . , Tr]/(fiTj − fjTi)1≤i,j≤r.

Clearly Z → X is an isomorphism outside of Y . For any y ∈ Y , the fiber Zy is
isomorphic to Proj k(y)[T1, . . . , Tr] = Pr−1

k(y). Hence Z → X is proper, surjective,
with connected fibers. It follows that Z is connected (Exercise 3.3.12). We are
going to show that Z is regular (hence integral). It will follow from Lemma 1.2(f)
that X̃ = Z and is therefore regular.

Let z ∈ Z be a closed point. Then z ∈ Zx because Z → X is proper. Let
us, for example, suppose that z ∈ D+(t1) (with the notation of the beginning
of the subsection). Then OZ,z is a localization of A[S2, . . . , Sr]/(fi − f1Si)2≤i≤r.
As Zx is regular of dimension r − 1 at x, there exist g2, . . . , gr ∈ OZ,z such
that the maximal ideal mz of OZ,z is generated by g2, . . . , gr, f1, . . . , fd. Now
in OZ,z, fi = f1Si for 2 ≤ i ≤ r, and mz is therefore generated by d elements
f1, g2, . . . , gr, fr+1, . . . , fd. In addition, since z is closed in SpecA[S2, . . . , Sr], we
have

dimOZ,z ≥ (d + (r − 1))− (r − 1) = d

by virtue of Lemma 2.5.16 and Theorem 2.5.15, whence the regularity of Z at
the closed points and therefore at every point (Corollary 4.2.17).

(b) We can suppose X is local with closed point x. Then (b) results from the
fact that X̃ = Z, with the notation of (a).

(c) Let J = IO
X̃
. Then Y ′ → X̃ is a closed immersion that is a local complete

intersection of codimension 1 (Proposition 1.12(e)). For the second part of (c),
we can suppose X = SpecA is connected. Let f1, . . . , fr ∈ I = I(X) be a family
that induces a basis of I/I2 over OY . Then the X-scheme

Z = ProjA[T1, . . . , Tr]/(Tifj − Tjfi)1≤i,j≤r (1.3)



 

326 8. Birational geometry of surfaces

is regular and connected by (a), and hence isomorphic to X̃. It follows that

Y ′ = X̃ ×X Y = Proj(A/I)[T1, . . . , Tr] = Pr−1
Y

(Proposition 3.1.9). In addition, we have seen that writing Z as in (1.3) induces a
closed immersion i : Z → Pr−1

X such that J � i∗O
P

r−1
X

(1) (Proposition 1.12(e)).
Hence J /J 2 � i∗O

P
r−1
Y

(1). It follows from the definition that

ω
Y ′/X̃

= (J /J 2)∨ � OY ′(−1).

Example 1.20. Let us once more take π : X̃ → X from Example 1.5, and let
us determine ω

E/X̃
, where E = π−1(x0) � P1

k. We will keep the notation of that
example. Let J = mO

X̃
. Let Ui = SpecAi, i = 1, 2, 3. Then

J ∨|U1 = s−1OU1 , J ∨|U2 = t−1OU2 , J ∨|U3 = w−1OU3 = s−1OU3 .

Hence J ∨ is isomorphic to the invertible sheaf L := sJ ∨ given by

L|U1 = OU1 , L|U2 = (wt−1)2OU2 , L|U3 = OU3 .

As OE(E ∩ U2) = k[wt−1], these equalities imply that L|E � OE(−2). Conse-
quently,

ω
E/X̃

= (J /J 2)∨ � L|E � OE(−2).

This does not contradict Theorem 1.19 because x0 is a singular point of X.

8.1.3 Blowing-ups and birational morphisms

In this subsection we are going to show that projective birational morphisms are
predominantly blowing-ups (Theorem 1.24).

Lemma 1.21. Let X be a scheme. Let B be a graded OX -algebra and N an
invertible sheaf on X. Let us consider the graded OX -algebra C defined by

Cn = N⊗n ⊗ Bn, n ≥ 0.

Then we have an isomorphism of X-schemes ρ : ProjB � Proj C. Moreover, we
have ρ∗OProj C(1) = OProj B(1).

Proof The fact that C is a graded OX -algebra is clear. Let {Ui}i be a covering
of X by affine open subschemes such that for every i, there exists an isomor-
phism ϕi : N|Ui

� OUi
. This isomorphism induces an isomorphism of graded

OX(Ui)-algebras ψi : C|Ui
� B|Ui

, and therefore an isomorphism of Ui-schemes
ρi : ProjB|Ui

� Proj C|Ui
. If we take another isomorphism ϕ′

i : N|Ui
� OUi

,
then we obtain an isomorphism ρ′

i : ProjB|Ui � Proj C|Ui . The composition
ρ−1

i ◦ ρ′
i is the automorphism of ProjB|Ui induced by ϕ′

i ◦ ϕ−1
i : OUi → OUi ,

which is the multiplication by an ai ∈ OX(Ui)∗. This automorphism induces the
identity on the homogeneous elements of degree 0. Consequently, ρ−1

i ◦ ρ′
i is the

identity morphism on ProjB|Ui
. In other words, ρi is independent of the choice

of an isomorphism OUi
→ N|Ui

. This makes it possible to glue the ρi into an
isomorphism of X-schemes ProjB → Proj C. The last assertion results from the
construction of ρ.
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Proposition 1.22. Let X be a quasi-projective scheme over an affine Noethe-
rian scheme. Let π : X̃ → X be the blowing-up of X along a closed subscheme
V (I). Then π is a projective morphism. Moreover, IO

X̃
is very ample relative

to the morphism π.

Proof Let N be an ample sheaf on X (see Corollary 5.1.36). We can suppose
that N ⊗OX

I is generated by its global sections, if necessary replacing N by a
sufficiently high tensor power. Let us consider the homogeneous OX -algebra

C = ⊕n≥0(N⊗n ⊗OX
In),

and the morphism of schemes f : Proj C → X associated to it. By hypothesis,
the sheaf C1 = N ⊗OX

I is generated by its global sections. As X is Noetherian,
we deduce from this a surjective homomorphism of OX -modules

OXT0 ⊕ · · · ⊕ OXTr = Or+1
X → C1,

which canonically induces a surjective homomorphism of homogeneous OX -
algebras OX [T0, . . . , Tr] → C. This homomorphism induces a closed immersion
i : Proj C → P := Pr

X , and we have OProj C(1) = i∗OP (1). Let

ρ : X̃ = Proj(⊕n≥0In) → Proj C

be the isomorphism of Lemma 1.21, and let j : X̃ → P be the closed immersion
i ◦ ρ. Then

IO
X̃

= O
X̃
(1) = ρ∗OProj C(1) = j∗OP (1)

(see Proposition 1.12(e) for the first equality), which shows that IO
X̃

is very
ample relative to π.

Lemma 1.23. Let X be a Noetherian scheme and f : Z → X a projective
morphism. Let us fix a closed immersion i : Z → P := PN

X and let us set
OZ(n) := i∗OP (n). Then the following properties are true.

(a) There exists an n0 ≥ 1 such that for any n ≥ n0, the canonical homo-
morphism (f∗OZ(1))⊗n → f∗OZ(n) is surjective.

(b) The sheaf
B := OX ⊕ (⊕n≥1f∗OZ(n))

is a graded OX -algebra and we have an isomorphism of X-schemes Z �
ProjB.

Proof (a) Let us consider the exact sequence

0 → I → OP → OZ → 0

induced by i : Z → P . Let us also denote the structural morphism P → X by
f . Let n0 ≥ 1 be such that R1f∗(I(n)) = 0 for every n ≥ n0 (this exists by
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Theorem 5.3.2 and because X is quasi-compact). From the exact sequence

0 → I(n) → OP (n) → OZ(n) → 0,

we deduce an exact sequence

0 → f∗I(n) → f∗OP (n) → f∗OZ(n) → R1f∗(I(n)) = 0

for every n ≥ n0. As (f∗OP (1))⊗n → f∗OP (n) is surjective for n ≥ 1, (a) results
from the commutative diagram

(f∗OP (1))⊗n �

�

f∗OP (n)

�
(f∗OZ(1))⊗n � f∗OZ(n)

(b) We set Bn = f∗OZ(n) if n ≥ 1 and B0 = OX . We make B into a graded
OX -algebra via the natural homomorphism

f∗OZ(n)× f∗OZ(m) → f∗OZ(n + m).

By Exercise 2.3.11(a), we can replace OZ(1) by a power OZ(d), d ≥ 1, without
changing ProjB. Let n0 be as in the proof above. By composing i : Z → P with
the n0-uple embedding ρ : P → Q (Exercise 5.1.27), we obtain a closed immersion
j : Z → Q into a projective space over X such that OZ(n0) � j∗OQ(1). Let
g : Q → X be the structural morphism, and

J = Ker(OQ → OZ) = ρ∗I.

Then R1g∗J (1) = R1f∗(I(n0)) = 0, which, as in (a), implies that we have an
exact sequence

0 → ⊕n≥0g∗J (n) → ⊕n≥0g∗OQ(n) → B → 0.

By Lemma 5.1.29, above any affine open subscheme U of X, the closed sub-
schemes ProjB ×X U and Z ×X U of Q ×X U are equal. Therefore ProjB and
Z are equal in Q.

Theorem 1.24. Let f : Z → X be a projective birational morphism of integral
schemes. Suppose that X is quasi-projective over an affine Noetherian scheme.
Then f is the blowing-up morphism of X along a closed subscheme.

Proof We are going to exploit the isomorphism O
X̃
(1) � IO

X̃
of

Proposition 1.22. Let i be a closed immersion of Z into a projective space
P = PN

X , and let us set L = i∗OP (1) (see Definition 5.1.20). By Lemma 1.23, if
necessary replacing L by a positive tensor power (which comes down to changing
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the immersion of Z into a projective space over X), we have (f∗L)⊗n → f∗(L⊗n)
surjective for every n ≥ 1, and Z � ProjB, where

B = OX ⊕
(
⊕n≥1f∗(L⊗n)

)
.

As Z is integral, we can identify L with a subsheaf of KZ (Corollary 7.1.19),
whence f∗L ⊆ f∗KZ � KX because f is birational. Let us set F = f∗L. We are
going to look for an invertible sheaf N ⊆ KX on X such that NF ⊆ OX .

Let J = Ann((F + OX)/OX) ⊆ OX . Hence JF ⊆ OX . As X is quasi-
projective over an affine scheme, it admits an ample sheaf M (Corollary 5.1.36).
By definition, if necessary replacing M by a tensor power, J ⊗M is generated
by its global sections. As J ⊗M is a non-zero sheaf, a non-zero global section
induces an injective homomorphism OX ↪→ J ⊗M, whence an arrow M∨ ↪→ J .
In the following commutative diagram of canonical homomorphisms

M∨ ⊗F �

�
α

J ⊗ F �

�

JF

�
M∨ ⊗KX �β J ⊗KX �γ OX ⊗KX = KX

the homomorphisms α, β, γ are injective because M∨ and KX are flat over OX .
We deduce from this an injective homomorphism M∨ ⊗ F ↪→ KX whose image
I is contained in JF ⊆ OX . Hence I is a sheaf of ideals of OX . Let N ⊆ KX

be the image of M∨ in J . Then NF = I in KX .
For any n ≥ 1, as L is invertible, we have a canonical isomorphism L⊗n �

Ln ⊆ KZ , and hence an isomorphism f∗(L⊗n) � f∗(Ln) ⊆ KX . As F⊗n →
f∗(L⊗n) is surjective, by studying the images of the two members in KX , we
obtain

In = NnFn = Nnf∗(Ln) � N⊗n ⊗ f∗(L⊗n).

The theorem then follows from Lemma 1.21: f is the blowing-up of X along V (I).

Remark 1.25. Theorem 1.24 shows that every projective birational morphism
is a blowing-up morphism. Hence the notion of blowing-up is somewhat too gen-
eral. In the theory of desingularization, we are, in general, interested in blowing-
ups along a regular center.
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8.1.4 Normalization of curves by blowing-up points

As an application of the theory of blowing-ups, we are going to show that we
can determine the normalization of an integral projective curve X over a field
k by explicit computations. Let us recall that in dimension 1, the notion of
normality coincides with that of regularity (Proposition 4.1.12). Let us suppose
X is singular. Let X1 → X0 = X be the blowing-up of X0 along the singular
locus (endowed with the reduced scheme structure) of X0. If X1 is still singular,
we define a blowing-up morphism X2 → X1 in the same manner, and so on.

Proposition 1.26. With the notation above, the sequence

· · · → Xn → Xn−1 → · · · → X0 = X

is finite. In other words, we desingularize X by a finite number of consecutive
blowing-ups with regular centers.

Proof Let πn : Xn → Xn−1 be the blowing-up morphism. It is a proper
birational morphism of integral curves, and therefore finite. We have an exact
sequence of sheaves

0 → OXn−1 → πn∗OXn → Fn → 0,

where Fn is a skyscraper sheaf whose support is contained in the singular
locus of Xn−1. We deduce from this a relation between the arithmetic genera
(Definition 7.3.19)

pa(Xn) = pa(Xn−1)− dimk H0(Xn−1,Fn).

Let d = [K(X) ∩ k : k]. As H0(Xn,OXn) ⊆ K(X) ∩ k, we have pa(Xn) ≥
1− d. Hence (pa(Xn))n is a descending sequence, bounded from below by 1− d.
Consequently, it is stationary. Let n ≥ 1 be such that pa(Xn) = pa(Xn−1).
Let us show that Xn−1 is regular. We have H0(Xn−1,Fn) = 0. Now Fn is a
skyscraper sheaf, and hence Fn = 0, which means that OXn−1 → πn∗OXn

is
an isomorphism. As πn is finite (hence affine), it is an isomorphism. It follows
from Proposition 1.12(e) that the singular locus of Xn−1 is defined by a locally
invertible ideal, which is impossible.

Remark 1.27. Let X, Y be integral schemes which are birational. We will say
that X dominates Y if the birational map X ��� Y is defined everywhere. Let
X be an integral curve over a field k. Using the fact that X ′ → X is finite
(Proposition 4.1.27), and that X ′ dominates all of the Xn, we immediately
deduce that the sequence made up of the Xn is stationary, even for non-projective
curves.

Remark 1.28. In general, if an integral domain A is given explicitly (e.g., as the
quotient of a polynomial ring over a field by an ideal), it is not easy to determine
the integral closure of A in Frac(A). If A is a finitely generated algebra over a
field, of Krull dimension 1, then Proposition 1.26 and Lemma 1.4 make it possible
to calculate the integral closure of A explicitly.
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Exercises

1.1. Let us keep the hypotheses of Definition 1.18. Show that from a set-
theoretical point of view, the strict transform of W is the Zariski closure
of π−1(W \ V (I)) in X̃.

1.2. Let X be a locally Noetherian scheme, I a coherent sheaf of ideals. Show
that for any invertible sheaf L ⊆ OX , LI defines the same blowing-up
morphism as I.

1.3. Let X be a Noetherian scheme, and π : X̃ → X the blowing-up of X
along V (I). Show that if I is generated by its global sections, then π is a
projective morphism.

1.4. Show that Theorem 1.19(b)–(c) remains valid if instead of supposing X, Y
regular, we only suppose that Y → X is a closed immersion that is an l.c.i.
(use [65], 15.B, Theorem 27: a regular sequence is quasi-regular).

1.5. (Arcwise connectedness) Let X be a connected projective variety over a
field k. Let us consider two closed points x1, x2 ∈ X. We are going to show
that there exists a connected curve in X passing through x1 and x2.
(a) Show that we can suppose X is irreducible of dimension ≥ 2.

(b) Let π : X̃ → X be the blowing-up of X along the reduced closed sub-
variety {x1, x2}. Show that X̃ is connected and that dimπ−1(xi) ≥ 1.

(c) Let D be an ample effective Cartier divisor on X̃, with support Z.
Show that Z meets π−1(xi) for i = 1, 2 (Exercise 3.3.4(c)). Show that
π(Z) is a connected closed subvariety of X (Exercise 7.1.10), passing
through x1, x2, and that dimZ ≤ dimX − 1.

(d) Conclude by induction on dimX.

1.6. Let us consider the example X = Spec k[t, s], where k is a field, I the ideal
(t, s), and J the ideal (t2, s). Show that the blowing-ups X1 → X, X2 → X

of X with respective centers Ĩ, J̃ are not isomorphic. Show that there does
not even exist any morphism of X-schemes from one to the other.

1.7. Let X be a projective scheme over a Noetherian ring A. Let L be an invert-
ible sheaf on X generated by global sections s0, . . . , sn. Let us consider the
morphism f : X → Pn

A associated to these sections. We endow f(X) with
the structure of scheme-theoretic closure of f(X) (see Exercise 2.3.17).
(a) Show that if L � OX , then f(X) is finite over SpecA.
(b) Let us suppose that f(X) is finite over SpecA. Hence f(X) = SpecB

for some finite A-algebra B.
(1) We can consider X as a scheme over SpecB, with f as structural

morphism. Let g : X → Pn
B be the morphism associated to the

sections s0, . . . , sn. Show that g(X) → SpecB is an isomorphism
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and therefore induces a section σ : SpecB → Pn
B such that

g = f ◦ σ.
(2) Show that there exist b0, . . . , bn ∈ B without common zero such

that D(bi) = σ−1(D+(Ti)) and that σ|D(bi) : D(bi) → D+(Ti) is
induced by the homomorphism Tj/Ti �→ bj/bi.

(3) Show that the sibi ∈ OX(Xsi
) glue to a section e ∈ L(X) and

that L = eOX .

1.8. (Generalization of Theorem 1.24) Let X be a reduced quasi-projective
scheme over an affine Noetherian scheme Y , let Z be a reduced scheme,
and f : Z → X a birational morphism (Definition 7.5.3). We are going to
show that f is a blowing-up morphism. Let us keep the notation of the
proof of Theorem 1.24. It suffices to show that there exists an invertible
sheaf N such that Nf∗L ⊆ OX .
(a) Let ξ1, . . . , ξn be the generic points of X. Show that there exist an

affine open subscheme U of X that is the disjoint union of U1, . . . , Un

such that ξi ∈ Ui, and a section s ∈ J (U) such that s is not a zero
divisor in OX(U).

(b) Let X → Pm
Y be an embedding with m ≥ 1. Show that there exists

a principal open subset D+(f) of Pm
Y such that ξi ∈ D+(f) for every

i ≤ n and that D+(f) ∩X ⊆ U (use Proposition 3.3.36).
(c) Show that, if necessary replacing f by a positive power, f |Xs lifts

to a global section of OX(d) ⊗ J , where d = deg f (Lemma 5.1.25).
Show that we have an injective homomorphism OX → OX(d)⊗J and
conclude.

8.2 Excellent schemes

The aim of this section is to present some topics in commutative algebra, needed
for the next section. Certain aspects extend beyond the scope of this book,
so not all of the statements will be proven (Propositions 2.11, 2.29, 2.41, and
Theorem 2.39). The first part of the section treats catenary schemes. Next we
give some rudiments of Cohen–Macaulay schemes, sufficient to show that every
regular scheme is universally catenary (Corollary 2.16). Serre’s criterion for nor-
mality (Theorem 2.23) is also proven. Finally, we present the definition of excel-
lent schemes, as well as some general properties.

8.2.1 Universally catenary schemes and the
dimension formula

Definition 2.1. We say that a Noetherian ring A is catenary if for any triplet
of prime ideals q ⊆ p ⊆ m, we have the equality of heights (Subsection 2.5.1)

ht(m/q) = ht(m/p) + ht(p/q).
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We say that a Noetherian ring A is universally catenary if every finitely generated
A-algebra is catenary. A finitely generated algebra over a universally catenary
ring is universally catenary. We say that a locally Noetherian scheme X is cate-
nary if its local rings are catenary, and that it is universally catenary if An

X is
catenary for every n ≥ 0.

Remark 2.2. Let X be a locally Noetherian scheme. Then X is catenary if and
only if for every triplet of irreducible closed subsets T ⊆ Y ⊆ Z, we have

codim(T,Z) = codim(T, Y ) + codim(Y, Z).

Lemma 2.3. Let A be a catenary (resp. universally catenary) Noetherian ring.
Then the following properties are true.

(a) Let us suppose A is integral. Then for any pair of prime ideals p ⊆ m, we
have

ht(m) = ht(m/p) + ht(p).

(b) Any localization S−1A and any quotient ring of A is catenary (resp.
universally catenary).

(c) Any algebraic variety over a field is universally catenary.

Proof (a) is obvious. (b) The universally catenary case follows immediately
from the catenary case. Let us therefore suppose A is catenary. The fact that
S−1A is catenary results from the description of the prime ideals of S−1A as
those prime ideals q of A such that q ∩ S = ∅. The property is evident for the
quotient rings of A. Finally for (c), it suffices to show that any affine space An

k

over a field is catenary, but this follows from Proposition 2.5.23(a).

Remark 2.4. We will see that a large class of locally Noetherian schemes are
universally catenary (Corollary 2.16).

Theorem 2.5 (Dimension formula). Let X and Y be locally Noetherian integral
schemes, f : X → Y a dominant morphism that is locally of finite type. Then
for any x ∈ X, y = f(x), we have

dimOX,x + trdegk(y) k(x) ≤ dimOY,y + trdegK(Y ) K(X). (2.4)

Moreover, equality holds if Y is universally catenary.

Proof As the property is local on X and Y , we can suppose that Y = SpecOY,y

and that X is a closed subscheme of an affine space Z = An
Y . We have

trdegk(y) k(x) = dim {x} (Proposition 2.5.19). The proof of the theorem is done
by induction on n. If n = 0, then f is an isomorphism and there is nothing to
prove. Let ξ denote the generic point of Y .

First step: n = 1. Then codim(X, Z) ≤ 1 because Xξ is of codimension
0 or 1 in Zξ. If codim(X, Z) = 0, then X = Z. If x is closed in Xy, then
dimOX,x = dimOY,y + 1 by virtue of Lemma 2.5.16, otherwise x is the generic



 

334 8. Birational geometry of surfaces

point of Xy = A1
k(y), and therefore trdegk(y) k(x) = 1. In both cases, (2.4) is an

equality.
Let us now suppose codim(X, Z) = 1. Then Xξ is also of codimension 1 in

Zξ = A1
k(ξ), and therefore reduced to a closed point of Zξ. By what we have just

seen,
dimOZ,x + trdegk(y) k(x) = dimOY,y + 1

(note that X and Z have the same residue field at x). Let p be the prime
ideal of O(Z) defining X, and η be the generic point of X. Then ht(pOZ,x) =
dim(OZ,x)p = dimOZ,η = 1. Hence

dimOZ,x ≥ dim(OZ,x/pOZ,x) + ht(pOZ,x) = dimOX,x + 1,

and the inequality is an equality if Y is universally catenary (which implies that
Z is catenary).

Second step: induction. Let us now suppose that n ≥ 2 and that the theorem
is true for every integral closed subscheme of An−1

Y . Let p : Z → An−1
Y (resp.

q : Z → A1
Y ) be the projection onto the first (n − 1) coordinates (resp. the last

coordinate). Let W be the closed subscheme p(X) endowed with the reduced
(hence integral) scheme structure. Then (p, q) : X → W × A1

Y = A1
W is a closed

immersion. The morphism f : X → Y decomposes into

X → W → Y, with W ⊆ An−1
Y , X ⊆ A1

W .

Let w = p(x). It follows from the induction hypothesis and the n = 1 case that

dimOW,w + trdegk(y) k(w) ≤ dimOY,y + trdegK(Y ) K(W ),

dimOX,x + trdegk(w) k(x) ≤ dimOW,w + trdegK(W ) K(X).

By adding these two inequalities, we obtain (2.4). Moreover, if Y is universally
catenary, these two inequalities are equalities because W will also be universally
catenary, whence the theorem.

Corollary 2.6. Let f : X → Y be a finite dominant morphism of locally
Noetherian integral schemes. Let us suppose that Y is universally catenary. Then
for all x ∈ X, we have dimOX,x = dimOY,f(x).

Corollary 2.7. Let Y be a locally Noetherian integral scheme. Let f : X → Y
be a proper birational morphism. Then dimX = dimY .

Proof For any x ∈ X, let y = f(x). Then

dimOX,x ≤ dimOY,y + trdegK(Y ) K(X)− trdegk(y) k(x) ≤ dimOY,y

because K(Y ) � K(X), whence dimX ≤ dimY . The inequality in the other
direction results from the fact that f is surjective and closed (Exercise 3.3.3;
since the property is local on Y , we can assume it to be Noetherian).

Now we can generalize Corollary 4.3.14.
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Corollary 2.8. Let Y be a universally catenary, Noetherian, irreducible scheme.
Let f : X → Y be a flat surjective morphism of finite type. Let us suppose X is
equidimensional. Then for any y ∈ Y , Xy is equidimensional of dimension

dimXy = dimX − dimY. (2.5)

Proof We can suppose X is irreducible. Let y ∈ Y . For any point x ∈ Xy

that is closed in Xy, k(x) is algebraic over k(y). Applying Theorem 2.5 to the
morphism Xred → Yred, we obtain

dimOX,x = dimOY,y + dimXξ,

where ξ is the generic point of Y . By Theorem 4.3.12, dimOXy,x = dimXξ for
every closed point x of Xy, which shows that Xy is equidimensional. Finally, by
varying x and y in equality (2.5), we obtain dimX − dimY = dimXξ.

8.2.2 Cohen–Macaulay rings

Considering the results of the preceding subsection, it would be interesting to
have a large class of universally catenary schemes. In what follows, we are going
to show that any scheme that is locally of finite type over a regular locally
Noetherian scheme is universally catenary (Corollary 2.16). The proof is rela-
tively elementary except for Proposition 2.11 which we admit. For the proof, we
will need the notion of Cohen–Macaulay rings. As a subproduct of this notion,
we will also show Serre’s criterion for normality.

Definition 2.9. Let A be a ring. Let M be an A-module. We say that an element
a ∈ A is M -regular if the map M → M defined by multiplication by a is injective.
A sequence of elements a1, . . . , an of A is called M -regular if a1 is regular for M
and if ai+1 is regular for M/(a1M + · · ·+aiM) for every 1 ≤ i ≤ n−1. If I is an
ideal of A such that IM 
= M , and if the ai ∈ I, we say that it is an M -regular
sequence in I. The I-depth of M , denoted depthI M , is the maximal number of
elements of an M -regular sequence in I. When A is a Noetherian local ring with
maximal ideal m and M is finitely generated over A, we also denote the depth
depthm M by depthM .

Example 2.10. Let A be a Noetherian local ring. Let p ∈ SpecA. Then
depth p = 0 if and only if p ∈ Ass(A). Indeed, depth p = 0 is equivalent to
saying that p is contained in the set of zero divisors of A. And the latter is the
union of the ideals q ∈ Ass(A) (Corollary 7.1.3(a)).

Proposition 2.11. Let (A,m) be a Noetherian local ring, and let M be a finitely
generated A-module of depth d = depthM . Then any M -regular sequence in m
can be completed to an M -regular sequence in m with d elements. In particular,
if a ∈ m is M -regular, then

depth(M/aM) = depthM − 1.

Proof This comes down to saying that any M -regular sequence in m that is
maximal for the inclusion has d elements. We will not prove this proposition,
which needs the use of homological tools such as the modules Extn

A(N,M). See
[65], Chapter 6, (15.C) or [41], 0IV.16.4.4.
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Lemma 2.12. Let M be a finitely generated module over a Noetherian ring A.
Let SuppM denote the support of the coherent sheaf M̃ on SpecA. Then the
following properties are true.

(a) Any prime ideal q ∈ SpecA that is minimal among those containing
Ann(M) belongs to Ass(M).

(b) We have SuppM = ∪p∈Ass(M)V (p).
(c) Let us suppose A is local and M 
= 0. Then we have depthM ≤

dimSuppM .

Proof Let I = AnnM ; then SuppM = V (I) (Exercise 5.1.9(d)). The ideal
I is contained in every ideal p ∈ Ass(M) by definition. Thus ∪p∈Ass(M)V (p) ⊆
SuppM . As Mq 
= 0, it follows from Lemma 7.1.2 that AssAq(Mq) is non-empty,
and is made up of elements p ∈ Ass(M) contained in q. Hence p = q. This proves
(a) and the opposite inclusion SuppM ⊆ ∪p∈Ass(M)V (p), whence (b).

(c) Let t ∈ A be an M -regular element in the maximal ideal m of A. Then
M/tM 
= 0 and Supp(M/tM) = SuppM ∩V (tA). For any p ∈ Ass(M), we have
t /∈ p, and hence dim(V (p) ∩ V (tA)) ≤ dimV (p)− 1. It follows from (b) that

0 ≤ dimSupp(M/tM) ≤ dimSuppM − 1.

If t1, . . . , tr is an M -regular sequence in m, then we have

0 ≤ dimSupp(M/(t1M + · · ·+ trM)) ≤ dimSuppM − r,

whence depthM ≤ dimSuppM .

Proposition 2.13. Let A be a Noetherian local ring and M a non-zero finitely
generated A-module. Then we have

depthM ≤ inf
p∈Ass(M)

dimA/p.

Proof We are going to show the proposition in several steps. Let us fix p ∈
Ass(M) in (α)–(γ).

(α) There exists an exact sequence of A-modules

0 → K → M → L → 0

such that Ass(K) = {p} and that Ass(L) ⊆ Ass(M). Let us consider the set
of submodules N of M such that Ass(N) = {p}. It is non-empty, and admits a
maximal element K. Let L = M/K and q ∈ Ass(L); then {q} = Ass(F/K) for
some submodule F ⊇ K of M . We have seen in the proof of Corollary 7.1.5 that
Ass(F ) ⊆ Ass(F/K) ∪ Ass(K) = {p, q}. We must have q ∈ Ass(F ) ⊆ Ass(M)
because otherwise Ass(F ) = {p} and K would not be maximal.

(β) Let us fix an M -regular element t ∈ A. Then K/tK → M/tM is injective.
This comes down to showing that t is regular for L. Let us suppose tz = 0 with
z ∈ L \ {0}. We have Ass(Az) 
= ∅ (Lemma 7.1.2(a)). Let q ∈ Ass(Az); then q is
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the annihilator of a submodule of Az. It follows that t ∈ q. Now q ∈ Ass(M) by
(α); hence tA is the annihilator of a non-zero submodule of M , a contradiction.

(γ) Any prime ideal q ∈ SpecA that is minimal among those containing p+tA
belongs to Ass(M/tM). Indeed, we have

Supp(K/tK) = SuppK ∩ V (tA) = V (p) ∩ V (tA) = V (p + tA),

where the second equality comes from Lemma 2.12(b). Hence q ∈ Ass(K/tK) by
Lemma 2.12(a). Finally, q ∈ Ass(M/tM) by virtue of (β).

(δ) Proof of the proposition by induction on d = depthM . If d = 0, then
m ⊆ AnnM , and hence Ass(M) ⊆ {m}. The inequality is therefore evident. Let
us suppose d ≥ 1 and the proposition is true for every A-module of depth ≤ d−1.
Let t be an M -regular element belonging to the maximal ideal m of A. Then

depth(M/tM) = depthM − 1 (2.6)

by Proposition 2.11. On the other hand, let p ∈ Ass(M), and let q be as in (γ);
then q ∈ Ass(M/tM). As t is M -regular, we have t /∈ p, and hence

dimA/p ≥ dim(A/q) + 1 ≥ inf
q∈Ass(M/tM)

dimA/q + 1 ≥ depth(M/tM) + 1,

whence the result by combining with equality (2.6).

We say that a Noetherian local ring A is a Cohen–Macaulay ring if depthA =
dimA (or if, which is equivalent by Lemma 2.12(c), depthA ≥ dimA). A finitely
generated A-module M is called Cohen–Macaulay if depthM = dimSuppM .

Example 2.14. Let (A, m) be a regular, Noetherian, local ring. Then A is
Cohen–Macaulay. Indeed, any coordinate system for A forms a regular sequence
by Proposition 4.2.11 and Corollary 4.2.15. Hence depthA ≥ dimA.

Proposition 2.15. Let (A,m) be a Cohen–Macaulay Noetherian local ring.
Then the following properties are true.

(a) For any regular element t ∈ m, A/tA is Cohen–Macaulay.
(b) The scheme SpecA has no embedded points (Definition 7.1.6).
(c) The scheme SpecA is equidimensional.
(d) For any p ∈ SpecA, Ap is Cohen–Macaulay and we have

dimA = ht(p) + dimA/p.

(e) The ring A is catenary.

Proof (a) By Proposition 2.11, depth(A/tA) = depthA−1. By Corollary 7.1.3,
t does not belong to any minimal prime ideal of A. It follows from Theorem 2.5.15
that dimA/tA = dimA− 1. Hence A/tA is Cohen–Macaulay.

(b) By Proposition 2.13, any ideal p ∈ Ass(A) is a minimal prime ideal. This
means that SpecA has no embedded points.
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(c) If dimA = 0, there is nothing to prove. Let us suppose dimA 
= 0. Then
depthA ≥ 1, and hence there exists a regular non-invertible t ∈ A. Let p be
a minimal prime ideal of A. Then t /∈ p, as we have seen in (a). Let Z be an
irreducible component of V (p)∩V (tA). Then dimZ = dimV (p)−1. Moreover, Z
is an irreducible component of V (tA), as we have seen in part (γ) of the proof of
Proposition 2.13, using the fact that A/tA is Cohen–Macaulay. Hence, if V (tA)
is equidimensional, the same will hold for A. We conclude by induction on dimA.

(d) Let r = ht(p) = dimAp. By induction as above we construct a reg-
ular sequence t1, . . . , tr ∈ p. As A → Ap is flat, the ti still form a regu-
lar sequence in Ap (Lemma 6.3.10). Hence depthAp ≥ r, which proves that
Ap is Cohen–Macaulay. Applying Theorem 2.5.15 successively, we find that
dimA/(t1, . . . , tr) = dimA−r. Now A/(t1, . . . , tr) is Cohen–Macaulay, and hence
equidimensional, and V (p) is an irreducible component of V (t1, . . . , tr). It follows
that dimV (p) = dimA− r = dimA− ht(p).

(e) Let p ⊆ q be a pair of prime ideals of A. By (d), Aq is Cohen–Macaulay
and we have

dimAq = dimAq/pAq + ht(pAq).

Term by term, this equality translates to

ht(q) = ht(q/p) + ht(p),

which immediately implies that A is catenary.

Corollary 2.16. Any scheme that is locally of finite type over a regular locally
Noetherian scheme is universally catenary.

Proof It suffices to show that every regular Noetherian scheme X is univer-
sally catenary. As An

X is regular (Theorem 4.3.36), it suffices to show that every
regular Noetherian scheme is catenary. But this is an immediate consequence of
Proposition 2.15 and Example 2.14.

Definition 2.17. We say that a Noetherian ring is Cohen–Macaulay if its local-
izations at the prime ideals are Cohen–Macaulay. We say that a locally Noethe-
rian scheme X is Cohen–Macaulay if OX,x is Cohen–Macaulay for every x ∈ X.

Corollary 2.18. Let X be a local complete intersection over a regular locally
Noetherian scheme. Then X is a Cohen–Macaulay scheme.

Proof This follows from Example 2.14, Proposition 2.15(a), and Theorem 2.5.15.

Properties (Rk) and (Sk), Serre’s criterion for normality

Definition 2.19. Let X be a locally Noetherian scheme, and let k ≥ 0 be an
integer. We will say that X verifies property (Rk) if X is regular at all of its
points of codimension ≤ k. We will say that X verifies property (Sk) if for any
point x ∈ X, we have

depthOX,x ≥ inf{k,dimOX,x}.
Example 2.20. Let X be a locally Noetherian scheme. Then X always verifies
property (S0). Property (S1) is equivalent to X having no embedded points (see
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Example 2.10). Finally, X verifies (Sk) for every k ≥ 0 if and only if X is Cohen–
Macaulay.

Lemma 2.21. Let X be a normal locally Noetherian scheme. Then X verifies
properties (S2) and (R1).

Proof We can suppose X = SpecA affine. Let p ∈ SpecA. If ht(p) ≤ 1, Ap is
regular (Proposition 4.1.12). Hence X verifies (R1). Let us suppose ht(p) ≥ 2.
We must show that depth(Ap) ≥ 2. Localizing at p if necessary, we can suppose
A is local with maximal ideal p. Let a ∈ p be non-zero. If depth(A) ≤ 1, then
depth(A/aA) = 0. It follows that p ∈ Ass(A/aA) (use Corollary 7.1.3). In other
words, there exists a b ∈ A \ aA such that bp ⊆ aA. Let f = b/a ∈ Frac(A).
Every prime ideal q of height 1 is strictly contained in p because ht(p) ≥ 2. Let
c ∈ p \ q; then fc ∈ (b/a)p ⊆ A, and f ∈ Aq. By Lemma 4.1.13, we have f ∈ A,
hence b ∈ aA, a contradiction.

Corollary 2.22. Any normal locally Noetherian scheme of dimension ≤ 2 is
Cohen–Macaulay.

Theorem 2.23 (Serre criterion). Let X be a locally Noetherian connected
scheme. Then X is normal if and only if it verifies properties (S2) and (R1).

Proof This theorem is due to Krull in the integral case. We restrict ourselves
to this case, leaving the general case to the reader (Exercise 2.8). By the lemma
above, the conditions of the theorem are necessary. Let us show that they are
sufficient. We can suppose X = SpecA is affine. Let f = a/b ∈ K(X) be integral
over A. By Proposition 2.11, the scheme Z := V (b) verifies property (S1). Let
ξ1, . . . , ξr be its generic points. As f is integral over OX,ξi , and the latter is
normal by hypothesis (R1), we have a ∈ bOX,ξi . In other words, the image a of
a in A/bA is zero at the points ξi. Now the canonical homomorphism

A/bA ↪→ ⊕1≤i≤rOZ,ξi

is injective (Lemma 7.1.9). It follows that a = 0, and hence f ∈ A.

Corollary 2.24. Let X be a locally Noetherian connected scheme that is
Cohen–Macaulay (e.g., if X is a local complete intersection over a regular locally
Noetherian scheme; Corollary 2.18). Then X is normal if and only if it is normal
at the points of codimension 1.

Proof The fact that X is Cohen–Macaulay implies that it verifies property
(S2). If X is normal at the points of codimension 1, then it also verifies property
(R1). It now suffices to apply the theorem above.

Corollary 2.25. Let Y be a normal locally Noetherian scheme, and f : X → Y
a smooth morphism of finite type. Then X is normal.

Proof Locally, X is étale over an An
Y (Corollary 6.2.11). As An

Y is normal
(Exercise 4.1.5), we only need to consider the case when f is étale. Let x ∈ X
and y = f(x). We have dimOY,y = dimOX,x because Xy is of dimension 0
(Theorem 4.3.12). If x is of codimension 1 in X, then dimOY,y = 1. Consequently,
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OY,y is regular and so is OX,x (Corollary 4.3.24). Hence X verifies (R1). Let us
suppose dimOX,x ≥ 2. Then dimOY,y ≥ 2 and there exists a regular sequence
(a, b) in myOY,y. As OX,x is flat over OY,y and OX,x/(a) is flat over OY,y/(a),
we deduce from this that a is regular in OX,x, that the image of b in OX,x/(a)
is a regular element, and therefore that (a, b) is a regular sequence in OX,x.
Consequently, X verifies (S2) and is therefore normal.

Example 2.26. Let S = SpecR be an affine Dedekind scheme. Let

B = R[x, y]/(F (x, y)), F (x, y) ∈ R[x, y] \R.

We are going to see how to determine whether X := SpecB is normal or not.
As X is Cohen–Macaulay, X is normal if and only if it is normal at its points
of codimension 1. These points are either closed points of the generic fiber Xη,
or the generic points of the closed fibers of X → S. The fiber Xη is a curve over
K(S). Hence its normality is relatively easy to determine, because it is equivalent
to regularity (use Corollary 4.2.12).

Let ξ ∈ X be a generic point of a closed fiber Xs. Let t be a uniformizing
parameter for A := OS,s. The point ξ corresponds to the prime ideal generated
by t and a polynomial G(x, y) ∈ A[x, y] whose image G(x, y) in k(s)[x, y] is
irreducible. We can write

F (x, y) = G(x, y)rH1(x, y) + tsH2(x, y), Hi(x, y) ∈ A[x, y], r, s ≥ 1

with H1(x, y) /∈ G(x, y)k(s)[x, y] and H2(x, y) 
= 0. Then X is normal at ξ if and
only if either r = 1; or s = 1 and H2 /∈ G(x, y)k(s)[x, y] (use Corollary 4.2.12).

With this method, we quickly find that the scheme X of Example 4.1.9 is
normal.

Definition 2.27. Let A be a Noetherian ring. We say that A is a Nagata ring
if for every prime ideal p ∈ SpecA and for every finite extension L of Frac(A/p),
the integral closure of A/p in L is finite over A/p.

Example 2.28. (a) Any finitely generated algebra over a field is Nagata
(Proposition 4.1.27). (b) Any Dedekind domain of characteristic 0 is Nagata
(Propositions 4.1.25 and 4.1.27).

Proposition 2.29. Let A be a Noetherian ring.

(a) If A is local and complete, then it is Nagata.
(b) If A is Nagata, then any localization and any finitely generated algebra

over A is Nagata.
(c) Let us suppose A is integral and Nagata. Then the set of normal points

of SpecA is open in SpecA.

Proof (a)–(b) See [65], Chapter 12, Theorem 72 and Corollary 2. (c) is a
consequence of Proposition 4.1.29.
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Definition 2.30. We will say that a scheme X is a Nagata scheme if it is
locally Noetherian and if for every affine open subset U of X, the ring OX(U) is
Nagata. By the proposition above, the local rings OX,x are then Nagata rings.
Any scheme that is locally of finite type over a field or over a complete discrete
valuation ring is Nagata.

Example 2.31 (A discrete valuation ring that is not Nagata). Let p be a prime
number. The field Fp(t) as well as its algebraic closure are countable sets. On
the other hand, Fp[[t]] is not. Therefore, there exists an element s ∈ Fp[[t]] that
is transcendent over Fp(t). Let us set K = Fp(t, sp) ⊂ Fp((t)). The discrete
valuation of Fp((t)) induces a discrete valuation on K. Let OK ⊂ K denote the
corresponding discrete valuation ring. Let L = K[s] ⊆ Fp((t)). This is a purely
inseparable extension of K of degree p because sp ∈ K and s /∈ K.

Let us show that the integral closure OL of OK in L is not finite over OK .
Let us suppose the contrary. Then OL is free of rank p = [L : K] over OK . By
Exercise 5.3.9, SpecOL → SpecOK is a homeomorphism. In particular, OL is
local. Let us note that t is a uniformizing parameter for OK and for OL, and
that the residue fields of these rings are equal to Fp. This leads to a contradiction
since OL/(t) must be free of rank p over OK/(t).

Lemma 2.32. Let X be a reduced Noetherian scheme. Let X1, . . . , Xn be its
(reduced) irreducible components. Then the normalization morphism X ′ → X
(Definition 7.5.1) is finite if and only if the normalization morphism X ′

i → Xi is
finite for each i ≤ n.

Proof We can suppose X = SpecA. Let p1, . . . , pn be the prime ideals of A cor-
responding to the irreducible components X1, . . . , Xn. Then A → A′ decomposes
into

A → ⊕1≤i≤nA/pi → ⊕1≤i≤n(A/pi)′

(the ′ sign denotes the integral closure). See Lemma 7.5.2. Since the first homo-
morphism is finite, the assertion of the lemma is clear.

8.2.3 Excellent schemes

The notion of excellent rings and schemes was introduced by Grothendieck. It
essentially answers three types of questions affirmatively:

(A) Do the properties of a local ring A transfer to the completion?
(B) Is the set of points of a scheme X such that OX,x verifies certain prop-

erties (e.g., normal, regular, . . . ) open in X?
(C) Is the normalization morphism finite?

See [41], IV.7.8.1, for more detail. See also Remark 3.40.

Definition 2.33. Let (A, m) be a Noetherian local ring. Let Â be its completion
for the m-adic topology. We call the fibers of the canonical morphism Spec Â →
SpecA the formal fibers of A. Let us note that in general, this morphism is not
of finite type. Let x ∈ SpecA, the fiber of Spec Â → SpecA over x is Spec(Â⊗A
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k(x)). It is an affine scheme over k(x). We will say that this fiber is geometrically
regular if for every finitely generated extension k′/k(x), the scheme Spec(Â⊗Ak′)
is regular.

Example 2.34. Let OK be a discrete valuation ring with field of fractions
K, and residue field k. Then OK has two formal fibers, the closed fiber
Spec k → Spec k and the generic fiber Spec K̂ → SpecK. The first is obviously
geometrically regular. The second has this property if and only if the extension
K̂/K is separable, that is, if every finitely generated subextension is separable
(Definition 6.1.14). Such is the case if, for example, char(K) = 0.

Definition 2.35. Let A be a Noetherian ring. We say that A is excellent if it
verifies the following three properties:

(i) SpecA is universally catenary.
(ii) For every p ∈ SpecA, the formal fibers of Ap are geometrically regular.
(iii) For every finitely generated A-algebra B, the set of regular points of

SpecB is open in SpecB.

Note that conditions (i) and (ii) only relate to the localizations of A at the prime
ideals, which is not the case for condition (iii). We say that a locally Noetherian
scheme X is excellent if there exists an affine covering {Ui}i of X such that
OX(Ui) is excellent for every i (see also Exercise 2.18).

Example 2.36. The discrete valuation ring in Example 2.31 is not excellent.
Indeed, s ∈ K̂ = Fp((t)), s /∈ K, and s is inseparable over K.

Notation. Recall that for any locally Noetherian scheme X, Reg(X) denotes
the set of regular points of X.

Lemma 2.37. Let X be a locally Noetherian scheme. Let us suppose that for
every integral closed subscheme Y of X, the set Reg(Y ) contains a non-empty
open subset. Then Reg(X) is open.

Proof As the property is local, we can suppose X is Noetherian. Let x ∈
Reg(X) with dimOX,x = d. Let us first show that there exists an open neigh-
borhood U of x such that U ∩ {x} ⊆ Reg(X). As the maximal ideal mxOX,x is
generated by d elements, by restricting X if necessary, we can suppose that X
is affine and that the prime ideal p ∈ SpecOX(X) corresponding to the point
x is generated by d elements. Let Y = V (p) ⊆ X. By hypothesis, there exists
an open subscheme U of X such that x ∈ U ∩ Y ⊆ Reg(Y ). Let y ∈ U ∩ Y ,
let A = OX,y, and q = pA. Then Aq = OX,x is regular of dimension d, q is
generated by d elements, and A/q is also regular. We immediately deduce from
this that A itself is regular. Hence U ∩ {x} = U ∩ Y ⊆ Reg(X).

Let F be the Zariski closure of Sing(X) := X \ Reg(X). Let ξ be a generic
point of F . Let us show that ξ ∈ Sing(X). Let us suppose the contrary. Then
by the above, there exists an open neighborhood V of ξ in X such that V ∩
{ξ} ⊆ Reg(X). But V ∩ {ξ} meets Sing(X), a contradiction. We therefore have
ξ ∈ Sing(X). It follows from Theorem 4.2.16(a) that {ξ} ⊆ Sing(X). Hence
Sing(X) = F is closed.
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Corollary 2.38. Let S be a local Dedekind scheme of dimension 1. Let X be
an integral scheme of dimension 2, flat and locally of finite type over S. Then
Reg(X) is open (see also Exercise 2.17).

Proof We can suppose X is Noetherian. The generic fiber Xη is an integral
curve over a field. We therefore have that Reg(Xη) is a non-empty open set
(Proposition 4.1.12 and Corollary 4.1.30). Now Xη is open in X, which implies
that Reg(X) contains a non-empty open subset of X. Let Y be a proper closed
subscheme of X. Then dimY ≤ 1. If Y → S is dominant, then Reg(Y ) contains
the open subset Yη. If Y ⊆ Xs, then Y is an integral curve over a field, and hence
Reg(Y ) is open, as we have just seen for Xη. It follows from Lemma 2.37 that
Reg(X) is open in X.

Theorem 2.39. We have the following properties concerning excellent schemes.

(a) Any complete, Noetherian, local ring (in particular, a field) is excellent.
(b) For a Noetherian local ring to be excellent, it suffices that it satisfy

conditions (i) and (ii).
(c) Let X be an excellent locally Noetherian scheme. Then any scheme that is

locally of finite type over X (in particular, any open or closed subscheme
of X) is excellent.

(d) If X is excellent, then for any affine open subset U of X, OX(U) is Nagata.
In particular, if X is integral, the normalization morphism X ′ → X is
finite.

Proof See [65], 34A, pages 259–260.

Corollary 2.40.

(a) Any algebraic variety over a field is excellent.
(b) For a regular local ring A to be excellent, it suffices that Frac(Â) be

separable over Frac(A).
(c) Any Dedekind domain A of characteristic 0 is excellent.

Proof (a) results from Theorem 2.39(a) and (c); (b) is a consequence of
Theorem 2.39(b), Corollary 2.16 and [65], (33.C), Theorem 75.

(c) Conditions (i) and (ii) are verified by Corollary 2.16 and Example 2.34.
Let us show that A verifies condition (iii). We are going to use Lemma 2.37 and
(a). It suffices to show that for every integral scheme X of finite type over A,
the set Reg(X) contains a non-empty open subset. If the image of X → SpecA
is reduced to a point, then X is an algebraic variety over a field, and Reg(X)
is open and non-empty by (a). Let us suppose that X → SpecA is dominant.
Let K = Frac(A). The function field K(X) is a finite (and separable because
char(K) = 0) extension of a purely transcendental extension K(T1, . . . , Td). Let
B be the integral closure of A[T1, . . . , Td] in K(X). Then SpecB → Ad

A is a
finite morphism (Proposition 4.1.25), étale at the generic point. It follows from
Corollary 4.4.12 that SpecB → Ad

A is étale over a non-empty open subset U ⊆
SpecB. We have U is regular by virtue of Corollary 4.3.24. The birational map
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X ��� U induces an isomorphism from a non-empty open subscheme of X to
an open subscheme of U , which shows that Reg(X) contains a non-empty open
subset.

Proposition 2.41. Let A be an excellent, Noetherian, local ring. Let Â be its
formal completion.

(a) The ring A is normal (resp. is reduced, resp. verifies (Sk), resp. is Cohen–
Macaulay) if and only if the same holds for Â.

(b) Let us suppose A is reduced. Then the integral closure A′ of A in Frac(A)
is finite over A, and A′⊗A Â � (Â)′, where the second term is the integral
closure of Â in its total ring of fractions.

(c) With the notation of (b), the irreducible components of Spec Â corre-
spond canonically and bijectively to the closed points of SpecA′.

Proof See [41], IV.7.8.3, (v)–(vii).

Example 2.42. Let k be a field of char(k) 
= 2. Let A be the local ring of

X := Spec k[x, y]/(y2 − x2(x + 1))

at the point (0, 0) (see Example 7.5.14). Then A′ = A[y/x] has two maximal
ideals, and Â � k[[u, v]]/(uv) (Exercise 1.3.10) indeed has two minimal prime
ideals, as foreseen by Proposition 2.41(c).

Exercises

2.1. Let A ⊆ B be two Dedekind domains of dimension 1 with B ⊆ Frac(A).
(a) Show that for any maximal ideal q of B, p := q∩A is a maximal ideal

of A and that Ap = Bq.
(b) Show that the morphism SpecB → SpecA induced by the inclusion

A ⊆ B is injective. Deduce from this that it is an open immersion if
A is a semi-local ring.

(c) Let F be the image of SpecB → SpecA. Show that B = ∩p∈F Ap.

2.2. Let Z be a catenary locally Noetherian scheme. Show that if inequality
(2.4) of Theorem 2.5 is an equality for every integral closed subscheme Y
of Z, then Z is universally catenary.

2.3. Let X be a locally Noetherian integral scheme. Let π : X̃ → X be the
blowing-up of X along a closed subscheme Z ⊂ X.
(a) Let us suppose that π is a finite morphism. For any generic point ξ

of Z, show that there exists a generic point η of π−1(Z) which maps
to ξ. Deduce from this that the irreducible components of Z are of
codimension 1 in X.

(b) Show the converse of (a) under the hypothesis that dimX = 2.
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2.4. Let (A,m) be a Noetherian local ring, and let t ∈ m be a regular element.
Show that if A/tA is Cohen–Macaulay, then A is Cohen–Macaulay.

2.5. Let A be a Cohen–Macaulay Noetherian ring. Show that every polyno-
mial ring A[T1, . . . , Tn] is Cohen–Macaulay. Deduce from this that A is
universally catenary.

2.6. Let (A,m) be a Noetherian local ring. Let M be a non-zero finitely gener-
ated A-module. Show that depthA(M) = 0 ⇐⇒ m ∈ AssA(M) ⇐⇒ there
exists a submodule of M isomorphic to A/m.

2.7. Let M be a finitely generated module over a Noetherian ring A. Show
that

∪x∈M\{0} Ann(Ax) = ∪p∈Ass(M)p.

2.8. Let X be a locally Noetherian scheme.
(a) Show that X is reduced if and only if it verifies the properties (S1)

and (R0). The second property can be interpreted as saying that X
is reduced at the generic points.

(b) Let A be a reduced Noetherian ring with minimal ideals p1, . . . , pn.
Show that the total ring of fractions Frac(A) of A (Definition 7.1.11)
is equal to ⊕1≤i≤n Frac(A/pi). Show that ⊕1≤i≤nA/pi is finite, hence
integral, over A. Deduce from this that the integral closure A′ of A
in Frac(A) (i.e., the set of elements of Frac(A) that are integral over
A) is equal to ⊕1≤i≤n(A/pi)′, where (A/pi)′ is the integral closure of
A/pi in Frac(A/pi).

(c) Show Serre’s criterion (Theorem 2.23) without supposing X is inte-
gral.

2.9. Let A → B be a flat homomorphism of Noetherian local rings. Let M be
a non-zero A-module. We are going to show that

depthB(B ⊗A M) = depthA(M) + depth(C), (2.7)

where C is the local ring B/mAB.
(a) Let us suppose that depthA(M) = depth(C) = 0. Show, using

Exercise 2.6, that depthB(B ⊗A M) = 0.
(b) Let us suppose that depthA(M) 
= 0. Let x ∈ mA be regular for M .

Let us set A′ = A/xA, B′ = B/xB. Show that depthA′(M/xM) =
depthA(M)− 1 and that depthB′(B′ ⊗A′ (M/xM)) = depthB(B ⊗A

M)− 1.
(c) Let us suppose that depth(C) 
= 0. Let y ∈ mB be an element whose

image in C is a regular element. Then B′′ := B/yB is flat over A
(Lemma 4.3.16). Show that depthB′′(B′′ ⊗B M) = depthB(B ⊗A

M)− 1 and that depth(B′′/mAB′′) = depth(C)− 1.
(d) Show equality (2.7) by induction on its right-hand side.
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2.10. Let A → B be a flat homomorphism of Noetherian local rings. We suppose
that B is regular of dimension ≤ 1. Show that there exists an a ∈ mA such
that mAB = aB. Deduce from this that mA = aA and that A is regular.
Remark. We can show that A is regular without the hypothesis that
dimB ≤ 1 ([65], 21.D, Theorem 51 (i)).

2.11. Let f : X → Y be a surjective flat morphism of locally Noetherian
schemes.
(a) Show that if X is normal, then Y is normal.
(b) Let us suppose Y is Cohen–Macaulay. Let y ∈ Y and d = dimXy.

Show that Xy verifies property (Sk) if and only if X verifies property
(Sd+k) at every point of Xy. Give a new proof of Lemma 4.1.18.

(c) Show that X is Cohen–Macaulay if and only if Y is Cohen–Macaulay
and if the fibers Xy are Cohen–Macaulay.

2.12. Let R be a Dedekind domain in which 2 is invertible. Let P (x) ∈ R[x].
Show that SpecR[x, y]/(y2 − P (x)) is normal if and only if P (x) is sepa-
rable (i.e., without multiple root) and if the ideal generated by the coef-
ficients of P (x) is radical.

2.13. Let (A,m) be a regular, Noetherian, local ring of dimension d, and let M
be a finitely generated Cohen–Macaulay A-module such that SuppM =
SpecA. We are going to show that M is free.
(a) Let k = A/m. Show that there exists an exact sequence

0 → N → L → M → 0

of A-modules such that L is free of finite rank and that L ⊗A k →
M ⊗A k is an isomorphism (lift a basis of M ⊗A k over k).

(b) Let t ∈ m be non-zero. Show that t is M -regular (use Exercise 2.7
and Proposition 2.13). Deduce from this that the sequence

0 → N/tN → L/tL → M/tM → 0

is exact. Show that M/tM is a Cohen–Macaulay A/tA-module, and
that SuppM/tM = Spec(A/tA).

(c) Show that 0 → N ⊗A k → L ⊗A k → M ⊗A k → 0 is exact. Deduce
from this that N = 0 and that M is free.

(d) If M is moreover an A-algebra, show that 1 is part of a basis of M
(as an A-module).

2.14. Let X be a Noetherian scheme, and let π : A1
X → X be the structural

morphism.
(a) Show that π admits a section. Deduce from this that π∗ is injective.
(b) Let us suppose X is integral. Let L ∈ Pic(A1

X). Show that there exists
a Cartier divisor D such that L � O(D), and that SuppD = π−1(E),
where E is a closed subset of X of codimension 1.



 

8.3. Fibered surfaces 347

(c) Let us suppose X is regular. Show that π∗ : Pic(X) → Pic(A1
X) is an

isomorphism. (See also [43], Proposition II.6.6.)

2.15. (Zariski’s purity theorem) Let Y be a regular locally Noetherian scheme.
Let f : X → Y be a finite surjective morphism.
(a) Let us suppose X is Cohen–Macaulay. Show that for any y ∈ Y ,

(f∗OX)y is a Cohen–Macaulay OY,y-module with support SpecOY,y.
Deduce from this that f is flat (use Exercise 2.13).

(b) Show that if dimY = 2 and X is normal, then f is flat.
(c) Let U be the largest open subscheme of X such that f |U : U → Y is

étale. We call the closed part Bf := f(X \ U) of Y the branch locus
of f . In the preceding cases, show that if f is generically separable,
then either the irreducible components of Bf are of codimension 1
(use Exercise 6.4.7), or Bf = ∅.

2.16. Let OK be a principal ideal domain with field of fractions K. Let L/K(T )
be a separable extension of degree 2 and B the integral closure of A[T ]
in L. Show that B/A[T ] is a locally free A[T ]-module of rank 1 over
A[T ]. Deduce from this that B = A[T ] ⊕ b0A[T ] for some b0 ∈ B (use
Exercise 2.14).

2.17. Let X be a scheme that is locally of finite type over a discrete valuation
ring. Show that Reg(X) is open (use Corollary 2.40(a)).

2.18. Let X be an excellent locally Noetherian scheme. Show that for any affine
open subset U of X, OX(U) is excellent.

8.3 Fibered surfaces

In this section, we approach the heart of this book, namely relative curves over
a Dedekind scheme. We start by studying some elementary properties of the
fibers of such a curve. Next, we show that a surface X is essentially determined
by its points of codimension 1 (Corollary 3.23). Theorem 3.26 determines the
valuations of K(X) with center of codimension 1 in a surface that is birational
to X. In Subsection 8.3.3, we explain the process of contraction, which is the
inverse of blowing-up. The last subsection is devoted to the statement of the
desingularization theorem (Theorem 3.50).

8.3.1 Properties of the fibers

Definition 3.1. Let S be a Dedekind scheme (Definition 4.1.2). We call an
integral, projective, flat S-scheme π : X → S of dimension 2 a fibered surface
over S. The generic point of S will be denoted by η. We call Xη the generic fiber
of X. A fiber Xs with s ∈ S closed is called a closed fiber. When dimS = 1, X
is also called a projective flat S-curve (see Lemma 3.3). Note that the flatness
of π is equivalent to the surjectivity of π. We will say that X is a normal (resp.
regular) fibered surface if X is normal (resp. regular).
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A morphism (resp. a rational map) between fibered surfaces is a morphism
(resp. a rational map) that is compatible with the structure of S-schemes.

We can distinguish between two types of fibered surfaces. If dimS = 0,
then X is an integral, projective, algebraic surface over a field. It is an ‘absolute’
surface. We say that this is the ‘geometric’ case. If dimS = 1, then X is a ‘relative
curve’ over S (see Lemma 3.3). This is the ‘arithmetic’ case. The terminology of
fibered surface really is of interest only when dimS = 1. In this book, we also
include the dimS = 0 case when the geometric case is similar to arithmetic case.

Example 3.2. Let S = SpecZ and X = ProjZ[x, y, z]/(y2z + yz2 − x3 + xz2).
Let us first show that X is a normal fibered surface. The only point needing veri-
fication is that X is normal. First of all, the Jacobian criterion (Theorem 4.2.19)
shows that the fibers of X → S are smooth except at the point corresponding to
the prime number p = 37. We verify that X37 is reduced, and hence X is normal
(Lemma 4.1.18). More precisely, the fiber X37 is a singular integral curve over
F37 with an ordinary double point (Example 7.5.14). See Figure 9.

X

S

X37

p37

Xp

Figure 9. Example 3.2.

In this example, we see that for any prime number p, the fiber Xp is a curve.
This is the case in general:

Lemma 3.3. Let S be a Dedekind scheme of dimension 1, with generic point
η. Let X → S be a fibered (resp. normal fibered) surface. Then Xη is an integral
(resp. normal) curve over K(S). For any s ∈ S, Xs is a projective curve over k(s).

Proof Let ξ be the generic point of X. As X → S is dominant, ξ ∈ Xη. Hence
ξ is the generic point of Xη, which shows that Xη is irreducible. In addition, for
any x ∈ Xη, we have OX,x � OXη,x (Exercise 3.7); hence Xη is normal if X is
normal. We know that for any closed point x ∈ Xs, we have dimOXs,x = dimXη

(Proposition 4.4.16). It therefore remains to show that dimXη = 1. Let x ∈ X be
a point such that dimOX,x = 2. Then x is closed and therefore belongs to a closed
fiber Xs. It follows that dimOXs,x = dimOX,x−dimOS,s = 1 (Theorem 4.3.12).
This proves that dimXη = 1.

Let us now study the closed subsets of X.
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Proposition 3.4. Let π : X → S be a fibered surface over a Dedekind scheme
of dimension 1.

(a) Let x be a closed point of the generic fiber Xη. Then {x} is an irreducible
closed subset of X, finite and surjective to S.

(b) Let D be an irreducible closed subset of X. If dimD = 1, then either D
is an irreducible component of a closed fiber, or D = {x}, where x is a
closed point of Xη.

(c) Let x0 be a closed point of X. Then dimOX,x0 = 2.

Proof (a) Let D = {x}. Then D is irreducible because it is the closure of
an irreducible subset. Moreover, π(D) is a closed subset of S containing the
generic point, and hence π(D) = S. As x is closed in Xη, we have D 
= X, and
therefore dimD ≤ 1. For any s ∈ S, we know that dimXs = 1 (Lemma 3.3). If
dim(D ∩ Xs) 
= 0, D would contain an irreducible component of Xs, and would
therefore be equal to it, which is impossible. Hence D ∩ Xs is finite. It follows
that the morphism π|D : D → S is projective and quasi-finite. It is therefore a
finite morphism (Corollary 4.4.7).

(b) The image π(D) of D is an irreducible closed subset of S. If it is reduced
to a closed point s, then D ⊆ Xs. As dimD = dimXs by Lemma 3.3, D is an
irreducible component of Xs. If π(D) is not reduced to a point, we necessarily
have π(D) = S. Hence D contains a point x ∈ Xη. Now dim {x} = 1 by (a), and
therefore we have D = {x}.

(c) As π is proper, π(x0) is a closed point s of S. On the other hand, by
Lemma 3.3, dimOXs,x0 = 1. It follows that

dimOX,x0 = dimOXs,x0 + dimOS,s = 2

(Theorem 4.3.12).

Definition 3.5. Let π : X → S be a fibered surface over a Dedekind scheme
S. Let D be an irreducible Weil divisor (Definition 7.2.4). We say that D is
horizontal if dimS = 1 and if π|D : D → S is surjective (hence finite). If π(D) is

H
Xp

p

X

S

V

Figure 10. Horizontal divisor H and vertical divisor V .
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reduced to a point, we say that D is vertical. More generally, an arbitrary Weil
divisor will be called horizontal (resp. vertical) if its components are horizontal
(resp. vertical). We will say that a Cartier divisor is horizontal (resp. vertical) if
the associated Weil divisor [D] (Section 7.2) is horizontal (resp. vertical).

By Proposition 3.4, an irreducible horizontal divisor is simply the closure in
X of a closed point of Xη.

Corollary 3.6. Let π : X → S be a fibered surface over a Dedekind scheme S
of dimension 1. Let s ∈ S. Then the following properties are true.

(a) The fiber Xs is a projective curve over k(s), and we have the equality of
arithmetic genera pa(Xs) = pa(Xη).

(b) If Xη is geometrically connected (e.g., if OS � π∗OX , see
Corollary 5.3.17), then the same holds for Xs.

(c) If Xη is geometrically integral, then the canonical homomorphism OS →
π∗OX is an isomorphism.

(d) Let us suppose that X is a regular scheme. Then the morphisms X → S
and Xs → Spec k(s) are local complete intersections, and we have the
relation ωXs/k(s) = ωX/S |Xs

between the dualizing sheaves.

Proof (a) is contained in Lemma 3.3 and Proposition 5.3.28.
(b) Let s ∈ S be a closed point. Localizing at s if necessary, we may suppose

that S = SpecA, where A is local and s is the closed point of S. Let us first show
that Xs is connected. Let B = OX(X) and L = OX(Xη). Then X is canonically
a projective scheme over B. It follows from Corollary 5.3.17 that the fibers of
X → SpecB are geometrically connected. As Xη is geometrically connected, L
is a finite purely inseparable extension of K(S) (Corollary 3.3.21). It follows that
SpecB → SpecA is bijective (Proposition 3.2.7). Consequently Xs is connected.

Let k′ be a finite simple extension of k(s). There exists a discrete valuation
ring A′ that is finite over A, with residue field k′. Then XA′ is flat and pro-
jective over A′, with geometrically connected generic fiber. It follows from the
above that Xk′ is connected. As every finite extension of k(s) decomposes into
a sequence of simple extensions, we see that Xs is geometrically connected. See
also Exercise 5.3.9.

To show (c), we can suppose S is affine. We must show that OX(X) =
OS(S). As OX(X) is integral over OS(S) (Proposition 3.3.18) and is con-
tained in OX(Xη), and OX(Xη) = K(S) since Xη is geometrically integral
(Corollary 3.3.21), we indeed have the desired equality. Finally, (d) follows from
Example 6.3.18 and Theorem 6.4.9(b).

Remark 3.7. In the situation of Corollary 3.6(c), we have H0(Xη,OXη
) =

K(S). But in general, H0(Xs,OXs) 
= k(s). This is a problem of cohomological
flatness (see Theorem 5.3.20 and Exercise 5.3.14).

Let X → S be as in Corollary 3.6. If its generic fiber is not geometrically
connected, we can reduce to this by suitably replacing S:
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Proposition 3.8. Let π : X → S be a normal fibered surface and η the generic
point of S. Let ρ : S′ → S be the normalization of S in H0(Xη,OXη ). Then we
have the following properties.

(a) The morphism ρ is finite and flat, X → S factors into π′ : X → S′

followed by ρ, and π′ makes X into a normal fibered surface over S′,
with generic fiber equal to Xη.

(b) The morphism π′ : X → S′ has geometrically connected fibers.
(c) Let s ∈ S be such that dimOS,s = 1, and s1, . . . , sn be the points of

ρ−1(s). Then Xs is the disjoint union of Xi, 1 ≤ i ≤ n, where Xi is a
scheme of finite type over S′ such that Xsi is a closed subscheme of Xi

defined by a sheaf of nilpotent ideals.

Proof (a) The sheaf π∗OX is a coherent sheaf of algebras on S. Let ρ :
S′ → S be the S-scheme Specπ∗OX → S (Exercise 5.1.17). Then π factors
into X → S′ → S. As X is normal, so is S′. We have ρ∗OS′ = π∗OX coher-
ent and torsion-free (hence flat) over OS , which means that ρ is finite and flat.
As K(S′) = H0(Xη,OXη ) and S′ is normal and finite over S, it is the normal-
ization of S in H0(Xη,OXη

) (Definition 4.1.24). Finally, X → S′ is projective
(Corollary 3.3.32(e)) and clearly flat. Therefore X → S′ is a normal fibered
surface.

Let s ∈ S. Then we have

Xs = X ×S Spec k(s) = X ×S′ (S′ ×S Spec k(s)). (3.8)

As S′×S SpecK(S) = SpecK(S′), taking for s the generic point of S, we obtain

X ×S′ SpecK(S′) = X ×S SpecK(S) = Xη,

which proves (a). Let s be as in (c). Then S′ ×S Spec k(s) is the disjoint
union of the schemes Spec(OS′,si/(t)), where t is a uniformizing parameter
for OS,s. Equality (3.8) implies that Xs is the disjoint union of the Xi :=
X ×S′ Spec(OS′,si/(t)), 1 ≤ i ≤ n. It is clear that Xsi is a closed subscheme
of Xi and that they have the same underlying topological space, whence (c).
Finally, (b) is simply a consequence of Corollary 5.3.17.

Lemma 3.9. Let π : X → S be a normal fibered surface with dimS = 1. Let
us fix a closed point s ∈ S. Let Γ1, . . . ,Γr be the irreducible components of Xs.
Then the following properties are true.

(a) We have the following equality of Weil divisors in X:

Xs =
∑

1≤i≤r

diΓi,

where di is the multiplicity of Γi in Xs (Definition 7.5.6). If X is regular,
we have the equality of Cartier divisors Xs = π∗s.
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(b) Let t ∈ OS,s be a uniformizing parameter, and let νi be the normalized
valuation of K(X) associated to the discrete valuation ring OX,ξi , where
ξi is the generic point of Γi. Then di = νi(t).

Proof (a) The first equality follows from the definition of the 1-cocycle Xs

(Definition 7.2.12). The second equality is obvious. (b) Let ti be a uniformizing
parameter for OX,ξi . Then t = tei

i ui with ei = νΓi(t) and ui ∈ O∗
X,ξi

. We have

di = lengthOXs,ξi = lengthOX,ξi/(t) = lengthOX,ξi/(t
ei
i ) = ei.

This completes the proof.

Example 3.10. Let us fix integers n, q > 0. Let Y be the scheme ProjZ[u, v],
with function field Q(u/v). Let X be the normalization of Y in the extension
Q(u/v)[w], w2 = n(1 + (u/v)q). Let us suppose n is without a square factor.
Then it is easy to see that X is the union of the affine open subschemes

SpecZ[u/v, w]/(w2 − n(1+ (u/v)q)), SpecZ[v/u, z]/(z2 − n(v/u)α(1+ (v/u)q)),

where z = w(u/v)−[(q+1)/2] and α = q−2[q/2]. Indeed, let Z be the union of these
two schemes. It suffices to show that ZQ is normal, and that every closed fiber
is irreducible and contains a regular (hence normal) point of Z, which implies
that Z is normal at the points of codimension 1. We then apply Serre’s criterion
(Corollary 2.24) to show that Z is normal. For any prime number p > 2, we can
verify that the fiber Xp (which is irreducible) is of multiplicity equal to 2 if p | n,
and to 1 otherwise. In p = 2, the multiplicity is 2 if 2 | n or if q is even, and 1
otherwise.

Proposition 3.11. Let π : X → S be a fibered surface over a Dedekind scheme
S. We suppose that the generic fiber Xη is smooth. Then there exists a non-
empty open subset V of S such that π−1(V ) → V is smooth. In other words, Xs

is smooth over k(s) except maybe for a finite number of s.

Proof The set Xsm of points where π is smooth is open (Corollary 6.2.12).
Consequently, X \Xsm, and therefore π(X \Xsm), is a closed subset. Let

V = S \ π(X \Xsm).

This is a non-empty (since it contains η) open subset of S. Its complement in S
is finite because dimS ≤ 1. By construction, π−1(V ) → V is smooth.

Example 3.12. Let P (x) = x3 + a1x
2 + a2x + a3 ∈ Z[x] be an irreducible

separable polynomial over Q. Let X = ProjZ[x, y, z]/(y2z+x3+a1x
2z+a2xz2+

a3z
3). Then X → SpecZ is smooth over the open subset SpecZ\V (2∆) of SpecZ,

where ∆ ∈ Z is the discriminant of P (x). This can be seen using the Jacobian
criterion (4.2.19).

Remark 3.13. Let S = SpecZ. Let X → S be as in Corollary 3.6. Then X → S
is never smooth if g(Xη) 
= 0. That is to say, there always exists a point s ∈ S
such that Xs is not smooth (J.-M. Fontaine [35]).
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Definition 3.14. We will call a regular fibered surface X → S over a Dedekind
scheme S of dimension 1 an arithmetic surface.

Example 3.15. Let n ∈ N \ {0} be without a square factor. Let

X = ProjZ[x, y, z]/(xy − nz2).

Using Corollary 4.2.12, we easily verify that X is regular. It is therefore an
arithmetic surface over Z. Its generic fiber is isomorphic to P1

Q
. Let p be a prime

number. The fiber Xp of X over the point pZ is given by

Xp = ProjFp[x, y, z]/(xy − nz2),

where n is the image of n in Fp. We see that Xp is smooth (even isomorphic
to P1

Fp
) if p does not divide n. Otherwise Xp is reduced and is the union of two

projective lines meeting at a unique point.

Theorem 3.16 (Lichtenbaum [56], Theorem 2.8). Let S = SpecA be an affine
Dedekind scheme. Let π : X → S be a proper flat morphism with fibers of
dimension 1. Let us suppose that X is regular. Then π is projective.

Proof (See also Remark 9.3.5.) We can suppose that dimS = 1
(Exercise 4.1.16) and X is connected. Let us first recall that the X
regular hypothesis implies that every Weil divisor is a Cartier divisor
(Proposition 7.2.16). The proof of the theorem consists of finding an effective
horizontal Cartier divisor D which meets all of the irreducible components of all
of the fibers Xs, s ∈ S.

Let D0 be a non-zero, effective, horizontal Cartier divisor (such a divi-
sor exists, it suffices to take the closure of a closed point of Xη). We know
that Xη is projective over K(S) (Exercise 4.1.16) and OX(D0)|Xη is ample
(Proposition 7.5.5). By Proposition 5.1.37, there is a non-empty open subset
U of S such that OX(D0)|π−1(U) is ample. Consequently, for any closed point
s ∈ U , OX(D0)|Xs

is ample and D0 meets all of the irreducible components
of the fibers Xs (Proposition 7.5.5). Let s1, . . . , sr be the points of S \ U . For
each si, there exists a horizontal effective Weil (hence Cartier) divisor Di on X
which meets all of the irreducible components of Xsi (see Lemma 3.35). Let us
set D = D0 + D1 + · · ·+ Dn. Then D is an effective Cartier divisor which meets
all of the irreducible components of the fibers Xs, s ∈ S. Since Xs is a projective
curve (Exercise 7.5.4), OX(D)|Xs

is ample (Proposition 7.5.5). It follows from
Corollary 5.3.24 that OX(D) is ample. So X → SpecA is projective.

8.3.2 Valuations and birational classes
of fibered surfaces

We study the points of codimension 1 in a fibered surface X and their rela-
tion to the valuations of the function field K(X). Let S be a scheme, X a
proper integral scheme over S. For any non-trivial valuation ν of the field K(X)
(Definition 3.3.22), we let Oν denote the valuation ring of ν. Then SpecOν is
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made up of two points: the generic point ξ and the closed point. Hence {ξ} is
an open subset of SpecOν . Moreover, K(X) = Frac(Oν) = k(ξ) is the residue
field of the generic point of X. The composition of the canonical morphisms
SpecK(X) → X, X → S therefore induces a rational map SpecOν ��� S.

Definition 3.17. Let X → S be as above. We say that a valuation ν of K(X)
is an S-valuation if the rational map SpecOν ��� S is a morphism. This comes
down to saying that there exists an s ∈ S such that Oν dominates OS,s (that is
to say that, by identifying K(S) to a subfield of K(X), we have OS,s ⊆ Oν and
ms ⊆ mν). If OS,s is a discrete valuation ring, then ν is a valuation that extends
that of OS,s. If s is the generic point of S, then ν is constant on K(S)∗.

We will say that ν has center x ∈ X if there exists a morphism of S-schemes
f : SpecOν → SpecOX,x which makes the following diagram commutative

SpecOν �f SpecOX,x

SpecFrac(Oν)

�

SpecK(X)

�

By the valuative criterion of properness (Theorem 3.3.25), if X → S is proper,
then every S-valuation has a center in X. Finally, if S = SpecZ, we will not
specify the base scheme.

The S-valuations of K(X) play an important role in the algebraic geometry
of the Zariski school. In some sense, the set of these valuations corresponds to
a ‘maximal’ model of K(X) over S ([97], VI, Section 17). In this book, we will
essentially be interested in discrete valuations. This will suffice most of the time.

Definition 3.18. Let X be an integral scheme. We will say that a valuation ν
of K(X) is of the first kind in X if it admits a center in X that is a normal point
of codimension 1. A valuation of the first kind is necessarily discrete.

Remark 3.19. Let us suppose X is normal. For any closed irreducible subset
Γ ⊂ X of codimension 1, the local ring OX,ξ at the generic point ξ of Γ is a
discrete valuation ring, and the corresponding (normalized) valuation, denoted
by νΓ or νξ, is of the first kind in X because its center in X is ξ. Conversely,
if ν is of the first kind in X, then the closure Γ = {ξ} of the center ξ of ν is a
closed irreducible subset of codimension 1. Thus, we see that there is a canonical
bijective correspondence between the S-valuations of K(X) of the first kind in
X and the irreducible Weil divisors on X.

Let us suppose that S is a Dedekind scheme of dimension 1 and that X → S
is a normal fibered surface. For any irreducible vertical divisor Γ ⊆ Xs, the
associated valuation νΓ dominates the discrete valuation ring OS,s. On the other
hand, if Γ is horizontal, νΓ is constant on K(S)∗.

Theorem 3.20. Let S be a Dedekind scheme. Let f : X ��� Y be a birational
map of normal fibered surfaces over S. Let us suppose that for every ξ ∈ Y of
codimension 1, the center of νξ in X is of codimension 1. Then f is a morphism.
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Proof Let Z be the graph of f . We must show that the projection p1 : Z → X
is an isomorphism. As Z is a closed subscheme of X ×S Y , it is proper over
S. Hence p1 is a proper birational morphism. Let x ∈ X be such that p1 is
not an isomorphism above x. By virtue of Proposition 4.4.3(b), x is a point of
codimension ≥ 2, and therefore closed. Moreover, Zx has no isolated points, and
hence dimZx = 1.

Let s ∈ S be the image of x in S, z a generic point of Zx, and ξ the image
of z under the projection p2 : Z → Y . As Zx is contained in {x} ×S Y =
Spec k(x)×Spec k(s)Ys, which is finite over Ys, {ξ} is of dimension 1 (and therefore
of codimension 1 in Y ). Applying Proposition 4.4.3(b) to p2, we see that p2 : Z →
Y is an isomorphism above a neighborhood of ξ; hence OZ,z = OY,ξ dominate
OX,x. This means that νξ has center x in X, which contradicts the hypothesis
of the theorem since x is of codimension 2.

Definition 3.21. Let f : X ��� Y be a birational map of normal fibered surface
over S. Let Z ⊂ X ×S Y be the graph of f , and p1 : Z → X, p2 : Z → Y the
projections. For any closed point x ∈ X, we call the closed subset p2(p−1

1 (x)) of
Y the total transform of x by f . If f is defined at x, then the total transform of
x is none other than the point f(x). In the general case, we still let f(x) denote
the total transform of x by f .

With this definition, Theorem 3.20 can also be stated as follows: f is defined
everywhere if for every closed point x ∈ X, the total transform of x is a closed
point of Y . The proof of Theorem 3.20 in fact shows the following, more precise,
result.

Proposition 3.22. Let f : X ��� Y be a birational map as in Theorem 3.20.
Let us suppose that f is not defined at a point x ∈ X. Then x is closed, and the
total transform f(x) is connected, of dimension 1. Moreover, if ξ is the generic
point of f(x), then f−1 is defined at ξ and we have f−1(ξ) = x.

Corollary 3.23. Let f : X ��� Y be a birational map of normal fibered surfaces
over S. We identify K(X) with K(Y ) via f . Then f induces an isomorphism if
and only if every discrete valuation of the first kind in X is also of the first kind
in Y , and vice versa.

Remark 3.24. This corollary is false in dimension ≥ 3. See [69], III.9, p. 291,
Example 0.

Remark 3.25. Let X, Y be two fibered surfaces over S with dimS = 1. We
suppose that K(X) = K(Y ). We therefore have a birational map f : X ��� Y .
As Xη and Yη are normal projective curves over K(S), f is defined at every point
of Xη (Proposition 4.1.16). Let s ∈ S be a closed point. Then f is defined at the
generic points of Xs. By virtue of the corollary above, f induces an isomorphism
if and only if f establishes a bijection between the generic points of Xs and
those of Ys for every s ∈ S; that is to say, if Xs and Ys have, to some extent,
birationally the same irreducible components.

Theorem 3.26. Let X be a Noetherian integral scheme. Let ν be a non-trivial
valuation of K(X), with residue field k(ν). We suppose that ν has a center x ∈ X.
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(a) We have
trdegk(x) k(ν) ≤ dimOX,x − 1. (3.9)

(b) (Zariski) Let us suppose that X is universally catenary and Nagata
(Definitions 2.1 and 2.30). Then (3.9) is an equality if and only if there
exists a proper birational morphism f : Y → X such that ν is a valuation
of the first kind in Y (see also Exercise 3.14).

Proof Let f1, . . . , fn ∈ Oν be such that their images in k(ν) form an alge-
braically independent family over k(x). Let us show the following assertion:

(α) There exists a blowing-up morphism X ′ → X such that the center x′

of ν in X ′ verifies trdegk(x) k(x′) ≥ n.
Let a0, a1, . . . , an ∈ mxOX,x be such that fi = ai/a0 for every 1 ≤ i ≤ n.

Let U be an affine open neighborhood of x such that ai ∈ OX(U) for every
i ≥ 0. Let U ′ → U be the blowing-up of U along the closed subscheme V (I),
where I = (a0, a1, . . . , an). As U ′ → U is proper, ν admits a center x′ ∈ U ′

(Corollary 3.3.26). The ideal IOU ′,x′ is principal, and hence generated by an ar.
If r 
= 0, we have a0/ar ∈ OU ′,x′ ∩O∗

ν = O∗
U ′,x′ . Hence IOU ′,x′ is still generated

by a0. It follows that fi = ai/a0 ∈ OU ′,x′ . In particular, trdegk(x) k(x′) ≥ n. It
now suffices to show that U ′ → U extends to a blowing-up of X. Let us consider
the scheme-theoretic closure Z of V (I) in X (Exercise 2.3.17(e)). Let π : X ′ → X
be the blowing-up of X along Z. Then U ′ → U coincides with π−1(U) → U .

Let us show (a). Let n be an integer ≤ trdegk(x) k(ν). Let X ′ → X be as in
(α). By Theorem 2.5, we have

dimOX′,x′ + trdegk(x) k(x′) ≤ dimOX,x.

As x′ is not the generic point of X ′ (because ν would otherwise be the trivial
valuation), we have n ≤ dimOX,x − 1, which proves (a).

(b) Let us suppose trdegk(x) k(ν) = dimOX,x − 1. Let f1, . . . , fn ∈ Oν be
such that their images in k(ν) form a transcendence basis of k(ν) over k(x).
Let X ′ → X be as in (α). Let Y → X ′ be the normalization. This is a finite
morphism because X ′ is Nagata (Proposition 2.29(b)). Hence ν admits a center
y ∈ Y which is a point lying above x′. Theorem 2.5 implies that

dimOY,y + trdegk(x) k(y) ≤ dimOX,x = 1 + trdegk(x) k(ν)

= 1 + trdegk(x) k(y).

Consequently, dimOY,y = 1, and it is therefore a discrete valuation ring
(Proposition 4.1.12), whence Oν = OY,y (Lemma 3.3.24). This means that ν
is of the first kind in Y . The converse can be deduced in the same way with
Theorem 2.5 and the hypothesis that X is universally catenary.

8.3.3 Contraction

Let X → S be a normal fibered surface over a Dedekind scheme of dimension 1.
Let E1, . . . , En be irreducible vertical divisors on X. The aim of this subsection
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is to construct, when that is possible, a fibered surface Y → S and a birational
projective morphism f : X → Y such that f(Ei) is reduced to a point for each
i ≤ n, and that f is an isomorphism outside of ∪iEi (in other words, ∪iEi is the
exceptional locus of f , Definition 7.2.21). The principal result of this subsection
(Theorem 3.36) comes from [15], Section 6.7.

Definition 3.27. Let X → S be a normal fibered surface. Let E be a set of
integral (projective) vertical curves on X. A normal fibered surface Y → S
together with a projective birational morphism f : X → Y such that for every
integral vertical curve E on X, the set f(E) is a point if and only if E ∈ E is
called a contraction (or a contraction morphism)of the E ∈ E .
Proposition 3.28. Let X → S be a normal fibered surface, and let E be a set
of integral vertical curves on X. If a contraction f : X → Y of the E ∈ E exists,
then it is unique up to unique isomorphism.

Proof Let f ′ : X → Y ′ be another contraction. Then there exists a unique
birational map g : Y ��� Y ′ such that f ′ = g ◦ f . It follows from Corollary 3.23
that g is in fact an isomorphism.

Lemma 3.29. Let X be a scheme that is locally of finite type over a Noetherian
ring A. Let L be an invertible sheaf on X generated by global sections s0, . . . , sn.
Let us consider the morphism f : X → Pn

A associated to these sections. Let
s ∈ SpecA, and let Z be a connected closed subscheme of Xs that is projective
over k(s). Then f(Z) is reduced to a point if and only if L|Z � OZ (see also
Exercise 1.7).

Proof Let t0, . . . , tn be the respective images of s0, . . . , sn in H0(Z,L|Z). Then
L|Z is generated by t0, . . . , tn, and the restriction of f to Z is the morphism
associated to the sections t0, . . . , tn. We can therefore suppose that X = Z and
that X is a connected projective variety over a field k. We use the notation of
Proposition 5.1.31. Let us recall that

Xsi
:= {x ∈ X | Lx = si,xOX,x}.

The construction of f shows that f−1(D+(Ti)) = Xsi
.

Let us suppose f(X) = {y}. We have, for example, y ∈ D+(T0). This
implies that X = Xs0 . Hence L = s0OX � OX . Conversely, let us suppose
that L = eOX . Let B = H0(X,OX) and Y = SpecB. Then Y is finite over
Spec k (Theorem 5.3.2). We have si = ebi for some bi ∈ B. The fact that the si

generate L implies that the bi generate the unit ideal of B. In other words, the bi

generate the sheaf OY on Y . Let g : Y → Pn
k be the associated morphism. Then

f decomposes into the canonical morphism X → Y followed by g. As Y is finite
over Spec k, it follows that f(X) is finite and discrete. Now X is connected, and
hence f(X) is reduced to a point.

Proposition 3.30. Let X → S be a normal fibered surface with dimS = 1.
Let E be a set of integral (projective) vertical curves on X. Then the following
conditions are equivalent.
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(i) The contraction g : X → Y of the E ∈ E exists.
(ii) There exists a Cartier divisor D on X such that deg(D|Xη ) > 0, that

OX(D) is generated by its global sections, and that for any integral
vertical curve E, we have OX(D)|E � OE if and only if E ∈ E .

Proof (i) =⇒ (ii) We are going to present D as a Cartier divisor such that
OX(D) � g∗L for some ample sheaf L on Y . The birational morphism X → Y
is an isomorphism outside of a proper closed subset of X. This closed subset,
being of dimension at most 1, has only a finite number of points of codimension
1. Now these points are in a bijective correspondence with the E ∈ E . It follows
that E , and therefore g(E), is finite.

We embed Y in a projective space PN
S and we project this space to P :=

PN
OS(S). There exists a hypersurface V+(F ) of P which does not meet the images

of g(E) and the generic point of Y (Proposition 3.3.36(a)). Let d be the degree
of F . Then F ∈ H0(P,OP (d)). Let D0 be the Cartier divisor associated to
F (Exercise 7.1.13). Then OP (D0) � OP (d) and SuppD0 = V+(F ). As S →
SpecOS(S) is dominant, so is p : PN

S → P . Let D1 = p∗D0 (Definition 7.1.34).
Then D1 is an effective Cartier divisor, and we have

Y 
⊂ SuppD1, SuppD1 ∩ (∪E∈Eg(E)) = ∅, OPN
S
(D1) � OPN

S
(d).

The restriction D2 := D1|Y is an effective Cartier divisor whose support does
not meet g(E), and such that OY (D2) is very ample. Replacing D2 by a multiple
if necessary, we can suppose that OY (D2) is generated by its global sections.

Let D = g∗D2. Then D > 0, OX(D) � g∗OY (D2) is generated by its global
sections. For any E ∈ E , we have SuppD ∩ E = ∅, and hence OX(D)|E � OE .
If E is an integral vertical curve that does not belong to E , then g(E) is a
vertical curve on Y , and g induces a finite birational morphism h : E → g(E). In
addition, we have OX(D)|E � h∗(OY (D2)|g(E)), which implies that OX(D)|E is
ample (Exercise 5.2.16). Hence OX(D)|E 
� OE .

(ii) =⇒ (i) As Xη is an integral projective curve over a field, OX(D)|Xη
is

an ample divisor (Proposition 7.5.5). Replacing D by a positive multiple (which
does not change the set E), we can suppose that OX(D)|Xη

is very ample.
Let us first construct the contraction in the case when S = SpecA is

affine. Let f : X → Pn
A be a morphism associated to sections s0, . . . , sn ∈

H0(X,OX(D)) which generate OX(D). Let Z be the closed subset f(X) ⊆ Pn
A

endowed with the reduced (hence integral) scheme structure. Then f induces a
dominant morphism X → Z that we still denote by f . This is an isomorphism on
the generic fiber because OX(D)|Xη

is very ample. In particular, f : X → Z is
birational. As this morphism is projective (Corollary 3.3.32(e)), f∗OX is a coher-
ent sheaf on Z (Corollary 5.3.5). Moreover, it is a sheaf of integrally closed alge-
bras because X is normal. Consequently, the normalization morphism π : Y → Z
coincides with the canonical morphism Spec f∗OX → Z (Exercise 5.1.17) and is
a finite morphism. As X is normal, f factors into g : X → Y followed by
π : Y → Z.

Let E be an integral vertical curve on X. By Lemma 3.29, f(E) is a point if
and only if OX(D)|E � OE , that is, if E ∈ E . As π is a finite morphism, g(E) is
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reduced to a point if and only if f(E) is a point, which shows the proposition in
the S affine case. The general case follows from the affine case and the uniqueness
of the contraction (Proposition 3.28).

Remark 3.31. One can verify that the proof of implication (i) =⇒ (ii) does
not use the dimS = 1 hypothesis. Moreover, the construction of the divisor D
shows that E ∩ SuppD = ∅ if and only if E ∈ E .
Lemma 3.32. Let X be a fibered surface over an affine Dedekind scheme S =
SpecA of dimension dimS = 1. Let D be an effective horizontal Cartier divisor
on X, and L = OX(D). Then there exists an m0 ≥ 1 such that L⊗m is generated
by its global sections for every m ≥ m0.

Proof We will identify L⊗n with Ln = OX(nD). We can suppose D 
= 0. The
restriction OX(D)|Xη

is an ample sheaf (Proposition 7.5.5). Hence there exists
an n0 such that

H1(X,Ln)⊗A Frac(A) = H1(Xη,Ln|Xη
) = 0

for every n ≥ n0 (Corollary 5.2.27 and Proposition 5.3.6). In other words, the
A-module H1(X,Ln) is torsion. As it is finitely generated, it is also of finite
length over A. We endow D with the closed subscheme structure V (OX(−D)).
By tensoring the exact sequence

0 → OX(−D) → OX → OD → 0

by Ln+1 and taking the cohomology, we obtain an exact sequence

H0(X,Ln+1) → H0(D,Ln+1|D) → H1(X,Ln)

→ H1(X,Ln+1) → H1(D,Ln+1|D) = 0

because D is finite over SpecA, and hence affine. Consequently, the sequence of
the lengths (lengthH1(X,Ln))n≥n0 is descending, and hence stationary starting
at some rank m0 − 1. The homomorphism

H0(X,Lm) → H0(D,Lm|D)

is then surjective for every m ≥ m0, because H1(X,Lm−1) → H1(X,Lm) is
an isomorphism (Lemma 7.1.23). As Lm|D is generated by its global sections
because D is affine (Theorem 5.1.7), Nakayama’s lemma implies that the canon-
ical homomorphism

H0(X,Lm)⊗OX(X) OX,x → Lm
x (3.10)

is surjective for every x ∈ SuppD. If x /∈ SuppD, then Lm
x = OX,x and homo-

morphism (3.10) is still surjective because 1 ∈ OX(X) ⊆ Lm(X). Consequently,
Lm is generated by its global sections.

Proposition 3.30 and Lemma 3.32 show that for a contraction morphism to
exist, it suffices that there exist an effective Cartier divisor that meets the closed
fibers in a suitable way.
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Definition 3.33. Let A be a Noetherian local ring. We say that A is Henselian
if every finite A-algebra is a direct sum of local A-algebras.

Example 3.34. If (A, m) is a Noetherian local ring, complete for the m-adic
topology, then A is Henselian (Exercise 4.3.17). Thus every Noetherian local
ring A is dominated by a Henselian local ring. There exists a ‘smallest’ Henselian
local ring Ah that dominates A (see [80], VIII or [15], Section 2.3). This is called
the Henselization of A. It can be seen as a direct limit of local rings that are
localizations of étale A-algebras. If A is a discrete valuation ring, then Ah is
equal to Â ∩ Frac(A)alg.

Lemma 3.35. Let π : X → S be a fibered surface over a Dedekind scheme
of dimension 1. Let us fix closed points s ∈ S and x ∈ Xs. Then the following
properties are true.

(a) There exists an irreducible horizontal Weil divisor ∆ containing x.
(b) Let us suppose that S is local and that OS,s is Henselian. Then there

exists an effective horizontal Cartier divisor D such that Xs ∩ SuppD =
{x}.

Proof (a) Let mx (resp. ms) be the maximal ideal of OX,x (resp. of OS,s). Let
p1, . . . , pn be the prime ideals of OX,x that are minimal among those containing
msOX,x. As dimOX,x = 2, Theorem 2.5.12 implies that mx 
= pi. There therefore
exists an

f ∈ mx \ (∪ipi)

(see [65], 1.B). Thus f is a regular element and V (f) does not contain any
irreducible component of SpecOXs,x. There exist an affine open subset W � x
and a regular element g ∈ OX(W ) such that gx = f , and that V (g)∩Ws = {x}.
Let ∆ be the closure in X of an irreducible component of V (g) passing through
x. Then ∆ is an irreducible horizontal divisor passing through x.

(b) Let E := V (g) and let W be as in (a). Then E can be seen as an
effective Cartier divisor on W . Moreover, E → S is quasi-projective and quasi-
finite because dimEs < dimXs = 1. By Corollary 4.4.8, there exists an affine
open neighborhood U of x such that E ∩ U is an open subscheme of a scheme
Z that is finite over S. Let D be the connected component of Z containing x.
By the hypothesis on OS,s, Z is a disjoint union of local schemes. Hence D is
local, and consequently D ⊂ E ∩ V (g) ⊂ X. Finally, as D is closed in Z, it
is finite over S, and hence closed in X (Exercise 3.3.22, Theorem 3.3.30, and
Proposition 3.3.16(e)). It is therefore a Cartier divisor, as we want.

Theorem 3.36 ([15], Proposition 6.7/4). Let X → S be a normal fibered surface
over the spectrum of a Henselian discrete valuation ring. Then for any proper
subset E of the set of irreducible components of Xs, the contraction morphism
of the E ∈ E exists.

Proof Let Z1, . . . , Zn be the irreducible components of Xs that do not belong
to E . By Lemma 3.35(b), there exists an effective horizontal Cartier divisor Di

such that Xs ∩ SuppDi is a point of Zi that belongs to none of the components
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of E . Let D =
∑

1≤i≤n Di. By virtue of Lemma 3.32, if necessary replacing D by
a multiple, we can even suppose that OX(D) is generated by its global sections.
The theorem then results from Proposition 3.30. Indeed, OX(D)|E � OE if
E ∈ E since E ∩ SuppD = ∅; if E /∈ E , then E is some Zi and degOX(D)|E ≥
degOX(Di)|Zi

> 0, and hence OX(D)|E 
� OE .

Remark 3.37. Further on, we will see the possibility of contracting certain
vertical divisors on an arbitrary basis S (Subsection 9.4.1).

Remark 3.38. If we leave out the Henselian hypothesis, Theorem 3.36 is no
longer true in general. See [15], Lemma 6.7/6.

8.3.4 Desingularization

Given the good properties that regular Noetherian schemes enjoy, it is very
important for many problems to be able to reduce to the case of regular schemes.
One way to do this is to ‘resolve singularities’. That is the object of the beautiful
theory of desingularization.

Definition 3.39. Let X be a reduced locally Noetherian scheme. A proper
birational (Definition 7.5.3) morphism π : Z → X with Z regular is called a
desingularization of X (or a resolution of singularities of X). If π is an isomor-
phism above every regular point of X, we say that it is a desingularization in
the strong sense.

Remark 3.40. Let X be a universally catenary, locally Noetherian scheme. If
every integral scheme Y that is finite over X admits a desingularization, then X
is excellent. See [41], IV.7.9.5. Thus we see the importance of the hypothesis of
excellence in questions of desingularization.

Example 3.41. Let X be a reduced curve over a field k; the normalization
X ′ → X (Definition 7.5.1) is a desingularization. More generally, let X be an
excellent, reduced, Noetherian scheme of dimension 1; then the normalization
X ′ → X is a desingularization (Theorem 2.39(d)). Hence the problem of the
existence of desingularizations essentially concerns schemes in higher dimensions.

Theorem 3.42 (Hironaka, [46]). Let X be a reduced algebraic variety over a
field of characteristic 0, or more generally a reduce scheme that is locally of finite
type over an excellent, reduced, locally Noetherian, scheme of characteristic 0
(i.e., char k(x) = 0 for every x ∈ X). Then X admits a desingularization in the
strong sense.

In arbitrary characteristics, this theorem is an open problem. We refer the
reader to the book [45] for more bibliographical references to the theory of resolu-
tion of singularities. In the absence of a desingularization theorem, it sometimes
turns out that a weaker version suffices for the applications. This is the notion
of alteration introduced by A.J. de Jong. An alteration of a locally Noetherian
integral scheme X is a morphism Y → X that can be decomposed into a proper
birational morphism Y → W and a finite surjective morphism W → X.
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Theorem 3.43 (de Jong, [49]). Let X be a separated integral scheme of finite
type over a complete discrete valuation ring (that can be a field). Then there
exists an alteration Y → X with Y regular.

Theorems 3.42 and 3.43 will not be used in this book. Let us return to
the problem of desingularization. Let X be an excellent, reduced, Noetherian
scheme of dimension 2. Let us consider the following sequence of proper birational
morphisms:

· · · → Xn+1 → Xn → · · · → X1 → X, (3.11)

where X1 → X is the normalization of X, and for every i ≥ 1, Xi+1 → Xi is
the composition of the blowing-up X ′

i → Xi of the singular locus Sing(Xi) :=
Xi \Reg(Xi) (which is closed because Xi is excellent) endowed with the reduced
scheme structure, and of the normalization Xi+1 → X ′

i. The sequence stops at
n when Xn is regular.

Theorem 3.44 (Lipman, [58], [57]). Let X be an excellent, reduced, Noetherian
scheme of dimension 2. Then the sequence above is finite. In particular, X admits
a desingularization in the strong sense.

For surfaces over a field, this theorem was proven independently by Zariski
and Abhyankar. See references in [45]. It is impossible to give a proof here
for these theorems, which extend widely beyond the scope of this book. For
Theorem 3.44, see also the presentation of the proof by M. Artin [6].

Corollary 3.45. Let S be an excellent Dedekind scheme. Let X → S be a
fibered surface. Then X admits a desingularization in the strong sense.

Remark 3.46. This assertion was proven by Abhyankar [2] under a slightly
different hypothesis: S is a Nagata scheme (Definition 2.27) and the residue
fields of S at the closed points are perfect.

Lemma 3.47. Let f : X → Y be a finite birational morphism of reduced
Noetherian schemes.

(a) Let us suppose that there exists an invertible sheaf of ideals L ⊆ OY

such that f is an isomorphism above Y \V (L). Then f is the blowing-up
morphism of Y along a closed subscheme V (I) whose support is the set
V (L).

(b) Let us suppose Y is quasi-projective over an affine Noetherian scheme.
Then f is a projective morphism.

Proof (a) The quotient f∗OX/OY is a coherent sheaf on Y with support in
V (L). As Y is Noetherian, there exists an r ≥ 1 such that Lrf∗OX ⊆ OY

(because L is contained in
√

Ann(f∗OX/OY ), see Exercise 5.1.9). Let I =
Lr+1f∗OX . We have

Lr+1 ⊆ I = L · Lrf∗OX ⊆ L.

Let T be a variable. As f is finite, we have

X = Spec f∗OX = Proj(⊕n≥0Bn), Bn = f∗OX · Tn.
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By Lemma 1.21, we have

X � Proj (⊕n≥0Cn) � Proj⊕n≥0In, Cn = Bn ⊗OY
(Lr+1)⊗n.

(b) Let N be an ample sheaf on Y such that f∗OX ⊗OY
N is generated by

its global sections (Corollary 5.1.36). Then we have a surjective homomorphism

Or+1
Y → (f∗OX · T )⊗OY

N .

We deduce from this a closed immersion X → Pr
Y as at the beginning of the

proof of Proposition 1.22, using Lemma 1.21.

In what follows we are going to consider the statement of Corollary 3.45
when S is not necessarily excellent. Let us first consider the local case. Let R be
an arbitrary discrete valuation ring, let R̂ denote the completion of R, and t a
uniformizing parameter for R.

Lemma 3.48. Let Y be a flat locally Noetherian R-scheme. Let us consider the
blowing-up f : W → Ŷ := Y ×Spec R Spec R̂ along a closed subscheme V (I) with
support contained in V (t). Then there exists a blowing-up g : X → Y along a
closed subscheme V (I0) with support contained in V (t) such that f is obtained
from g by the base change Spec R̂ → SpecR.

Proof Let π : Ŷ → Y be the canonical morphism. As Y is flat over R, the
canonical homomorphism OY → π∗OŶ

= OY ⊗R R̂ is injective. Let I0 = π∗I ∩
OY . We immediately deduce from the hypothesis V (I) ⊆ V (t) that I = π∗I0.
As R → R̂ is flat, the lemma results from Proposition 1.12(c).

Lemma 3.49. Let X → SpecR be a fibered surface. Let K̂ = Frac(R̂), X̂ =
X×Spec RSpec R̂, and p : X̂ → X be the projection morphism. Then the following
properties are true.

(a) The morphism p induces an isomorphism between the special fibers of X̂
and of X.

(b) For any x ∈ Xs, we have an isomorphism

Ô
X̂,p−1(x) � ÔX,x

of the completions of the local rings.
(c) Let us suppose XK is regular and that X admits a desingularization.

Then X
K̂

is regular.
(d) Let us suppose X

K̂
is regular. Then X admits a desingularization in

the strong sense. More precisely, sequence (3.11) is defined (i.e., the nor-
malization morphisms are finite and the singular loci are closed) and is
finite.

Proof (a) results immediately from the fact that t is a uniformizing parameter
for R̂ and that R̂/tR̂ = R/tR.
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(b) We deduce from (a) that O
X̂,p−1(x) = OX,x⊗R R̂. Let mx be the maximal

ideal of OX,x. For any n ≥ 1, we have

(OX,x ⊗R R̂)/(mn
x) = (OX,x/mn

x)⊗R R̂ = (OX,x/mn
x)⊗R/tnR (R/tnR)⊗R R̂

= OX,x/mn
x ,

because R̂/tnR̂ = R/tnR. This shows (taking n = 1) that mx generates the
maximal ideal of Ô

X̂,p−1(x), and implies the desired isomorphism by taking the
projective limit as n varies.

(c) Let Z → X be a desingularization. Let us set Ẑ = Z ×Spec R Spec R̂, and
let z ∈ Z

K̂
. As Ẑ is proper over Spec R̂, {z} contains a point of Ẑs. Since the

latter is contained in Reg(Ẑ) by (b), z is a regular point by Theorem 4.2.16(a).
By the XK regular hypothesis, we obtain XK = ZK , and hence X

K̂
= Z

K̂
is

regular.
(d) For any affine open subset U of X, we have

OX(U)⊗R R̂ ⊆ K(X)⊗R R̂ = K(X)⊗K K̂.

As X
K̂

is reduced, the last term is reduced. Hence X̂ is reduced, projective over
R̂, and of dimension 2 since its fibers are of dimension 1.

Let us consider the finite sequence (3.11) associated to X̂ (Theorem 3.44). As
the generic fiber of X̂ is regular by hypothesis, the normalization X̂1 → X̂ is the
blowing-up along a closed subscheme with support in V (tO

X̂
) (Lemma 3.47(a)).

It follows from Lemma 3.48 that this morphism comes from a blowing-up mor-
phism f : X1 → X over R. The exceptional locus of f is in the special fiber of X1.
It follows from (a) that X1 → X is quasi-finite and projective (Proposition 1.22),
and therefore finite. Now X1 is normal (Exercise 4.1.6), and hence f is the nor-
malization morphism of X.

The singular locus Sing(X1) of X1 is finite and closed (Corollary 2.38), and
its inverse image in X̂1 is the singular locus thereof, by virtue of (b). Moreover,
by endowing the singular loci with the reduced scheme structure, we have

Sing(X1) = Sing(X1)×Spec R Spec R̂ = Sing(X̂1),

where the first equality comes from the fact that Sing(X1) is contained in the
special fiber, and the second comes from the fact that the middle term is reduced
(since it is equal to the term on the left). We therefore see that the sequence
(3.11) associated to X̂ is obtained from the one associated to X by the base
change Spec R̂ → SpecR. This concludes the proof of the lemma, since if X̂n is
regular, then so is Xn.

Theorem 3.50. Let S be a Dedekind scheme of dimension 1, and let π : X → S
be a fibered surface with regular generic fiber. Then the following conditions are
equivalent.
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(i) The scheme X admits a desingularization.

(ii) The set Reg(X) is open, and the curve X ×S SpecFrac(ÔS,s) is regular
for every closed point s ∈ S.

(iii) The set Sing(X) is contained in a finite union of closed fibers
Xs1 , . . . , Xsr

, and the curve X ×S SpecFrac(ÔS,si
) is regular for every

i ≤ r.

Moreover, if one of these conditions is satisfied, then X admits a desingularization
Z → X in the strong sense. More precisely, sequence (3.11) is defined and is finite.
Finally, Z → X is a projective morphism if S is affine.

Proof (i) =⇒ (ii). Let Z → X be a desingularization. As it is a birational
morphism, X contains a dense regular open subset. Consequently, the singular
locus Sing(X) is contained in a finite number of closed fibers, which implies that
Reg(X) is open by using Corollary 2.38. The second property is nothing more
than Lemma 3.49(c).

(iii) =⇒ (ii) The reasoning above shows that Reg(X) is open. For any s ∈ S

such that Xs ⊂ Reg(X), we have X ×S SpecFrac(ÔS,s) is regular by virtue of
Lemma 3.49(c), whence (ii).

As (ii) trivially implies (iii), it remains to show that (ii) implies (i). Let
f : X1 → X be the normalization morphism. For any s ∈ S, the base change
X1 ×S SpecOS,s → X ×S SpecOS,s is the normalization morphism, which is
finite by Lemma 3.49(d). Hence f is a finite morphism. As X1 is birational to
X, we deduce by the same reasoning as above that Reg(X1) is open. Hence
Sing(X1) is closed and finite (because it does not contain any point of codimen-
sion 1). Consequently, sequence (3.11) is well defined. It is finite by once more
applying Lemma 3.49(d) to the finite number of fibers contained in Sing(X) (let
us note that the normalization and blowing-up commute with the base change
SpecOS,s → S). Finally, the projectivity of Z → X when S is affine results from
Lemma 3.47(b), Proposition 1.22, and because the composition of projective
morphisms is projective (Corollary 3.3.32(b)).

Corollary 3.51. Let X → S be a fibered surface. Let us suppose that dimS = 1
and that X has a smooth generic fiber. Then X → S verifies the conditions of
Theorem 3.50. In particular, X admits a desingularization in the strong sense.

Proof By Proposition 3.11, X → S is smooth above a non-empty open
subscheme V of S. Hence XV is regular. This shows that condition (iii) of
Theorem 3.50 is satisfied.

Remark 3.52. Since desingularization is a problem of local nature, it is clear
that Theorem 3.50 and Corollary 3.51 are true for any integral flat (not neces-
sarily proper) curve over S.

Let us conclude with two examples of resolutions of singularities.

Example 3.53. Let R be a discrete valuation ring with uniformizing parameter
t and residue field k. Let a ∈ R be a non-zero element, and let us consider

X = SpecR[x, y]/(xy − a).
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We are going to see how to resolve the possible singularities of X using the
sequence (3.11). The morphism X → SpecR is smooth everywhere if a ∈ R∗

and is smooth only outside of the closed point x = y = 0 of the special fiber
otherwise. In particular, X is regular outside of this point. If ν(a) = 1, then X
is regular (Corollary 4.2.12).

Let us suppose e = ν(a) ≥ 2. Let us write a = teu with u ∈ R∗. The scheme
X is normal (Lemma 4.1.18). Let X1 → X be the blowing-up of the reduced
singular point (that corresponds to the maximal ideal (x, y, t)). Let us consider
the following elements of K(X):

x1 = x/t, y1 = y/t, y2 = y/x, t2 = t/x, t3 = t/y.

Using Lemma 1.4, we see that X1 is a union of three open subschemes SpecAi,
i = 1, 2, 3, with

A1 = R[x, y, x1, y1] = R[x1, y1], with x1y1 = te−2u,

A2 = R[x, y, y2, t2] = R[x, t2], with xt2 = t,

because y2 = te−2
2 xeu. And by symmetry,

A3 = R[y, t3], with yt3 = t.

If e = 2, then X1 is regular and its special fiber is of the form

where the horizontal component is a projective line over the residue field k and
the two oblique components are affine lines over k (a cross means that we have
removed a point from a projective curve). If e ≥ 3, then SpecA2 and SpecA3 are
regular. The open subscheme SpecA1 is regular if e = 3 and singular otherwise.
The special fiber of X1 is of the form

q

where q is the singular point of X1 if e ≥ 4. As SpecA1 is of a form similar to
X, with e replaced by e− 2, its blowing-up along the point q is computed in the
same way as X1 → X. Thus we see that after [e/2] successive blowing-ups of
singular points, we end up with a desingularization f : Z → X of X. If e ≥ 2,
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the inverse image of the singular point of X under f is a chain of e−1 projective
lines over k:

Figure 11. Special fiber of Z with e + 1 irreducible components.

In the preceding example, the desingularization consists uniquely of blowing
up isolated singular points. But this is not the case in general, even if we start
out with a normal surface.

Example 3.54. Let R be as in the example above. We suppose char k 
= 2, 3.
Let

X = SpecR[x, y], y2 = t(x3 + t3).

Then X has a smooth generic fiber, it is normal (use Example 2.26), and its
unique singular point q corresponds to the maximal ideal (x, y, t). Let X1 → X
be the blowing-up of X along the point q. Then X1 contains an open subscheme

U1 = SpecR[x1, y1], y2
1 = t2(x3

1 + 1),

where x1 = x/t and y1 = y/t. The normalization of U1 is

U ′
1 = SpecR[x1, z1], z2

1 = x3
1 + 1,

where z1 = y1/t. Hence X1 is not normal. We can verify that the normalization
X ′

1 → X1 resolves the singularities of X1, and that the special fiber of X ′
1 is

the union of an affine line (strict transform of the special fiber Xk of X) of
multiplicity 2 in Xk (Definition 7.5.6), and of an elliptic curve.

2 Xk

elliptic

Exercises

3.1. Let S = SpecZ, X = ProjZ[T0, T1]. Let us consider the point x ∈
D+(T0) ⊂ P1

Q
corresponding to the ideal (t21 − 2)Q[t1] where t1 = T−1

0 T1.
Determine {x}.

3.2. Let X = P1
Z
, and let f : XQ → XQ be an automorphism corresponding to

a matrix of PGL2(Q). Determine the domain of definition of the rational
map X ��� X induced by f .
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3.3. Let R be a discrete valuation ring, with uniformizing parameter t, S =
SpecR, and X a normal, flat, Noetherian scheme over S. We are going to
study the set N of points x ∈ Xs such that OXs,x is not reduced.
(a) Let Γ be an irreducible component of Xs. Let νΓ be the normalized

valuation of K(X) associated to the generic point of Γ. Show that
the multiplicity of Γ in Xs (Definition 7.5.6) is equal to νΓ(t).

(b) Show that if νΓ(t) ≥ 2, then Γ ⊆ N .
(c) Let x be a closed point of Xs. We suppose that the irreducible com-

ponents of Xs containing x are of multiplicity 1.
(1) Let a ∈ OX,x be such that an = tb with n ≥ 2 and b ∈ OX,x. Let

f = a/t ∈ K(X)∗. Show that for any irreducible component Γ of
Xs passing through x, we have νΓ(f) ≥ 0.

(2) Show that x /∈ Supp(f)∞ and that f ∈ OX,x. Deduce from this
that x /∈ N .

(d) Conclude that N is the union of the irreducible components of Xs of
multiplicity at least 2.

(e) Give a quick proof using Corollary 2.22 and Proposition 2.11.
(f) Let k be a field and n ≥ 2. Study the example Spec k[u, v]/(un, uv),

and show that property (d) above is not true for this curve.

3.4. Give explicit equations of a fibered surface X → SpecZ such that XQ �
P1

Q
and that Xp is an irreducible curve of multiplicity 2, for some prime

number p.

3.5. Let f : X → S be a fibered surface over a Dedekind scheme of dimension
1, with generic fiber XK(S) � P1

K(S). Let s ∈ S be such that Xs is
geometrically integral.
(a) Suppose S is local. Show that Xs � P1

k(s) using the fact that pa(Xs) =
0 and that Xs(k(s)) 
= ∅.

(b) Let D be the Cartier divisor corresponding to a section of X → S.
Show that, under the S local assumption, OX(D) is very ample.

(c) Show that there exists an open neighborhood V of s such that
f−1(V ) � P1

V .

3.6. Let π : X → S be a smooth arithmetic surface with geometrically con-
nected generic fiber of genus g.
(a) Let us suppose g = 0. Show that π∗(ω∨

X/S) is locally free of rank 2
over S. Show that ω∨

X/S is very ample if S is affine. Deduce from this
that we have an isomorphism of S-schemes X � ProjB, where B is
the graded OS-algebra

B := ⊕n≥0(π∗(ω∨
X/S))⊗n.

(b) Let us suppose g ≥ 1. Show that π∗ωX/S is locally free of rank g over
S. Show that ωX/S is generated by its global sections if S is affine.
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Let us moreover suppose that no geometric fiber Xs is hyperelliptic
(in particular, g ≥ 3). Show that ωX/S is very ample if S is affine,
and that in general, X � ProjB with

B := ⊕n≥0(π∗(ωX/S))⊗n.

(c) Let us suppose that g ≥ 2 and that the generic fiber Xη is hyperellip-
tic, a double covering of P1

K(S). Let σ be the hyperelliptic involution
of Xη. Show that σ extends in a unique way to an involution on X,
and that X/〈σ〉 is a smooth arithmetic surface with generic fiber iso-
morphic to P1

K(S). Deduce from this that Xs is a hyperelliptic curve
for every s ∈ S.

3.7. Let f : X → Y be a morphism of schemes. Let y ∈ Y and

p : X ′ = X ×Y SpecOY,y → X

be the projection morphism.
(a) Show that p induces an isomorphism of the fibers X ′

y � Xy.
(b) For any x ∈ Xy, show that OX′,p−1(x) � OX,x.

3.8. Let X, Y be normal fibered surfaces over a Dedekind scheme S with
dimS = 1. Let f : X → Y be a birational S-morphism.
(a) Show that f is surjective.
(b) Let us suppose that for any s ∈ S, the curves Xs and Ys have the same

number of irreducible components. Show that f is an isomorphism.
(c) Deduce from this that every birational morphism X → X is an auto-

morphism.
(d) Let f : X → X be a non-constant morphism. Show that it is finite.

3.9. Let f : X → Y be a finite morphism of normal fibered surfaces over S
with dimS = 1. Let ξ be a generic point of a closed fiber Xs, and ξ′ its
image in Ys.
(a) Show that the multiplicity of {ξ′} in Ys divides that of {ξ} in Xs.
(b) Show that k(ξ′) ⊆ k(ξ). Deduce from this that if {ξ} is geometrically

reduced (resp. geometrically integral), then so is {ξ′}.
3.10. Let X → S be an arithmetic surface.

(a) Let S′ → S be an étale morphism with S′ connected. Show that S′ is
a Dedekind scheme, and that X ×S S′ → S′ is an arithmetic surface.

(b) Give an example where (a) is false if S′ → S is not étale.

3.11. Let π : X → S be an arithmetic surface, s ∈ S a closed point. Show that
for any x ∈ Xs, we have dimk(x) TXs,x ≤ 2.
See [95] for a converse (by imposing additional conditions of global
nature).
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3.12. Let π : X → S be an arithmetic surface, x ∈ X a closed point, and
s = π(x). Let t be a uniformizing parameter for OS,s. Show that x is a
regular point of Xs if and only if t /∈ m2

xOX,x.

3.13. Let π : X → S be a fibered surface with dimS = 1. Let X → S′ → S be
the decomposition of π as in Proposition 3.8. Show that if Xs is reduced,
then S′ → S is étale above s. Show that if X → S is smooth, then the
same holds for X → S′.

3.14. We are going to show a more explicit version of Theorem 3.26(b). Let X
be a Nagata, Noetherian, integral scheme. Let ν be a valuation of K(X)
with center x ∈ X. Let us suppose that k(ν)/k(x) is of finite type and
that

trdegk(x) k(ν) = dimOX,x − 1.

If ν is not of the first kind in X, we consider the blowing-up X1 → X with
center {x} (reduced subscheme). As X1 → X is proper, ν has a center
x1 in X1. Once more, we blow X1 up along {x1}. We thus construct a
sequence

· · · → Xn → · · · → X1 → X0 = X,

where Xn+1 → Xn is the blowing-up of Xn along {xn}, with xn the center
of ν in Xn. We want to show that ν is of the first kind in Xn for some n.
(a) Let us set x0 = x. The local rings Oxn

:= OXn,xn
form an ascending

sequence of subrings of Oν . Let f ∈ Oν . For every n ≥ 0, let us set

rn = min{ν(bn) | bn ∈ Oxn
, bnf ∈ Oxn

}.

Show that the rn form a strictly descending sequence whenever rn >
0. Deduce from this that ∪n≥0Oxn

= Oν .
(b) Show that there exists an r ≥ 0 such that dimOxn

= 1 for every
n ≥ r.

(c) Let O′
xn

be the integral closure of Oxn
. Show that the SpecO′

xn
,

n ≥ r, form a descending sequence of open and finite subschemes
of SpecO′

x0
(Exercise 3.1). They are therefore equal from some rank

q ≥ r on.
(d) Show that the quotients Oxn/Oxq , n ≥ q, are of finite length, and

that they form an ascending sequence that is stationary from some
rank m on.

(e) Show that Oxm
= Oν .

3.15. Let X, Y be two fibered surfaces over a Dedekind scheme S of dimension
1. Let us suppose that X, Y are smooth over S, that there exists an
isomorphism fη : Xη → Yη of the generic fibers, and that pa(Xη) ≥ 1. We
want to show that fη extends uniquely to an isomorphism f : X → Y .
See also Example 9.3.15.
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(a) Show the uniqueness of f if it exists.
(b) Show that we can suppose that X, Y have connected fibers over S (use

Proposition 3.8). Show that Ys is then irreducible, and that pa(Ys) =
pa(Xη).

(c) We identify Xη and Yη via the isomorphism fη. Let us suppose that
the birational map fη : X ��� Y is not a morphism. Let ν be the
valuation of K(Y ) corresponding to the generic point of Ys. Using the
method of Exercise 3.14(a)–(b), show that there exists a sequence of
blowing-ups with regular closed centers Xn → Xn−1 → · · · → X0 =
X such that ν is centered at a point of codimension 1 of Xn.

(d) Using Theorem 1.19, show that Ys is a rational curve. Deduce from
this a contradiction with (b).

3.16. Let f : X → Y be a dominant morphism of finite type between locally
Noetherian integral schemes. Let ν be a discrete valuation of K(X), and
let ν′ denote the valuation ν|K(Y ) of K(Y ).
(a) Show that trdegk(ν′) k(ν) ≤ trdegK(Y ) K(X).
(b) Let us suppose that ν is of the first kind, that it admits a center

x ∈ X, and that Y is universally catenary and Nagata. Show that ν′

is of the first kind in some blowing-up of Y .

3.17. Let A be a Dedekind domain of dimension 1. Let f : X → Y be a proper
birational morphism of normal fibered surfaces over A. Let us suppose
that Y is regular.
(a) Show that the exceptional locus E ⊂ X of f is made up of a finite

number of vertical divisors E1, . . . , En (Theorem 7.2.22).
(b) Show that there exists a Cartier divisor D > 0 on Y such that Y \

SuppD is affine and contains ∪if(Ei).
(c) Using the divisor f∗D and Proposition 3.30, show that f is the con-

traction morphism of the Ei. Deduce from this that f is a projective
morphism.

3.18. Let X be a locally Noetherian integral scheme. Let F be a connected
subset of X and f : X → Y a projective birational morphism with Y
normal and locally Noetherian, f(F ) = y0, and X \ F � Y \ {y0} (so f
contracts F to a point). Let g : X → Z be a dominant morphism with Z
integral and g(F ) = z0.
(a) Show that f∗OX = OY and that via the isomorphism K(Y ) � K(X),

we have OY,y0 = ∩x∈FOX,x.
(b) Let us identify K(Z) with a subfield of K(X) via g. Show that

OZ,z0 ⊆ OX,x for every x ∈ F . Deduce from this that OZ,z0 ⊆ OY,y0

and that the rational map h : Y ��� Z is a morphism with g = h ◦ f .

3.19. Let f : X → S be a fibered surface over a Dedekind scheme of dimension
1. Let s1, . . . , sn be closed points of S and {Eij}i,j irreducible vertical



 

372 8. Birational geometry of surfaces

divisors of X with Eij ⊂ Xsi
. Show that the contraction of the Eij exists

if and only if for i ≤ n, the contraction of the Eij exists in the fibered
surface X ×S SpecOS,si → SpecOS,si .

3.20. Let X be a proper normal surface over a field k. Let E1, . . . , En be prime
divisors on X. Let us suppose that there exists an effective Cartier divisor
D on X such that OX(D)|Ei

� OEi
for every i ≤ n and that for any

prime divisor Γ different from the Ei, we have degOX(D)|Γ > 0. Show
that Lemma 3.32 is true for (X, D) and that there exists a contraction
morphism of the divisors E1, . . . , En.

3.21. Let OK be a discrete valuation ring that is Nagata. Let X be a fibered
surface over OK . Let us consider the OK-valuations of K(X) of the first
kind ν1, . . . , νr.
(a) Show that there exists a birational morphism X1 → X such that the

νi have centers of codimension 1 in X1.
(b) Let us suppose that OK is, moreover, Henselian. Show that there

exists a fibered surface X2, birational to X, such that the valuations
induced by the generic points of the special fiber of X2 are exactly
the νi, 1 ≤ i ≤ r.

3.22. Let X be an excellent, Noetherian, integral scheme of dimension 1. Show
that the desingularization of X can be accomplished by a sequence of
blowing-ups with regular centers as in Proposition 1.26

3.23. Let X = ProjZ[x, y, z]/(3x3 + 4y3 + 5z3).
(a) Show that for any prime number p 
= 2, 3, 5, the fiber Xp is an elliptic

curve over Fp.
(b) Show that X5 is contained in the regular locus Reg(X) and that X5

is the union of a projective line over F5 and a singular irreducible
conic over F5.

(c) Show that X2 contains a unique singular point q2 of X, and that
after two blowing-ups of singular points, one resolves the singularity
q2. See Figure 12.

Z2

2Γ4

Γ1 Γ2
Γ2Γ1

Γ’2

Γ1 2Γ5

3Γ3
3Γ3

2q

X2

Figure 12. Resolution of singularities of X ×Spec Z SpecZ2.

The components Γ1,Γ3,Γ4 are projective lines over F2, Γ′
2 is a singular

irreducible conic over F2, and Γ2,Γ5 are projective lines over F4.
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2Γ2

4Γ4 Γ13

Γ3

Γ52

Γ13

Γ32Γ2
q3

Γ13

X3

Γ52

Γ13

2Γ2 Γ3

4Γ4

Γ66

3X’

Figure 13. Partial resolution of singularities of X ×Spec Z SpecZ3.

(d) Show that X3 contains a unique singular point q3 of X, and that after
three blowing-ups of singular points, one obtains a surface X ′ with
only one singular point contained in X ′

3. Using techniques we will
develop in the next chapters, it is possible to show that after some
more blowing-ups, one obtains a desingularization Z → X with Z3
of type II∗ (see Subsection 10.2.1, Figure 41).

3.24. Let R be a discrete valuation ring. Let X → SpecR be a normal fibered
surface with smooth generic fiber. Show that X ×R R̂ is normal.

3.25. Let X be a reduced locally Noetherian scheme. Show that if X admits
a desingularization in the strong sense, then the set Reg(X) of regular
points of X is open.

3.26. Let f : X → S be a fibered surface over a Dedekind scheme of dimension
1, with smooth generic fiber. Let L be a finite extension of K(X). Show
that the normalization of X in L (Definition 4.1.24) is a finite morphism
(reduce to the case when S is local and proceed as for Lemma 3.49).

3.27. Let X → S be a fibered surface as in Theorem 3.50 with S affine. Let
πn : Xn → X be the last element of the sequence (3.11) associated to X
(hence Xn is regular while Xn−1 is singular).
(a) Let f : Z → X be a proper birational morphism with Z regular. Show

that f factors in a unique way into g : Z → Xn and πn : Xn → X.
Deduce from this that f is projective (use Exercise 3.17).

(b) Show that there exists a birational projective morphism X ′ → Xn,
made up of successive blowing-ups with finite regular centers, that
factors into X ′ → Z → Xn.
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3.28. Let K be a non-excellent discrete valuation field. Let L/K be a finite
inseparable extension contained in the completion K̂ of K.
(a) Show that the integral closure OL of OK in L is never finite over OK .
(b) Let C = P1

L, considered as an algebraic curve over K. Show that
there exists a scheme X, integral, projective, and flat over OK , such
that XK � C.

(c) Show that there does not exist any alteration Y → X with Y regular.
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Regularsurfaces

This chapter is devoted to regular fibered surfaces and presents several
fundamental theorems. Section 9.1 develops intersection theory, starting from
the local definition. In the case of arithmetic surfaces, we show that the intersec-
tion matrix associated to a closed fiber is negative semi-definite (Theorem 1.23).
We also show relations between numerical invariants of the generic fiber and
those of the closed fibers (Proposition 1.35 and Theorem 1.37). The intersection
theory presented here is rather elementary, even though it is well adapted to the
case of regular surfaces. We invite the reader to study the subject more thor-
oughly with the book of Fulton [37] that treats intersection theory in a general
setting.

Section 9.2 studies the relation between morphisms of regular fibered surfaces
and intersection numbers. First, we classify birational morphisms (factorization
theorem, 2.2). Next, we show the projection formula (Theorem 2.12) for domi-
nant projective morphisms. We then use these results to show a strong version of
the embedded resolution of curves in a regular surface (Theorem 2.26). Finally,
we describe the local structure of arithmetic surfaces X → S whose closed fibers
are normal crossings divisors (Proposition 2.34).

In Section 9.3, we start by proving Castelnuovo’s criterion (Theorem 3.8),
which characterizes integral vertical curves that can be contracted to a regu-
lar point. This criterion makes it possible to prove the existence of relatively
minimal models in a birational equivalence class of a fixed fibered surface
(Proposition 3.19), and also the existence of the minimal model for ‘sufficiently
general’ surfaces (Theorem 3.21 and also Exercise 3.2). In the same spirit, we
introduce the notion (and show the existence) of minimal desingularization and
minimal desingularization with normal crossings (Propositions 3.32 and 3.36).
The last section is more technical. There we show the numerical Artin con-
traction criterion (Theorem 4.7). Combined with Theorem 4.15, this general-
izes Castelnuovo’s criterion. Using this technique, we show the existence of the
canonical model (Proposition 4.20). To conclude, we study Weierstrass models of
elliptic curves in relation to the discriminant. We show that a Weierstrass model
is minimal if and only if its minimal desingularization is the minimal regular
model (Theorem 4.35).
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Even if our principal interest is the study of arithmetic surfaces, we system-
atically include the geometric case (dimS = 0) when it does not weigh down the
proof. The exceptions essentially concern Subsections 9.3.2, 9.3.3 (minimal sur-
faces), 9.4.3 (canonical model), and 9.4.4, whose subject is specific to arithmetic
surfaces.

9.1 Intersection theory on a regular surface

In this section, we define the intersection number of two divisors (of which at
least one is vertical) on a regular fibered surface. This provides a tool of fore-
most importance for the study of these surfaces. The intersection number is first
defined locally for two effective divisors with no common component. It is then
extended to the general case by bilinearity.

9.1.1 Local intersection

We fix a regular, Noetherian, connected scheme X of dimension 2. Let us recall
that the Cartier divisors on X can be identified with the Weil divisors on X
(Proposition 7.2.16). For any Cartier divisor D, we let OX(D) denote the invert-
ible sheaf associated to D. If D is effective, then OX(−D) is a sheaf of ideals of
OX . Consequently, D is naturally endowed with the closed subscheme structure
V (OX(−D)) of X.

Let D and E be two effective divisors on X with no common irreducible
component. Let x ∈ X be a closed point. As SuppD ∩ SuppE = {x} or ∅
in a neighborhood of x, we have

√
OX(−D)x +OX(−E)x ⊇ mxOX,x. Hence

OX,x/(OX(−D)x + OX(−E)x) is an Artinian ring, and, consequently, of finite
length (Proposition 7.1.25).

Definition 1.1. Let D and E be two effective divisors on X, with no common
irreducible component. Let x ∈ X be a closed point. We call the integer

ix(D, E) = lengthOX,x
OX,x/(OX(−D)x +OX(−E)x)

the intersection number or intersection multiplicity of D and E at x. It is a
non-negative integer, and ix(D, E) = 0 if and only if x /∈ SuppD ∩ SuppE.

Example 1.2. Let X = Spec k[u, v] be the affine plane over a field k. Let
x ∈ X be the point corresponding to the maximal ideal (u, v), let D = V (u) and
E = V (u + vr) for some r ≥ 1. Then ix(D, E) = length(k[u, v]/(u, u + vr)) = r.

x
0u = 

X
u+v  = 0r

Figure 14. Two divisors which meet with multiplicity r ≥ 2.
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Example 1.3. Let X = SpecZ[1/6, u, v]/(v2+u3+p), where p is a prime number
different from 2 and 3. This is a regular scheme. Let D = (u) and E = (p). Then
D and E meet at a unique point x corresponding to the ideal (p, u, v). We have
ix(D, E) = 2.

Lemma 1.4. Let X be a regular, Noetherian, connected scheme of dimension
2, x ∈ X a closed point. For any triplet of effective Cartier divisors D, E, F that,
pairwise, have no common component, the following properties are true.

(a) ix(D, E) = ix(E, D).
(b) Let j : E → X be the closed immersion. Then the divisor D|E := j∗D

(see Lemma 7.1.29(b)) is an effective Cartier divisor on E, and we have
the isomorphism and equality

OE(D|E) � OX(D)|E , ix(D, E) = multx(D|E)

if x ∈ E (Definition 7.1.27).
(c) ix(D + F, E) = ix(D, E) + ix(F, E).

Proof (a) The symmetry of ix(·, ·) follows from the definition.
(b) By Corollary 8.2.18 and Proposition 8.2.15(b), the scheme D has no

embedded point. Therefore, D|E is well defined, and its properties are contained
in Lemma 7.1.29. (We can also see this by using the fact that the local rings of
X are unique factorization domains.) As

OE,x/OE(−D|E)x = OX,x/(OX(−D)x +OX(−E)x),

we have

multx(D|E) = lengthOE,x
OE,x/OE(−D|E)x = ix(D, E).

(c) We have (D+F )|E = D|E+F |E . It suffices to apply (b) and the additivity
of the function multx (Definition 7.1.27).

Corollary 1.5. Let D, E be two divisors on X without common component.
We can write D = D1 − D2, E = E1 − E2, with Di, Ej effective and pairwise
without common component. Let us set

ix(D, E) := ix(D1, E1)− ix(D1, E2)− ix(D2, E1) + ix(D2, E2).

Then this number is independent of the choice of the Di and Ej . Moreover,
ix(·, ·) is symmetric bilinear in its definition domain (that is, the equalities of
Lemma 1.4(a), (c) are true for Cartier divisors D, E, F which are pairwise with-
out common component).

Proof This immediately follows from Lemma 1.4.
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Definition 1.6. Let Y be a regular Noetherian scheme, and let D be an effective
Cartier divisor on Y . We say that D has normal crossings at a point y ∈ Y if
there exist a system of parameters f1, . . . , fn of Y at y, an integer 0 ≤ m ≤ n,
and integers r1, . . . , rm ≥ 1 such that OY (−D)y is generated by fr1

1 · · · frm
m . We

say that D has normal crossings if it has normal crossings at every point y ∈ Y .
We say that the prime divisors D1, . . . , D� meet transversally at y ∈ Y if they
are pairwise distinct and if the divisor D1 + · · ·+ D� has normal crossings at y.

, x , x

DE

T
x

TD E

Figure 15. Two divisors that meet transversally.

Remark 1.7. Under the hypotheses of Definition 1.6, we sometimes say that
D has strictly normal crossings, keeping the term normal crossings for the more
general case that there exists an étale morphism π : Z → Y such that π∗D has
normal crossings in the sense of Definition 1.6.

Let D be an effective Cartier divisor on X. The closed immersion D → X
induces an injective linear map on the tangent spaces TD,x → TX,x for every
x ∈ X. We will identify TD,x with its image in TX,x.

Proposition 1.8. Let X be a regular, Noetherian, connected scheme of dimen-
sion 2. Let D, E be two distinct prime divisors, and x ∈ SuppD. The following
properties are true.

(a) The divisor D has normal crossings at x if and only if the scheme D is
regular at x.

(b) Let us moreover suppose that x ∈ SuppD ∩ SuppE. Then the following
properties are equivalent:

(i) D and E meet transversally at x.
(ii) The maximal ideal mx of OX,x is generated by OX(−D)x and

OX(−E)x.
(iii) ix(D, E) = 1.
(iv) The schemes D and E are regular at x, and we have TD,x⊕TE,x =

TX,x.

Proof (a) follows from Corollary 4.2.15.
(b) The equivalence (i) ⇐⇒ (ii) follows directly from the definition. The

equivalence (ii) ⇐⇒ (iii) follows from the fact that a non-zero module has length
1 if and only if it is a field.

Let f, g be respective generators of OX(−D)x and OX(−E)x. Let dxf ,
dxg be their respective differentials at x. Then TD,x = (dxf)⊥ ⊂ TX,x and
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TE,x = (dxg)⊥. Let us suppose that (ii) is verified. Then mx = (f, g). Hence
TD,x + TE,x = TX,x. In addition, the maximal ideal of OD,x is generated by the
image of g in OD,x, and hence dimk(x) TD,x ≤ 1. This implies that D is regular
at x. The same holds for E. A dimension argument now shows that the spaces
TD,x and TE,x form a direct sum. Conversely, let us suppose that we have (iv).
Then dxf and dxg generate T∨

X,x, and hence (f, g) = mx by Nakayama.

We conclude this subsection with the ‘moving lemma’, which can be useful
in computing the global intersection number of two divisors on a regular fibered
surface.

Lemma 1.9. Let K be a field and let ν1, . . . , νr be non-trivial discrete valuations
of K that are pairwise non-equivalent. The following properties are true.

(a) For any m ≥ 0, there exists an h ∈ K such that ν1(h − 1) ≥ m and
νi(h) ≥ m for every i ≥ 2.

(b) (Approximation theorem) For any i, we suppose given an element fi ∈ K
and an integer ni ∈ Z. Then there exists an f ∈ K such that νi(f −fi) =
ni for every i.

Proof (a) Let us show by induction on r that there exists an a ∈ K such that
ν1(a) < 0 and νi(a) > 0 if i ≥ 2. Let us first note that for two distinct discrete
valuations ν and ν′, there exists an e ∈ K such that ν(e) ≤ 0 and ν′(e) > 0.
Let us first suppose r = 2. Let b, c ∈ K be such that ν1(b) ≤ 0, ν2(b) > 0, and
ν1(c) > 0, ν2(c) ≤ 0. Then a = b/c is appropriate. Let us suppose r ≥ 3. Let
e ∈ K be such that ν1(e) < 0 and νr(e) > 0. By the induction hypothesis, there
exists an f ∈ K such that ν1(f) < 0 and νi(f) > 0 if 2 ≤ i ≤ r− 1. If νr(f) ≥ 0,
then a = efn is appropriate for n large enough. If, on the contrary, νr(f) < 0,
then for any n > 0, we have

νi(efn/(1 + fn)) =
{

νi(e) + nνi(f) if 2 ≤ i ≤ r − 1
νi(e) if i = 1, r.

Hence a = efn/(1+fn) is appropriate for n large enough. Consequently, for any
r ≥ 2, there exists an a ∈ K such that ν1(a) < 0 and νi(a) > 0 for 2 ≤ i ≤ r.

Let a ∈ K be as above, and let m ≥ 0. Taking h = am/(1+ am), we have the
desired properties.

(b) Let gi ∈ K be such that νi(gi − fi) = ni. We fix an integer m ≥ ni −
νi(gj) + 1 for every i, j. By (a), there exist hi ∈ K such that νi(hi − 1) ≥ m and
νj(hi) ≥ m if j 
= i. Let us set

f = h1g1 + h2g2 + · · ·+ hrgr.

Then we have νi(f −gi) ≥ ni +1. Hence νi(f −fi) = νi(f −gi +gi−fi) = ni.

Corollary 1.10 (‘Moving lemma’). Let X be a normal, Noetherian, connected,
separated scheme. Let D and E be two Weil divisors on X. Then there exists an
f ∈ K(X) such that (f) + D and E have no common component.
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Proof Let ν1, . . . , νr be the discrete valuations of K(X) induced by the generic
points ξi of the irreducible components Γi of SuppE. Let us show that these
valuations are pairwise distinct. Let us, for example, suppose that ν1 = ν2. Then
OX,ξ1 = OX,ξ2 =: A. The canonical morphisms φi : SpecA = SpecOX,ξi

→
X, i = 1, 2, coincide at the generic point of SpecA. Hence they coincide on a
non-empty open subset of SpecA. By Proposition 3.3.11 (since X is presumed
separated), we have φ1 = φ2; hence ξ1 = ξ2, which is impossible.

Let us write D =
∑

1≤i≤r niΓi + D′, where D′ is a divisor with no common
component with E, and ni ∈ Z. By Lemma 1.9(b), there exists an f ∈ K(X)
such that νi(f) = −ni for every i ≤ r. It follows that multξi

(D + (f)) = 0 for
every i ≤ r. Hence D + (f) and E do not have any common component.

On a regular scheme, we have a finer version of the moving lemma. Let us
recall that the support SuppD of a Cartier divisor D on a Noetherian scheme
X is the set of x ∈ X such that OX(D)x 
= OX,x as subgroups of KX,x. If X is
regular, we have SuppD = Supp[D] (Exercise 7.2.4(b)).

Proposition 1.11. Let X be a regular, connected, quasi-projective scheme
over an affine Noetherian scheme. Let D be a Cartier divisor on X, and let
x1, . . . , xm ∈ X. Then there exists a D′ ∼ D such that xi /∈ SuppD′ for every
i ≤ m.

Proof We may suppose that the xi are pairwise distinct. Using the equivalence
between Cartier divisors and Weil divisors on X (Propositions 7.2.14(c) and
7.2.16), we can assume that D is effective. As the xi belong to the same affine
open subscheme (Proposition 3.3.36), we can suppose that X is affine. Moreover,
by replacing xi by a point belonging to {xi}, we can suppose that xi is closed.
Let us show the proposition by induction on m. Let us set x = xm. As X is affine,
there exists a π ∈ H0(X,OX(−D)) such that πx generates OX(−D)x. We have
OX(D + div(π))x = OX,x; hence x /∈ Supp(D + div(π)) and the proposition
is true for m = 1. Let us suppose m ≥ 2 and the proposition true for m − 1.
By replacing D by a linearly equivalent Cartier divisor, we can suppose that
xi /∈ SuppD for every i ≤ m− 1, and that x ∈ SuppD.

Let I (resp. mi) be the radical ideal of H0(X,OX) corresponding to the
closed subset SuppD (resp. to the point xi). Then there exists an integer r ≥ 1
such that Ir ⊆ H0(X,OX(−D)). For any i ≤ m − 1, we have xi /∈ SuppD ∪
{x1, . . . , xi−1, xi+1, . . . , xm}. There therefore exist gi ∈ I ∩ ∩j �=i,mmj such that
gi /∈ mi. Let us set

f = π +
∑

1≤i≤m−1

aig
r+1
i ,

where the ai ∈ H0(X,OX) are chosen such that π+aig
r+1
i /∈ mi for each i ≤ m−1

(this is possible because gi /∈ mi). We then have f /∈ mi for every i ≤ m − 1.
Let us set D′ = D + div(f) ≥ 0. For any i ≤ m − 1, xi /∈ SuppD′ because
OX(D′)xi

= OX(D)xi
= OX,xi

. Finally, as (gr+1
i )x ∈ IOX(−D)x ⊆ πxmxOX,x,

we have fxOX,x = OX(−D)x. Hence OX(−D′)x = OX,x and x /∈ SuppD′.
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9.1.2 Intersection on a fibered surface

Let us fix for the entire subsection a regular fibered surface π : X → S over a
Dedekind scheme. The fact that S is not necessarily ‘compact’ (i.e., a proper alge-
braic variety over a field) makes it in general impossible to define the intersection
of two arbitrary divisors on X. However, this obstacle can easily be circumvented
when one of the divisors in question is vertical. This is what we are going to do
in this subsection. Let us recall that on X and S, there is an equivalence between
the Weil divisors and the Cartier divisors (Proposition 7.2.16). Let s ∈ S be a
closed point. The set Divs(X) of Cartier divisors on X with support in Xs forms
a subgroup of Div(X) (we have Divs(X) = Div(X) if dimS = 0). If dimS = 1,
then Divs(X) has the irreducible components of Xs as a basis.

Let E be an effective Cartier divisor on X such that E ≤ Xs (the condition
is empty if dimS = 0). Then the scheme E is a closed subscheme of Xs, and it
is therefore a projective curve over k(s).

Theorem 1.12. Let X → S be a regular fibered surface. Let s ∈ S be a closed
point. Then there exists a unique bilinear map (of Z-modules)

is : Div(X)×Divs(X) → Z

which verifies the following properties:

(a) If D ∈ Div(X) and E ∈ Divs(X) have no common component, then

is(D, E) =
∑

x

ix(D, E)[k(x) : k(s)],

where x runs through the closed points of Xs.
(b) The restriction of is to Divs(X)×Divs(X) is symmetric.
(c) is(D, E) = is(D′, E) if D ∼ D′.
(d) If 0 < E ≤ Xs, then

is(D, E) = degk(s) OX(D)|E

(Definition 7.3.29).

Proof The uniqueness of is follows from its bilinearity and from property (d)
since Divs(X) is generated by the prime divisors with support in Xs (see also
Exercise 1.4). Let us now construct is. Let (D, E) ∈ Div(X) × Divs(X). Let
us write E =

∑
1≤i≤r niΓi with ni ∈ Z, and where the Γi are the irreducible

components of Xs. Let us set

is(D, E) =
∑

1≤i≤r

ni degk(s) OX(D)|Γi
. (1.1)

This is a map that is bilinear in D because the function deg is a group homo-
morphism. And it is clearly bilinear in E. It remains to show that is verifies
properties (a)–(d).
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(a) By the bilinearity of is and of the ix (Corollary 1.5), we can suppose that
D and E are two distinct prime divisors. By Lemma 1.4, we have OX(D)|E =
OE(D|E), [D|E ] =

∑
x ix(D, E)[x], and therefore

degk(s) OX(D)|E = degk(s)[D|E ] =
∑

x

ix(D, E)[k(x) : k(s)].

(b) Let us write D =
∑

j mjΓj and E =
∑

i niΓi. Then

is(D, E) =
∑
i,j

nimjis(Γi,Γj).

We have is(Γi,Γj) = is(Γj ,Γi). Indeed, there is nothing to prove if Γi = Γj .
Otherwise, we apply (a) and Lemma 1.4(a).

(c) By bilinearity, we can suppose E is prime. If D ∼ D′, then OX(D)|E �
OX(D′)|E , whence degk(s) OX(D)|E = degk(s) OX(D′)|E (Lemma 7.3.30(b)).

(d) Let us write E =
∑

1≤i≤r niΓi with ni ≥ 0 and the Γi prime. Let ξi be
the generic point of Γi. Then

OE,ξi = OX,ξi
/OX(−E)ξi

= OX,ξi
/OX(−niΓi)ξi

.

As in the proof of Lemma 8.3.9(b), we have lengthOE,ξi
= ni. By

Proposition 7.5.7, we have

degk(s) OX(D)|E =
∑

i

ni degk(s) OX(D)|Γi
= is(D, E),

whence (d).

Remark 1.13. Let (D, E) ∈ Div(X)×Divs(X). Let A = OS,s. Then the inter-
section number is(D, E) can be computed after the base change SpecA → S.
Indeed, we can suppose that E is a prime divisor. The closed immersion
i : E → X then decomposes into the closed immersion j : E → Y := XA followed
by the projection p : Y → X. We have

OX(D)|E = i∗OX(D) = j∗OY (p∗D),

and hence is(D, E) = degk(s) OX(D)|E = degk(s) OY (p∗D)|E .

Remark 1.14. If E ∈ Divs(X) is a prime divisor (therefore an integral curve
over k(s)), then

is(D, E) = degk(s) f∗(OX(D)),

where f is the composition of the normalization morphism E′ → E and the
closed immersion E → X. This follows from Proposition 7.3.8. This identity is
sometimes useful to define is(D, E).
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Definition 1.15. Let π : X → S be a regular fibered surface and s ∈ S a
closed point. For any D ∈ Div(X) and any E ∈ Divs(X), we call the integer
is(D, E) the intersection number of D and E. The number is(E, E) is called the
self-intersection of E and denoted E2. In general, if E is a vertical divisor, we
denote by D · E the 0-cycle

D · E :=
∑
s∈S

is(D, E)[s]

on S, where it is implied that if the support of D · E is concentrated in a point
s, then we identify D · E with the number is(D, E). In general, the context
eliminates any possible ambiguity.

Remark 1.16. If dimS = 0, then Divs(X) = Div(X), and is induces a symmet-
ric bilinear form Div(X)×Div(X) → Z. By Theorem 1.12, this factors through
a bilinear form

Pic(X)× Pic(X) → Z.

Let Num(X) be the quotient of Pic(X) by the subgroup of divisors D that are
numerically equivalent to 0 (i.e., D · E = 0 for every E). One can show that
Num(X) is free and finitely generated over Z, and that the bilinear form has
signature (1,−1, . . . ,−1) on Num(X)⊗Z R. This is Hodge’s index theorem (see
for example [43], Theorem V.1.9).

Remark 1.17. Let D, F be two Cartier divisors on X with no common com-
ponent. Then we can define the 0-cycle D · F on S by setting

D · F =
∑
s∈S

(∑
x∈Xs

ix(D, F )[k(x) : k(s)]

)
[s].

This operation is bilinear and symmetric in its domain of definition
(Corollary 1.5), but is not compatible with the linear equivalence relation (see
Remark 1.33). See also Remark 2.13.

Remark 1.18. Let X → S be a not necessarily regular fibered surface. Let
D, E be divisors on X with E vertical with support in Xs and D Cartier; then
we can still define the intersection number is(D, E) by once more taking formula
(1.1) of the proof of Theorem 1.12. If E is contained in Reg(X) and is such
that 0 < E ≤ Xs, then E2 is defined, and is equal to degk(s) OX(E)|E . See [57],
Section 13. Intersection theory on a normal surface is described for instance in
[71], II (b).

Example 1.19. Let us suppose S = Spec k with k a field. Let D and E be two
prime divisors on X, with no common component. Then

D · E ≥ number of intersection points of D and E,

with equality if and only if D and E meet transversally at points that are rational
over k. In this case, the intersection number coincides with the intuition. As a
particular case, if X = P2

k, then two distinct lines H1, H2 on X meet transversally
at a rational point. Hence H1 ·H2 = 1.
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Corollary 1.20 (Bézout identity). Let X = P2
k be the projective plane over a

field k. Let F, G ∈ k[x, y, z] be two coprime homogeneous polynomials of respec-
tive degrees m and n. Then we have

V+(F ) · V+(G) = mn.

In particular, the set V+(F ) ∩ V+(G) contains at most mn points.

Proof We have seen (Proposition 7.2.9) that V+(F ) ∼ mH1 and
V+(G) ∼ nH2, where H1, H2 are arbitrary planes on X. We can there-
fore take H1 
= H2. By Theorem 1.12 and the example above, we have
V+(F ) · V+(G) = mnH1 ·H2 = mn.

Proposition 1.21. Let π : X → S be an arithmetic surface (Definition 8.3.14),
and let s ∈ S be a closed point. The following properties are true.

(a) For any E ∈ Divs(X), we have E ·Xs = 0.
(b) Let Γ1, . . . ,Γr be the irreducible components of Xs, of respective multi-

plicities d1, . . . , dr. Then for any i ≤ r, we have

Γ2
i = − 1

di

∑
j �=i

dj Γj · Γi.

Proof (a) By virtue of Remark 1.13, we can suppose S is local, and hence s
is a principal divisor. It follows that Xs = π∗s (Lemma 8.3.9) is also a principal
divisor, whence E ·Xs = Xs · E = 0 by Theorem 1.12(c). Let i ≤ r. Then

0 = Γi ·Xs =
∑

1≤j≤r

dj Γi · Γj = diΓ2
i +

∑
j �=i

dj Γj · Γi,

which implies equality (b).

Example 1.22. Let OK be a discrete valuation ring with uniformizing param-
eter t, field of fractions K, and residue field k such that char k 
= 2. Let us write
P1

OK
= SpecOK [x] ∪ SpecOK [1/x]. Let X be the integral closure of P1

OK
in the

field K[y]/(y2 − x6 + t). Then X is the union of the open subschemes

U = SpecOK [x, y]/(y2 − x6 + t), W = SpecOK [v, z]/(z2 − 1 + tv6)

(we identify v with 1/x and z with y/x3). One can immediately verify that U and
W are regular. Thus X is an arithmetic surface over S = SpecOK . The curve Us,
where s is the closed point of S, has two irreducible components V (y − x3) and
V (y +x3). Let Γ1, Γ2 be their respective closures in X. They are the irreducible
components of Xs. They intersect at a unique point p ∈ U corresponding to the
maximal ideal (t, x, y). We have

Γ1 · Γ2 = lengthOX,p/(y − x3, y + x3) = length k[x, y]/(x3, y) = 3.

Therefore the appearance of Xs is represented by Figure 16. It follows from
Proposition 1.21 that Γ2

1 = Γ2
2 = −3.
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Γ

p

Γ

1

2

Figure 16. Two divisors that meet with multiplicity 3.

Let us keep the hypotheses of Proposition 1.21. Let us denote the real vector
space Divs(X) ⊗Z R by Divs(X)R. It is of finite dimension and has the images
of the irreducible components of Xs as a basis. By tensoring with R, the map is
induces a symmetric bilinear form 〈·, ·〉s : Divs(X)R ×Divs(X)R → R.

Theorem 1.23. Let X → S be an arithmetic surface and s ∈ S a closed point.
Then the bilinear form 〈·, ·〉s on Divs(X)R is negative semi-definite. Moreover,
if Xs is connected (e.g., if the generic fiber is geometrically connected), then
〈v, v〉s = 0 if and only if v ∈ XsR.

Proof Let Γ1, . . . ,Γr be the irreducible components of Xs and di the mul-
tiplicity of Γi in Xs. We can suppose r ≥ 2. Let us set aij = Γi · Γj and
bij = didjaij . We have bij ≥ 0 if i 
= j, and for any i ≤ r,

∑
j bij = Xs ·(diΓi) = 0

by Proposition 1.21. Likewise,
∑

i bij = 0 by symmetry. Let v =
∑

i xiΓi ∈
Divs(X)R. Let us set yi = xi/di. We then have

〈v, v〉s =
∑

1≤i,j≤r

aijxixj =
∑

1≤i,j≤r

bijyiyj = −
∑

1≤i,j≤r, i<j

bij(yi − yj)2 ≤ 0.

This shows that 〈·, ·〉s is negative semi-definite. If 〈v, v〉s = 0, then yi = yj if
bij 
= 0, that is to say, if Γi ∩ Γj 
= ∅. Consequently, the yi are equal for the
Γi belonging to the same connected component of Xs. It follows that yi = yj

for every i, j if Xs is connected. This implies that v = Xsy1. Conversely, every
element of XsR is isotropic by Proposition 1.21(a).

Corollary 1.24. Let π : X → S be an arithmetic surface over the spectrum
of a discrete valuation ring. Let Γ1, . . . ,Γr be the irreducible components of
Xs, of respective multiplicities d1, . . . , dr. Let us suppose that the di have no
common divisor and that k(s) is perfect. Then X → S is cohomologically flat
(Exercise 5.3.14). See also Exercise 1.14.

Proof Let us first suppose that OS = π∗OX . Hence Xs is geometrically con-
nected (Corollary 8.3.6). Let Z0 = (Xs)red. Then H0(Z0,OZ0) is reduced. Let Z
be a divisor such that Z0 ≤ Z ≤ Xs and that H0(Z,OZ) is reduced. Let us sup-
pose that Z < Xs. We are going to construct a divisor Z < Z ′ ≤ Xs such that
H0(Z ′,OZ′) is reduced. The hypothesis on the di implies that Xs − Z /∈ XsR.
It follows from Theorem 1.23 that (Xs − Z)2 < 0. There therefore exists an
irreducible component Γ of Xs such that (Xs − Z) · Γ < 0. This implies that
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Xs −Z ≥ Γ. Let us consider Z ′ = Z +Γ. Then Z < Z ′ ≤ Xs. We have the exact
sequence

0 → OX(−Z)/OX(−Z ′) → OX/OX(−Z ′) → OX/OX(−Z) → 0

which is, term by term, isomorphic to the exact sequence

0 → OX(−Z)|Γ → OZ′ → OZ → 0. (1.2)

As (−Z) · Γ < 0, we have H0(Γ,OX(−Z)|Γ) = 0, whence an exact sequence

0 → H0(Z ′,OZ′) → H0(Z,OZ)

which implies that H0(Z ′,OZ′) is reduced. By repeating this process a finite
number of times, we deduce that H0(Xs,OXs

) is reduced. As Xs, and therefore
SpecH0(Xs,OXs

), is geometrically connected over k(s), H0(Xs,OXs
) is a purely

inseparable field extension of k(s), and hence equal to k(s). Consequently, X → S
is cohomologically flat (Corollary 5.3.22).

Let us now show the general case. Let π′ : X → S′, S′ → S be the decomposi-
tion of X → S as in Proposition 8.3.8, with OS′ = π′

∗OX . Let us first show
that X → S′ is cohomologically flat. Let s′ ∈ S′ be a closed point and let
X ′ = X ×S′ SpecOS′,s′ . Any irreducible component Γ′ of X ′

s′ dominates an
irreducible component Γ of Xs. Let ξ, ξ′ be the respective generic points of Γ,
Γ′. Then OX,ξ = OX′,ξ′ . Therefore the multiplicity of Γ′ in X ′

s′ , which is also
the ramification index of OS′,s′ → OX′,ξ′ , divides the multiplicity of Γ in Xs. By
the first case, X ′ → SpecOS′,s′ is cohomologically flat. Therefore so is X → S′

(Exercise 5.3.14(a)). Consequently, X → S′ is cohomologically flat.
Let t be a uniformizing parameter for OS,s. Let

Y = X ×S′ Spec(O(S′)/(t)).

Then H0(X,OX)⊗OS,s
k(s) = H0(X,OX)⊗O(S′) O(S′)/(t) � H0(Y,OY ). Now

Y = Xs. Hence X → S is cohomologically flat.

Remark 1.25. If k(s) is not perfect, we have the same result if we suppose that
the gcd d′ of the diei, where ei is the geometric multiplicity of Γi (Exercise 1.9),
is equal to 1. More generally, it suffices to suppose that d′ is prime to char(k(s))
([81], Théorème 7.2.1).

Let f : X → Y be a birational morphism of fibered surfaces over S with X
regular and Y normal. Let y ∈ Y be a closed point such that dimXy ≥ 1. By
Corollary 5.3.16, Xy is a connected curve over k(y). Let Γ1, . . . ,Γr denote the
irreducible components of Xy. These are vertical divisors contained in Xs, where
s is the image of y in S. We are going to show an analogue of Theorem 1.23 with
the bilinear form defined by the intersection numbers is(Γi,Γj).
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Lemma 1.26. With the notation above, there exists an effective divisor D =∑
1≤i≤r diΓi with di > 0, D · Γi ≤ 0, and D2 < 0.

Proof Let C > 0 be an effective divisor on Y whose support contains y. We
have a decomposition

f∗C = C̃ + D,

where C̃ is an effective divisor whose support does not have any irreducible
component contained in Xy, and where D =

∑
i diΓi with di ≥ 0. There exists

an affine open neighborhood V of y such that OY (C)|V = a−1OV with an
a ∈ OY (V ). It follows that OX(f∗C)|f−1(V ) is free. Consequently, f∗C · Γi = 0
for every i ≤ r. On the other hand, C̃ and Γi have no common component, and
hence C̃ · Γi ≥ 0. Thus

D · Γi = f∗C · Γi − C̃ · Γi ≤ 0.

Let νi be the discrete valuation of K(X) associated to the generic point of Γi;
then di = νi(a) > 0 because ay ∈ myOY,y. It remains to show that D2 < 0. From
a set-theoretical point of view, we have f∗C = f−1(C) = C̃ ∪Xy; hence f(C̃) is
a closed subset of C containing C \ {y}. This implies that C̃ → C is surjective.
Therefore C̃ meets Xy. Let Γi0 be such that Γi0 ∩ C̃ 
= ∅. Then the computations
above show that D · Γi0 < 0, which implies that D2 ≤ di0D · Γi0 < 0.

Theorem 1.27. Let f : X → Y be a birational morphism of fibered sur-
faces over S with X regular and Y normal. Let y ∈ Y be a closed point such
that dimXy ≥ 1. Let Γ1, . . . ,Γr denote the irreducible components of Xy. Let
x1, . . . , xr ∈ R. Then we have

∑
1≤i≤r

xixjΓi · Γj ≤ 0,

the equality taking place only if x1 = · · · = xr = 0.

Proof The proof is similar to that of Theorem 1.23, with the divisor D defined
as in Lemma 1.26 instead of Xs. With the notation of the proof of Theorem 1.23,
we have bij ≥ 0 if i 
= j,

∑
j bij = D · (diΓi) ≤ 0, and

∑
i,j

bijyiyj =
∑

i

(∑
j

bij

)
y2

i −
∑
i<j

bij(yi − yj)2 ≤ 0. (1.3)

If the inequality is an equality, then
∑

i di(D ·Γi)y2
i = 0. The D2 < 0 hypothesis

implies that yi = 0 for at least one i ≤ r. Using (1.3) and the connectedness of
Xy, we deduce from this that all of the yi are zero.

Remark 1.28. Theorem 1.27 remains true if we replace Y by a normal
Noetherian scheme of dimension 2, f by a projective birational morphism with X
regular, and is(Γi,Γj) by iy(Γi,Γj) := degk(y) OX(Γi)|Γj . The proof is the same.
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9.1.3 Intersection with a horizontal divisor,
adjunction formula

Proposition 1.21 and Theorems 1.23, 1.27 give information concerning the inter-
section of two vertical divisors. In this subsection, let us study the situation
where one of the divisors is horizontal. On account of Proposition 8.3.4, a hori-
zontal prime divisor is just the closure in X of a closed point of the generic fiber.
In all of this subsection, X → S will be an arithmetic surface.

Lemma 1.29. Let π : X → S be an arithmetic surface. Let D be a horizontal
prime divisor and V a vertical divisor on X. Let h = π|D : D → S. Then the
Weil divisor associated to the Cartier divisor V |D (Lemma 7.1.29) verifies the
identity

h∗[V |D] =
∑
s∈S

is(V, D)[s].

Proof This is a consequence of Lemma 1.4(b) and of Definition 7.2.17.

Proposition 1.30. Let π : X → S be an arithmetic surface. Let η be the
generic point of S and s ∈ S a closed point. Then for any closed point P ∈ Xη,
we have

{P} ·Xs = [K(P ) : K(S)],

where {P} is the Zariski closure of {P} in X, endowed with the reduced closed
subscheme structure.

Proof Let us also denote the Cartier divisor corresponding to the point s by s,
and let us denote the divisor {P} by D. Let i : D → X be the canonical closed
immersion and h : D → S the finite surjective morphism π ◦ i. As Xs = π∗s
(Lemma 8.3.9), we have Xs|D = i∗(π∗s) = h∗s. By Theorem 7.2.18, we have

h∗[Xs|D] = h∗[h∗s] = d[s], where d = [K(D) : K(S)].

It follows from Lemma 1.29 that D ·Xs = d. As K(D) = K(P ), the proposition
is proven.

Remark 1.31. Let D ∈ Div(X). We can write D = D1 +V1 +V2, where D1 is a
combination of horizontal prime divisors, V1 ∈ Divs(X), and V2 is vertical, with
support in π−1(S \ {s}). We then have D ·Xs = D1 ·Xs. The divisor D induces,
in a natural way, a divisor Dη on Xη, and we have Dη = (D1)η. It follows from
Proposition 1.30 that

D ·Xs = degK(S)(D1)η.

Corollary 1.32. Let X → S be an arithmetic surface, P ∈ Xη a K-rational
point, and D = {P}. Then Xs ∩ D is reduced to a point p ∈ Xs(k(s)), and Xs

is smooth at p. In particular, p belongs to a single irreducible component of Xs,
which is moreover of multiplicity 1 in Xs.
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Proof Let Γ1, . . . ,Γm be the irreducible components of Xs passing through p,
with respective multiplicities d1, . . . , dm in Xs. Then

∑
i

di D · Γi = D ·Xs = 1

by Proposition 1.30. It follows that m = d1 = D · Γ1 = 1. Hence D and Γ1 meet
at a unique point p, which is moreover rational over k(s) (Theorem 1.12(a)). We
have Xs regular at p by virtue of Proposition 1.8. It is in fact smooth at p since
p ∈ Xs(k(s)) (Proposition 4.3.30). See also Exercise 4.3.25(c).

Remark 1.33. Let S = SpecZ. Then any closed point s ∈ S is a principal
divisor. Hence Xs is a principal divisor. However, Proposition 1.30 implies that
D · Xs 
= 0 if D > 0 and D is horizontal. This shows that we cannot have a
reasonable intersection theory (i.e., compatible with the linear equivalence of
divisors) for two arbitrary divisors on X (as in the dimS = 0 case). This comes
from the fact that the base S is not ‘compact’. One way to overcome this problem
is to ‘compactify’ SpecZ. That is Arakelov theory, see [54] for an introduction.
See also [37] for an intersection theory in arbitrary dimension.

Let π : X → S be a regular fibered surface. As π is a local complete intersec-
tion (Example 6.3.18), we have a canonical sheaf ωX/S on X that is an invertible
sheaf (Definition 6.4.7) and an r-dualizing sheaf (Theorem 6.4.32), where r = 1
is the relative dimension of X → S.

Definition 1.34. Let X → S be a regular fibered surface. We call any Cartier
divisor KX/S on X such that OX(KX/S) � ωX/S a canonical divisor on X
(relative to S). Such a divisor exists because X is integral (Corollary 7.1.19).

In what follows, we are going to study the intersection number of the canon-
ical divisor with a vertical divisor E. Let us note that for any vertical divisor E,
by virtue of Theorem 1.12(c), the intersection number KX/S ·E depends uniquely
on ωX/S and not on a choice of a representative KX/S . Let C be a projective
curve over a field k, and let us recall that, by definition, the arithmetic genus
pa(C) is 1 − χk(OC). If k is a finite extension of a field k′, then C is also a
projective curve over k′. The arithmetic genus of C is not, in general, the same
over k′ as over k. On a fibered surface X → S, a curve C contained in a fiber
Xs is considered as a curve over k(s) (if C ≤ Xs), unless explicitly mentioned
otherwise.

Proposition 1.35. Let X → S be an arithmetic surface, s ∈ S a closed point,
and Γ1, . . . ,Γr the irreducible components of Xs, with respective multiplicities
d1, . . . , dr. Let KX/S be a canonical divisor on X. Then we have

2pa(Xη)− 2 = KX/S ·Xs =
∑

1≤i≤r

di KX/S · Γi.



 

390 9. Regular surfaces

Proof By Corollary 8.3.6(d), we have ωX/S |Xs
� ωXs/k(s). It follows that

∑
i

di KX/S · Γi = KX/S ·Xs = degk(s) OX(KX/S)|Xs
= degk(s) ωXs/k(s).

In addition, we have

degk(s) ωXs/k(s) = −2χk(s)(OXs) = −2χk(η)(OXη ) = 2pa(Xη)− 2

(Corollary 7.3.31 and Proposition 5.3.28), which completes the proof.

Lemma 1.36. Let X be a locally Noetherian scheme. Let D be an effective
Cartier divisor on X. Then ωD/X = OX(D)|D.

Proof By definition, the closed subscheme D ⊂ X is defined by the sheaf
of ideals I = OX(−D). Therefore the conormal sheaf CD/X (Definition 6.3.7)
verifies

CD/X = I/I2 = I ⊗OX
OX/I = OX(−D)⊗OX

OD = OX(−D)|D,

whence
ωD/X = (OX(−D)|D)∨ = OX(D)|D.

The following theorem generalizes Proposition 1.35.

Theorem 1.37 (Adjunction formula). Let X → S be a regular fibered surface,
s ∈ S a closed point, and E ∈ Divs(X) such that 0 < E ≤ Xs (the second
inequality is an empty condition if dimS = 0). Then we have

ωE/k(s) � (OX(E)⊗ ωX/S)|E ,

and if KX/S is a canonical divisor,

pa(E) = 1 +
1
2
(E2 + KX/S · E).

Proof We have

ωE/S = ωE/X ⊗OE
ωX/S |E = OX(E)|E ⊗OE

ωX/S |E

by Theorem 6.4.9(a) and Lemma 1.36. The hypothesis on E implies that E → S
factors into f : E → Spec k(s) followed by Spec k(s) → S, so the same theorem
and lemma show that

ωE/S = ωE/k(s) ⊗OE
f∗ωSpec k(s)/S � ωE/k(s),

which shows the first isomorphism. The equality for pa(E) results from
this isomorphism and from the equality χ(OE) = −(degωE/k(s))/2
(Corollary 7.3.31).
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Example 1.38. Let us consider Example 1.22. We have already seen that
Γ2

i = −3. On the other hand, it is easy to see that di = 1. Combining
Proposition 1.35 and the adjunction formula, we find pa(Γi) = 0 (which can
very easily be verified) and KX/S · Γi = 1.

Exercises

1.1. Let X be a quasi-projective variety over an infinite field. Let x1, . . . , xn ∈
X of which none is the generic point of X. Let us consider a Cartier
divisor D on X. Drawing inspiration from the proof of Proposition 7.1.32,
show (without using Proposition 1.11) that there exists a Cartier divisor
D′ ∼ D such that xi /∈ SuppD′ for every i.

1.2. Let X be an irreducible quasi-projective algebraic variety over an infinite
field. Let D1, . . . , Dn, where n = dimX, be Cartier divisors on X. Show
that there exist Cartier divisors D′

i ∼ Di such that

dim∩1≤i≤r SuppD′
i = n − r

for every r ≤ n. This generalizes the ‘moving lemma’ for projective alge-
braic varieties.

1.3. Let X be a regular Noetherian scheme and D =
∑

1≤i≤m niΓi an effective
Cartier divisor on X. We suppose the Γi is prime and pairwise distinct,
and ni > 0. Show that D has normal crossings at x ∈ X if and only if
for every i ≤ m, the scheme Γi is regular at x, and if the sub-k(x)-vector
spaces TΓi,x of TX,x, 1 ≤ i ≤ m, form a direct sum.

1.4. Let X → S be a regular fibered surface. Show that the bilinear map is of
Theorem 1.12 is uniquely determined by properties (a) and (c).

1.5. Let E, D be two distinct smooth projective curves contained in P2
k, where

k is a field. Let x ∈ E ∩D be a rational point. Show that ix(D, E) ≥ 2 if
and only if the respective tangents of E and D at x, considered as lines
in P2

k, coincide.

1.6. Let X → S be an arithmetic surface and Xs a closed fiber. Let C1, . . . , Cm

denote the connected components of Xs. Let V ∈ Divs(X) be a verti-
cal divisor with support in Xs. Show that the following properties are
equivalent:
(i) V ·D = 0 for every D ∈ Divs(X);
(ii) V 2 = 0;
(iii) V ∈ ⊕1≤i≤mQCi.

1.7. Let X → S be an arithmetic surface, η the generic point of S, and s ∈ S
a closed point. Let us suppose that Xs is connected. Let us consider the
Q-vector space V = (Divs(X)⊗Z Q)

/
XsQ.
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(a) Show that is induces a symmetric negative definite bilinear form
on V .

(b) Let D ∈ Div(X) be such that degDη = 0. Show that E �→ 〈D, E〉s
induces a linear form ρD : V → Q.

(c) Show that there exist an n ∈ N and E0 ∈ Divs(X) such that 〈nD −
E0, E〉s = 0 for every E ∈ Divs(X).

1.8. Let X → S be an arithmetic surface, s ∈ S a closed point, d1, . . . , dr the
multiplicities of the irreducible components of Xs, and d = gcdi{di}. Show
that d divides pa(Xη)− 1 (apply the adjunction formula to E := d−1Xs).

1.9. Let X → S be an arithmetic surface over a local scheme S of dimension 1.
Let Γ be an irreducible component of the closed fiber Xs. Let k = k(s),
ks the separable closure of k, and ξ a generic point of Γk. Let us set

rΓ = [k(Γ) ∩ ks : k], eΓ := lengthOΓ
k
,ξ.

We know that rΓ is the number of irreducible components of Γk
(Exercise 3.2.12). The integer eΓ is called the geometric multiplicity of
Γ. It is clear that eΓ = 1 if and only if Γ is geometrically reduced.
(a) Let F be a field extension of k. Let k → k′ and k′ → k′′ be finite

purely inseparable extensions. Let F ′ (resp. F ′′) be the residue field
of F ⊗k k′ (resp. of F ′ ⊗k′ k′′). Show that

length(F ⊗k k′) = [k′ : k]/[F ′ : F ]

(use Exercise 7.1.6(d)) and that

length(F ⊗k k′′) = length(F ⊗k k′) length(F ′ ⊗k′ k′′)

(b) Let L ∈ Pic(Γ). We want to show that degk L is a multiple of rΓeΓ.
(1) Show that one can suppose k is separably closed, and hence rΓ = 1.
(2) Let k′ be a finite extension of k. Let Γ′ = (Γk′)red and f : Γ′ → Γ

be the canonical morphism. Show that

degk L = (lengthOΓk′ ,ξ′) degk′ f∗L,

where ξ′ is the generic point of Γk′ (use Propositions 7.3.7-8 and
(a)), and that

eΓ = (lengthOΓk′ ,ξ′)eΓ′ .

(3) Show that there exists a k′ as above such that Γ′ is geometrically
reduced. Deduce from this that eΓ divides degk L. See also [15],
Corollary 9.1/8.

(c) Let us keep the notation of Exercise 1.8. Let us set

d′′ = gcd
1≤i≤n

{dirΓieΓi}.

Show that d′′ divides 2pa(Xη)− 2.
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(d) Let I be the index of Xη, that is to say the gcd of the [K(P ) : K(η)]
when P runs through the closed points of Xη. Show that d′′ divides I.

Remark. If K(η) is an finite extension of the field Qp of p-adic numbers,
we can show that d′′ = I ([23], Théorème 3.1).

1.10. Let k be a field. Let C ⊂ P2
k be a curve of degree n. Show, using the adjunc-

tion formula, that pa(C) = (n− 1)(n− 2)/2 (see also Example 7.3.22).

1.11. Let X → S be a regular fibered surface. Let D be a vertical divisor on X
with support in a fiber Xs. Show that D2 + KX/S ·D ∈ 2Z. We can thus
define the arithmetic genus virtually as pa(D) := 1+ (D2 + KX/S ·D)/2.

1.12. Let π : X → S be an arithmetic surface with smooth and geometrically
connected generic fiber Xη. Let L ∈ Pic(X) be such that L|Xη

� OXη

and that degL|Xs
= 0 for every s ∈ S.

(a) Show that there exists a vertical Cartier divisor V such that
L � OX(V ).

(b) For any closed point s ∈ S, let ds denote the gcd of the multiplicities
of the irreducible components of Xs. Let d be the lcm of the ds. Show
that d is finite and that dV is a sum of closed fibers. Deduce from
this that L⊗d � π∗M for some M∈ Pic(S).

(c) Let us suppose that π admits a section σ : S → X and that σ∗(L⊗d) �
OS . Show that L⊗d � OX .

1.13. Let π : X → S be an arithmetic surface such that π∗OX = OS and that
π is cohomologically flat (Exercise 5.3.14).
(a) Let L ∈ Pic(X) be such that L|Xs

� OXs
for every s ∈ S. Show that

π∗L is an invertible sheaf on S (use Theorem 5.3.20(b)). Show that
the canonical homomorphism π∗π∗L → L is surjective by considering
its restriction to the fibers Xs. Deduce from this that L � π∗π∗L.

(b) Let us suppose that π admits a section σ : S → X. Let L1,L2 ∈
Pic(X). Show that L1 � L2 if and only if L1|Xs � L2|Xs for every
s ∈ S and if σ∗L1 � σ∗L2.

1.14. Let π : X → S be an arithmetic surface. Let Γ1, . . . ,Γn be the irreducible
components of a connected fiber Xs, of respective multiplicities d1, . . . , dn,
and let d = gcd{di}i. Let us fix an m ≤ n and let us set Z0 =

∑
1≤i≤m Γi,

Z =
∑

1≤i≤m did
−1Γi.

(a) Show that there exists a chain of divisors Z0 < Z1 < · · · < Zr <
Zr+1 = Z such that Zj+1 − Zj is a prime divisor ∆j and that
Zj ·∆j > 0.

(b) Show that the canonical homomorphism H0(Z,OZ) → H0(Z0,OZ0)
is injective.

1.15. Let C, E be two proper smooth curves over a field k, and f : C → E a
finite morphism. Let us set X = C ×Spec k E. Let us consider the graph
Γf ⊆ X of f endowed with the reduced closed subscheme structure.
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(a) Let p1 : X → C and p2 : X → E denote the projections. Then p1
induces an isomorphism ϕ : Γf � C. Show that ωX/k � p∗

1ωC/k ⊗
p∗

2ωE/k and that ωX/k|Γf
� ϕ∗ωC/k ⊗ ϕ∗f∗ωE/k.

(b) Show that

degk ωX/k|Γf
= 2g(C)− 2 + (deg f)(2g(E)− 2).

Deduce from this that Γ2
f = (deg f)(2− 2g(E)).

(c) Let us henceforth suppose that C = E. Let ∆ ⊂ X denote the diag-
onal. Show that ∆2 = 2− 2g(C).

(d) Let us suppose f 
= IdC . Let x ∈ X(k) ∩ ∆ ∩ Γf , let y = p1(x), and
let t be a uniformizing parameter for OC,y. Show that

ix(Γf ,∆) = lengthOC,y/(σ(t)− t),

where σ is the automorphism of OC,y induced by f .
(e) Let us take a finite field k = Fpr of characteristic p > 0, and let

f : C → C be the Frobenius F r
C (see Subsection 3.2.4). Show that

the divisors Γf , ∆ meet transversally and that Γf∩∆ ⊆ X(k). Deduce
from this that the cardinal N of C(k) is given by N = Γf ·∆.

Remark. The computations above make it possible to show the inequality
(Riemann hypothesis for curves over a finite field)

|N − (q + 1)| ≤ 2g(C)
√

q.

See [43], Exercises V.1.9–1.10.

9.2 Intersection and morphisms

We study the behavior of intersection numbers with respect to morphisms of
regular fibered surfaces. The first result of the section (factorization theorem)
describes projective birational morphisms of regular fibered surfaces as being
made up of blowing-ups of closed points. Next, Theorem 2.12 give rules that
allow us to compute intersection numbers of divisors which are inverse images
or direct images of dominant morphisms. Finally, given a Cartier divisor, we
show how to make it into a divisor with normal crossings by a sequence of
blowing-ups of points (Theorem 2.26, embedded resolution). The local structure
of arithmetic surfaces X → S with normal crossings (Definition 2.29) is described
in Proposition 2.34.

9.2.1 Factorization theorem

We are going to determine the birational morphisms f : X → Y of regular fibered
surfaces over S. Such a morphism is necessarily projective (Corollary 3.3.32(e)).



 

9.2. Intersection and morphisms 395

In what follows, when we talk about the blowing-up π : Ỹ → Y of a reg-
ular scheme Y along a closed point y, the closed subscheme {y} will always
be endowed with the reduced scheme structure. Such a blowing-up on a reg-
ular scheme of dimension 2 also has names such as monoidal transformation,
σ-process, dilatation, etc. These blowing-ups form a fundamental example of
morphisms of regular fibered surfaces, as Theorem 2.2 will show.

Lemma 2.1. Let f : X → Y be a birational morphism of regular fibered
surfaces over S. Let y ∈ Y be a closed point such that dimXy ≥ 1. Then f

factors into X
g−→ Ỹ

π−→ Y , where π is the blowing-up of Y with center y.

Proof Let us consider the birational map g = π−1 ◦ f : X ��� Ỹ , and let us
suppose that it is not defined at a point x ∈ X. By Proposition 8.3.22, the total
transform g(x) is a prime divisor E on Ỹ , g−1 is defined at the generic point ξ of
E, and sends ξ to x. As π is an isomorphism outside of y, we have x ∈ f−1(y) and
E = π−1(y) (by Theorem 8.1.19(b), π−1(y) is irreducible). By identifying the
function fields K(X) and K(Y ), we therefore have the relations of domination
of local rings

OY,y ⊆ OX,x ⊆ O
Ỹ ,ξ

.

The closed subset Xy is pure of codimension 1 (use Proposition 4.4.2 or
Theorem 7.2.22). Let D be the sum, as divisor, of the irreducible components of
Xy. Let α be a generator of OX(−D)x. Then

myOX,x ⊆
√

myOX,x = αOX,x.

We have α−1myOX,x = OX,x because otherwise

myOX,x ⊆ αmxOX,x ⊆ m2
xOX,x ⊆ m2

ξOỸ ,ξ
,

and hence myOỸ ,ξ
⊆ m2

ξOỸ ,ξ
, which is impossible since Ỹy is reduced by

Theorem 8.1.19(b). Consequently, myOX,x = αOX,x is principal. This is
in contradiction with the universal property of the blowing-up Ỹ → Y
(Corollary 8.1.16). Hence g : X ��� Ỹ is a morphism.

Theorem 2.2 (Factorization theorem). Let S be a Dedekind scheme, and let
f : X → Y be a birational morphism of regular fibered surfaces over S. Then f
is made up of a finite sequence of blowing-ups along closed points.

Proof Let E ⊂ X be the exceptional locus of f (Definition 7.2.21). We can
suppose E 
= ∅. Let y ∈ f(E). Then dimXy ≥ 1 by Corollary 4.4.3(b). Let
π : Ỹ → Y be the blowing-up of Y with center y. By Lemma 2.1, f factors into
g : X → Ỹ and π : Ỹ → Y . Let E ′ ⊂ X be the exceptional locus of g. Let Γ be
an element of E whose image in Ỹ is π−1(y); then Γ 
∈ E ′. In other words, E ′ is
strictly contained in E . We can therefore conclude the proof of the theorem by
induction on the number of irreducible components of E .
Corollary 2.3. Let f : X → Y be as in Theorem 2.2. Let us suppose that the
exceptional locus of f is irreducible. Then f is the blowing-up of Y along a closed
point y.



 

396 9. Regular surfaces

Proof With each blowing-up of a closed point, the number of divisors in the
exceptional locus grows with one. This immediately implies the corollary.

Remark 2.4. Theorem 2.2 is false for regular schemes (even smooth algebraic
varieties over C) of dimension ≥ 3. That is to say that a projective birational
morphism does not necessarily decompose into a finite sequence of blowing-ups
with regular centers. However, there exists an analogue if, in the decomposition,
we admit birational maps which are inverses of blowing-ups with regular centers.
Cf. [4].

Proposition 2.5. Let Y be a regular fibered surface, and let f : X → Y be the
blowing-up of Y along a closed point y ∈ Ys. Let E denote the scheme Xy. Then
E � P1

k(y), k(y) = H0(E,OE), and we have

OX(E)|E � OE(−1), E2 = −[k(y) : k(s)].

Proof The fact that E � P1
k(y) is in Theorem 8.1.19(b). This immediately

implies that H0(E,OE) = k(y). On the other hand, the same theorem says that
ωE/X � OE(−1). Applying Lemma 1.36, we obtain OX(E)|E � OE(−1) and

E2 = degk(s) OE(−1) = [k(y) : k(s)] degk(y) OE(−1) = −[k(y) : k(s)].

See also Exercise 2.3.

Remark 2.6. Let f : X → Y be a projective birational morphism of regular
Noetherian schemes. Let E ⊆ X be the exceptional locus of f . When Y is as
in Theorem 2.2, any prime divisor E contained in E is a rational curve by this
same theorem and Proposition 2.5. More generally, if Y is a regular (and excel-
lent) Noetherian scheme of arbitrary dimension, a theorem of Abhyankar ([3],
Proposition 3) states that E is birationally ruled above a scheme over f(E); that
is, k(E) is a purely transcendental extension of a finitely generated field L over
k(f(E)), and trdegL k(E) ≥ 1. See Exercise 2.13.

Theorem 2.7 (Elimination of points of indeterminacy). Let X → S be a regular
fibered surface. Let ϕ : X ��� Z be a rational map from X to a projective
S-scheme Z. Then there exist a projective birational morphism f : X̃ → X
made up of a finite sequence of blowing-ups of closed points

X̃ = Xn → Xn−1 → · · · → X0 = X,

and a morphism g : X̃ → Z making the following diagram commutative:

X̃�
�
���g

�
f

X �ϕ
Z
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Proof Let Γ ⊆ X×SZ be the graph of ϕ. This is an S-scheme and the projection
p : Γ → X is projective birational. Let us show that Γ admits a desingularization.
This is Theorem 8.3.44 if dimS = 0. Let us therefore suppose that dimS = 1.
Let K = K(S). Then pK : ΓK → XK is proper birational with XK normal,
and hence pK is an isomorphism. We can therefore apply Theorem 8.3.50. Let
g : X̃ → Γ be a desingularization morphism, and f : X̃ → X the composition
p ◦ g. It now suffices to apply Theorem 2.2 to the morphism f .

9.2.2 Projection formula

Definition 2.8. Let X, Y be Noetherian schemes, and let f : X → Y be a
proper morphism. For any prime cycle Z on X (Section 7.2), we set W = f(Z)
and

f∗Z =
{

[K(Z) : K(W )]W if K(Z) is finite over K(W )
0 otherwise.

By linearity, we define a homomorphism f∗ from the group of cycles on X to
the group of cycles on Y . This generalizes Definition 7.2.17. It is clear that the
construction of f∗ is compatible with the composition of morphisms.

Remark 2.9. We can interpret the intersection of two divisors in terms of direct
images of cycles. Let C, D be two Cartier divisors on a regular fibered surface
X → S, of which at least one is vertical. Let us suppose that C is effective and
has no common component with SuppD. Let h : C → S denote the morphism
induced by X → S. Then

C ·D = h∗[D|C ].

This generalizes Lemma 1.29. See also Remark 2.13.

Lemma 2.10. Let f : X → Y be a projective birational morphism of
Noetherian integral schemes such that OY → f∗OX is an isomorphism. Then
the following properties are true.

(a) There exists an open subset V of Y such that f−1(V ) → V is an isomor-
phism, and that codim(Y \ V, Y ) ≥ 2.

(b) Let Z be a cycle of codimension 1 in X. Then f∗Z is a cycle of codimen-
sion 1 in Y .

Proof (a) Let V be the open subset of Y defined by Proposition 4.4.2. Let y be
a point of codimension 1 in Y . We have to prove that y ∈ V . Let x be a generic
point of Xy. Then dimOX,x 
= 0 because f is dominant. By Theorem 8.2.5, we
have trdegk(y) k(x) = 0, hence Xy is finite and y ∈ V .

(b) We can suppose that Z is a prime cycle. Let x be the generic point of
Z and y = f(x). If y ∈ V , then y has codimension dimOY,y = dimOX,x = 1,
and f∗Z = {y} is a cycle of codimension 1. Let us suppose y /∈ V . Let F be
the irreducible component of Xy containing x. Then dimF ≥ 1 because Xy has
no isolated point by definition of V . Hence trdegk(y) k(x) = dimF ≥ 1, and
f∗Z = 0.

We can now generalize Theorem 7.2.18. See also [37], Proposition 1.4(b).
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Proposition 2.11. Let f : X → Y be a surjective projective morphism of
Noetherian integral schemes. We suppose that [K(X) : K(Y )] = n is finite.
Then for any Cartier divisor D on Y , we have

f∗[f∗D] = n[D].

Proof The morphism f factors into a projective birational morphism
X → Y ′ := Spec f∗OX followed by a finite surjective morphism Y ′ → Y
(Exercise 5.3.11). It suffices to show that the proposition is true for each of these
morphisms. Finite morphism are dealt with in Theorem 7.2.18. We can therefore
suppose that f is birational and f∗OX = OY . Then f∗[f∗D] − [D] is a cycle of
codimension 1 (Lemma 2.10(b)), and its restriction to some open subset V ⊆ Y
with codim(Y \V, Y ) ≥ 2 is zero (Lemma 2.10(a)). Hence f∗[f∗D]− [D] = 0.

Theorem 2.12. Let f : X → Y be a dominant morphism of regular fibered
surfaces over S. Let C (resp. D) be a divisor on X (resp. on Y ). Then the
following properties are true.

(a) For any divisor E on X such that f(SuppE) is finite, we have E·f∗D = 0.
(b) Let us suppose that C or D is vertical. Then

C · f∗D = f∗C ·D (Projection formula), (2.4)

where f∗C is the Cartier divisor on Y such that [f∗C] = f∗[C].
(c) The extension K(X)/K(Y ) is finite. Let F be a vertical divisor on Y .

Then f∗F is vertical and we have

f∗F · f∗D = [K(X) : K(Y )]F ·D.

Proof (a) We can suppose that E is a vertical prime divisor. Let y = f(E).
Then OY (D) is free on an open neighborhood V of y. It follows that OX(f∗D) =
f∗OY (D) is free on f−1(V ) ⊃ E, and hence OX(f∗D)|E � OE , which, in
particular, implies that f∗D · E = 0.

(b) We can suppose that C is a prime divisor. If f(C) is a point, then f∗[C] =
0 and equality (2.4) is true by (a). Let us therefore suppose that dim f(C) = 1.
Using the moving lemma 1.10, we can suppose that SuppD does not contain
f(C). Hence Supp f∗D ⊆ f−1(SuppD) does not contain C. Let π : X → S,
π′ : Y → S be the structural morphisms. With the notation of Remark 2.13,

C · f∗D = π∗([C].f∗D) = π′
∗f∗([C].f∗D) = π′

∗(f∗[C].D) = f∗C ·D.

(c) The morphism of the generic fibers Xη → Yη is a dominant morphism of
algebraic curves over K(S). This implies that K(Y ) → K(X) is finite. We have
f∗[f∗F ] = [K(X) : K(Y )][F ] by Proposition 2.11. It now suffices to apply (b) to
the pair (f∗F, D).
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Remark 2.13. We have a more precise version of Part (b) of Theorem 2.12.
Let us first define intersection cycles on an integral Noetherian scheme X of
dimension 2. Let Z ∈ Z1(X) be a cycle of codimension 1 on X and let D
be a Cartier divisor on X such that SuppD does not contain any irreducible
component of Z. We denote by Z0(X) the subgroup of Z(X) of 0-cycles on
X. We define Z.D ∈ Z0(X) in the following way. Write Z =

∑
i niZi with Zi

irreducible. Then D|Zi
is a Cartier divisor on Zi (Lemma 7.1.29). We let

Z.D :=
∑

i

ni[D|Zi
] ∈ Z0(X)

where [D|Zi
] is the 0-cycle on Zi (hence on X) associated to D|Zi

(Definition 7.2.12). The 0-cycle Z.D is obviously additive in Z and in D. In
the case when Z is the cycle [C] associated to some effective Cartier divisor C,
we have

[C].D = [D|C ].

Indeed, if [C] =
∑

i niZi with Zi irreducible of generic point ξi, then ni =
multξi(C) = lengthOC,ξi is equal to the multiplicity of Zi in the scheme C.
In the course of the proof of Proposition 7.5.7, we saw that multx(D|C) =∑

i ni multx(D|Zi
). Hence the equality [D|C ] =

∑
i ni[D|Zi

] = [C].D.
If π : X → S is a regular fibered surface and Z = [C] for some Cartier divisor

C on X, then we have clearly

π∗([C].D) = C ·D, is(C, D) =
∑

x∈Xs

multx([C].D)[k(x) : k(s)]

the second equality being true only if C or D has support contained in Xs.
Let f : X → Y be a projective surjective morphism of integral Noetherian

schemes of dimension 2. Let Z ∈ Z1(X), D ∈ Div(Y ). Suppose that f−1(SuppD)
does not contain any irreducible component of Z. Then we have in Z0(Y ):

f∗(Z.f∗D) = (f∗Z).D (Projection formula).

To prove this formula, we can suppose that Z is irreducible. Let V = f(Z). If
V is reduced to a single point, then we see easily that both sides of the above
formula vanish. Suppose now that V is one-dimensional. Then, similarly to the
proof of Lemma 7.3.10, g = f |Z : Z → V is a surjective finite morphism. By
Proposition 7.1.38, we have

f∗(Z.f∗D) = g∗[(f∗D)|Z ] = g∗[g∗(D|V )] = [k(Z) : k(V )]V.D = (f∗Z).D.

Example 2.14. Let f : X → Y be a finite dominant morphism of regular
Noetherian schemes of dimension 2, of degree n = [K(X) : K(Y )]. Let C
and D be distinct prime divisors on Y . Let us suppose that C ′ := f−1(C)
and D′ := f−1(D) are irreducible. We have f∗C ′ = [K(C ′) : K(C)]C. Let eC

denote the ramification index of OY,ξ → OX,ξ′ , where ξ (resp. ξ′) is the generic
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point of C (resp. of C ′). Let us define eD in a similar way. Then f∗C = eCC ′

(Exercise 7.2.3(b)), and n = eD[K(D′) : K(D)] (Lemma 7.1.36(c)). The projec-
tion formula described in Remark 2.13 then gives

niy(C, D) = eCeD

∑
x∈Xy

ix(C ′, D′)[k(x) : k(y)].

Base change

Let X → S be a regular fibered surface. Let λ : S′ → S be a dominant morphism
of Dedekind schemes with dimS′ = dimS. For example, S′ can be SpecOS,s or
Spec ÔS,s for a closed point s ∈ S, or a scheme that is finite and surjective
over S. Let us suppose that X ×S S′ is integral and admits a desingularization
X ′′ → X ×S S′. In general, X ′′ → S is not projective, nor even of finite type.
We therefore cannot use Theorem 2.12 directly with the morphism f : X ′′ → X
(composition of X ′′ → X ×S S′ and the projection X ×S S′ → X), except when
S′ → S is finite. For any s′ ∈ S′, if s = λ(s′), then

es′/s := lengthOS′,s′ (OS′,s′/msOS′,s′)

is finite because OS′,s′/msOS′,s′ is of dimension 0.

Proposition 2.15. Let X → S be a regular fibered surface. Let λ : S′ → S be
a dominant morphism of Dedekind schemes with dimS′ = dimS. Let us suppose
that X ′ := X ×S S′ is integral and admits a desingularization g : X ′′ → X ′. Let
f : X ′′ → X be the natural morphism. Let C, D be Cartier divisors on X, of
which at least one is vertical. Then for any closed point s ∈ S and s′ ∈ λ−1(s),
we have

is′(f∗C, f∗D) = es′/sis(C, D). (2.5)

Proof We can suppose that S, S′ are local. Using the moving lemma 1.10,
and by bilinearity, we reduce to the case when C and D are two distinct prime
divisors. Let p : X ′ → X denote the projection morphism and let C ′ = p∗C,
D′ = p∗D. We are in position to apply the projection formula of Remark 2.13
to the birational morphism g. We then get

g∗([f∗C].f∗D) = g∗([g∗C ′].g∗D′) = g∗[g∗C ′].D′ = [C ′].D′ = [D′|C′ ]

Let π, π′, π′′ be respectively the structural morphisms of X, X ′ and X ′′. Then
π′′

∗ ([f∗C].f∗D) = π′
∗[D

′|C′ ]. Let J = OX(−C) + OX(−D). Let x ∈ SuppC.
Then multx([D|C ]) = length(OC,x/JOC,x) = [k(x) : k(s)]−1 lengthOS

(OX/J )x

(Lemma 7.1.36(a)). Therefore

is(C, D) = mults(π∗[D|C ]) = lengthOS
H0(X,OX/J )

because OX/J is a skyscraper sheaf on X. Similarly,

is′(f∗C, f∗D) = mults′(π′
∗[D

′|C′ ]) = lengthOS′ H0(X ′,OX′/(J )).

As H0(X ′,OX′/(J )) = H0(X,OX/J ) ⊗OS
OS′ , we have is′(f∗C, f∗D) =

es′/sis(C, D) by Exercise 7.1.8(b).
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Corollary 2.16. Let us keep the hypotheses and notation of Proposition 2.15.
Let us moreover suppose that S′ → S is étale, or that S′ = Spec ÔS,s (for a
closed point s ∈ S), or that dimS = 0. Then we have

is′(f∗C, f∗D) = is(C, D).

Proof Under the additional hypotheses, we have es′/s = 1.

9.2.3 Birational morphisms and Picard groups

Let us now study the behavior of Cartier divisors with respect to birational
morphisms of regular fibered surfaces.

Lemma 2.17. Let T be a normal locally Noetherian scheme. Let F ⊂ T be
a closed subset such that codim(F, T ) ≥ 2. Let U = T \ F . Then we have the
following properties.

(a) For any invertible sheaf L on T , the restriction H0(T,L) → H0(U,L) is
an isomorphism.

(b) The restriction homomorphism Pic(T ) → Pic(U) is injective.

Proof (a) We cover T with open subschemes Ui such that L|Ui is free for
every i. Then H0(Ui,L) → H0(U ∩Ui,L) is an isomorphism by Theorem 4.1.14.
Hence H0(T,L) → H0(U,L) is an isomorphism.

(b) Let L be an invertible sheaf on T such that L|U � OU . Let e be a generator
of L|U . We can suppose e ∈ H0(T,L) by (a). For any affine open subscheme V
of one of the Ui, we have H0(V,L) = eOT (V ) by the same arguments as in (a).
Hence L = eOT .

Proposition 2.18. Let X → S be a regular fibered surface. Let π : X̃ → X
be the blowing-up of X along a point x ∈ X. Let E = π−1(x) � P1

k(x) be the
exceptional locus of π. Then Pic(E) is free over Z, generated by O

X̃
(E)|E , and

we have a split exact sequence

1 → Pic(X) → Pic(X̃) → Pic(E) → 1, (2.6)

where the two homomorphisms in the middle are respectively induced by π and
by the closed immersion E → X̃.

Proof We have O
X̃
(E)|E � OE(−1) by Proposition 2.5; it is therefore a basis

of Pic(E) over Z (Proposition 7.2.9). Let L be an invertible sheaf on X. Then
L is free on an open neighborhood V � x. It follows that π∗L|π−1(V ) is free. In
particular, π∗L|E � OE . Hence (2.6) is a complex. The injectivity of Pic(X) →
Pic(X̃) comes from the injective canonical homomorphism Pic(X) → Pic(X \
{x}) (Lemma 2.17) and the isomorphism X \ {x} � X̃ \E. The homomorphism
Pic(X̃) → Pic(E) is surjective because it sends O

X̃
(E) onto a basis of Pic(E),

and it admits a section because Pic(E) is free. It remains to show that (2.6) is
exact in the middle. Let F be an invertible sheaf on X̃ such that F|E � OE .
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By Lemma 2.17, there exists an L ∈ Pic(X) such that F|
X̃\E

= L|X\{x}. Hence
F ⊗ (π∗L)∨ � OX(rE) for some r ∈ Z. Taking the degrees of the restrictions to
E, we obtain rE2 = 0. Hence r = 0 and F � π∗L, which proves the exactness
of sequence (2.6).

Definition 2.19. Let X be a regular Noetherian scheme, x ∈ X a point, and
D an effective Cartier divisor on X. We let mx denote the maximal ideal of
OX,x. We call the greatest integer n ≥ 0 such that OX(−D)x ⊆ mn

x the multi-
plicity of D at x. This number is finite because ∩i≥0m

i
x = 0 by Krull’s theorem

(Corollary 1.3.13). We denote this integer by µx(D).

Remark 2.20. We have µx(D) ≥ 1 if and only if x ∈ SuppD, and µx(D) = 1
if and only if x ∈ SuppD and if the scheme D is regular at x (Corollary 4.2.12).

Example 2.21. Let us suppose d = dimOX,x ≥ 1. Let f be a generator of the
ideal OX(−D)x, and u1, . . . , ud generators of mx. We can write

f = P (u1, . . . , ud) + Q, with P (u1, . . . , ud) ∈ O∗
X,x[u1, . . . , ud], Q ∈ mµ+1

x

and P homogeneous of degree µ. We then have µx(D) = µ. This is a consequence
of Exercise 4.2.13.

Definition 2.22. Let π : X̃ → X be a projective birational morphism of regular,
Noetherian, integral schemes. Let D be an effective Cartier divisor on X. We
define the strict transform of D in X̃ to be the effective Cartier divisor D̃ on
X̃ such that O

X̃
(−D̃) defines the scheme-theoretic closure of π−1(D \ F ) in

X̃, where F is the image under π of the exceptional locus of π. If we write
D =

∑
i diΓi with the Γi prime, then D̃ =

∑
i diΓ̃i and Γ̃i is the strict transform

of Γi defined in 8.1.18.

Proposition 2.23. Let X be a regular fibered surface, and let π : X̃ → X be
the blowing-up of X along a closed point x. Let E ⊂ X̃ denote the exceptional
locus of π. Then for any effective Cartier divisor D on X, we have

π∗D = D̃ + µx(D)E.

Proof The difference π∗D−D̃ is a Cartier divisor with support in E, and hence
π∗D = D̃ + rE for some integer r ∈ Z. Let U be an open affine neighborhood
of x, sufficiently small so that the maximal ideal m of OX(U) defining x is
generated by two elements u, v and that OU (−D|U ) is generated by an element
f ∈ OX(U). Let A = OX(U). In the proof of Theorem 8.1.19(c), we have seen
that π−1(U) is the union of open subschemes W = SpecA[w] and SpecA[w′]
with w = v/u, w′ = u/v ∈ K(X), and that OW (−E|W ) = (u). Let µ = µx and
let f = P (u, v) + Q be a presentation of f as in Example 2.21. As Q ∈ mµ+1 =
(u, v)µ+1, we have

f = uµP (1, w) + uµ+1g, g ∈ O
X̃
(W )
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in O
X̃
(W ). The quotient O

X̃
(W )/(u) is a polynomial ring k(x)[w]. Hence

P (1, w) 
∈ uO
X̃
(W ) = O

X̃
(−E)(W ),

which implies that multξ(π∗D) = multξ(f) = µ, where ξ is the generic point of
E. The proposition is therefore proven. Incidentally, we see that D̃ ∩ W is the
Cartier divisor defined by P (1, w) + ug ∈ O

X̃
(W ).

Proposition 2.24. Let π : X̃ → X be as in Proposition 2.23. Then we have an
isomorphism

ω
X̃/S

= π∗ωX/S ⊗O
X̃
(E).

Proof As X̃ \E → X \ {x} is an isomorphism, the sheaves ω
X̃/S

and π∗ωX/S

are identical on X̃ \ E. We therefore have

ω
X̃/S

= π∗ωX/S ⊗O
X̃
(rE)

for some integer r ∈ Z. It follows that

ω
X̃/S

|E = π∗ωX/S |E ⊗O
X̃
(rE)|E .

The computation of the degrees of these sheaves over k(x) using the adjunction
formula (Theorem 1.37) and Theorem 2.12(a) then gives r = 1.

Corollary 2.25. Let f : X → Y be a birational morphism of regular fibered
surfaces over S. Then the following properties are true.

(a) Let ξ be the generic point of X. The restriction

H0(X, ωX/S) → (ωX/S)ξ = Ω1
K(X)/K

is injective.
(b) We have

H0(Y, ωY/S) = H0(X, ωX/S)

as subgroups of Ω1
K(X)/K .

Proof (a) follows from the fact that X is integral and that ωX/S is locally free.
(b) We can suppose that f : X → Y is the blowing-up of a point y ∈ Y , by

virtue of the factorization theorem. By Proposition 2.24, f∗ωY/S ⊆ ωX/S , and
hence H0(Y, ωY/S) ⊆ H0(X, ωX/S). In addition,

H0(X, ωX/S) ⊆ H0(X \ f−1(y), ωX/S) = H0(Y \ {y}, ωY/S) = H0(Y, ωY/S)

(Lemma 2.17(a) for the last equality), whence the desired equality.
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9.2.4 Embedded resolutions

The aim of this subsection is to show the following theorem:

Theorem 2.26 (Embedded resolution). Let S be a Dedekind scheme and
X → S a regular fibered surface. Let us fix an effective Cartier divisor D on
X. Let us suppose that the scheme D is excellent. Then there exists a projective
birational morphism f : X ′ → X with X ′ regular, such that f∗D is a divisor
with normal crossings.

Remark 2.27. If D is an integral curve, then the strict transform D̃ of D in
X ′ is an irreducible component of f∗D. The theorem therefore implies that D̃ is
a regular curve (Exercise 1.3). This is the reason why this theorem is also called
the Theorem of the embedded resolution of curves in surfaces.

Remark 2.28. The D excellent hypothesis is satisfied if S is excellent
(Theorem 8.2.39(c)) or if D is vertical. Indeed, in the second case, D is a scheme
of finite type over an Artinian ring, and we can apply Theorem 8.2.39(a). Let us
note that the D excellent hypothesis is necessary in the theorem. Let us consider
the following counterexample. Let K be a non-excellent discrete valuation field
(Example 8.2.31) of characteristic p. Let a ∈ OK be such that a ∈ K̂p \Kp, and
let D be the zeros divisor of div(T p − a) on X = P1

OK
. Then D is integral, iso-

morphic to SpecOK [T ]/(T p −a). If Theorem 2.26 were true for the pair (D, X),
then the normalization of D would be finite over D, which is not the case by
Exercise 8.3.28.

Definition 2.29. Let X → S be an arithmetic surface. For simplicity, we will
say that X → S has normal crossings if for every closed point s ∈ S, the divisor
Xs on X has normal crossings.

Corollary 2.30. Let X → S be an arithmetic surface that has only a finite num-
ber of singular fibers (e.g., if its generic fiber is smooth; see Proposition 8.3.11).
Then there exists a projective birational morphism X ′ → X such that X ′ → S
is an arithmetic surface with normal crossings.

Proof We apply Theorem 2.26 with D the sum of the singular fibers.

Lemma 2.31. Let X → S and D be as in Theorem 2.26. Let π : X̃ → X be the
blowing-up of a closed point x ∈ SuppD. Let E denote the exceptional divisor
π−1(x) (see Definition 3.1). Let us suppose that D has normal crossings at x.
Then π∗D has normal crossings at the points x′ ∈ E. Moreover, E meets the
irreducible components of the strict transform D̃ in at most two points, and these
intersection points are rational over k(x). (See Lemma 3.35 for the converse.)

Proof Let us first suppose that x belongs to a single irreducible component Γ
of D. Let Γ̃ be the strict transform of Γ in X̃. We have

π∗Γ = Γ̃ + E, E · π∗Γ = E · Γ̃ + E2 = 0
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(Proposition 2.23 and Theorem 2.12(a)). It follows that

degk(x) OX̃
(Γ̃)|E = −degk(x) OX̃

(E)|E = 1

(Theorem 8.1.19(b)). This shows that Γ̃ and E intersect transversally at a unique
point that is rational over k(x). As E � P1

k(x) is regular, π∗D has normal cross-
ings at the points of E.

Let us suppose that two irreducible components Γ1,Γ2 of D pass through x.
Let Γ̃i be the strict transform of Γi in X̃. In a way similar to what was discussed
above, we show that the Γ̃i meet E transversally at points that are rational over
k(x), and that Γ̃1 ∩ Γ̃2 = ∅.
Lemma 2.32. Let us take the hypotheses of Theorem 2.26. If D is reduced, then
there exists a morphism f : X ′ → X made up of a finite sequence of blowing-ups
of closed points such that the irreducible components of f∗D are regular.

Proof Let x be a singular point of D. Let π : X̃ → X be the blowing-up of X
with center x. By Proposition 2.23, we have π∗D = D̃+µx(D)E with E � P1

k(x).

Hence the possibly singular irreducible components of π∗D are those of D̃. The
restriction π|

D̃
: D̃ → D is the blowing-up of D with center x (Corollary 8.1.17).

As the normalization of D is finite over D by the D excellent hypothesis, the
method of Proposition 8.1.26 (see Remark 8.1.27) shows that after a finite num-
ber of blowing-ups, the strict transform of D becomes a regular scheme, whence
the lemma.

Proof of Theorem 2.26. By Lemma 2.32 above, we can suppose that the
irreducible components of D are regular. Let x ∈ SuppD be a closed point
belonging to at least two irreducible components of D. Let π : X̃ → X be the
blowing-up of X with center x and E = π−1(x). Let D =

∑
1≤i≤r diΓi be the

decomposition of D as a sum of prime divisors. By virtue of Proposition 2.23, if
x ∈ Γi, we have π∗Γi = Γ̃i+E since Γi is regular. As in the proof of Lemma 2.31,
we see that Γ̃i · E = −E2 and that Γ̃i and E meet transversally (at a unique
point that is rational over k(x)). For any i ≤ r, we have π∗(Γ̃i) = Γi. Hence we
have the following relation in the group of 0-cycles on S:

Γi · Γj = Γ̃i · π∗Γj = Γ̃i · Γ̃j + Γ̃i · E
(Theorem 2.12(b)). It follows that if i 
= j and if x ∈ Γi, then

0 ≤ Γ̃i · Γ̃j = Γi · Γj − [k(x) : k(s)][s] < Γi · Γj , (2.7)

where s is the image of x in S. Let us also note that Γ̃i is regular because it is
finite birational to Γi, and hence isomorphic to Γi. Thus, after a finite number of
blowing-ups, we can suppose that the irreducible components Γi of D are regular
and that they meet pairwise transversally and at at most one point.

Let x ∈ SuppD be an intersection point of the irreducible components of D,
and π : X̃ → X the blowing-up of X with center x. Then inequality (2.7) shows
that the Γ̃i, for Γi � x, are pairwise disjunct. As the divisor E = π−1(x) meets
all of the Γ̃i transversally at at most one point, by successively blowing-up the
intersection points that are not transversal to D, we see that the inverse image
of D is a divisor with normal crossings.
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Figure 17. Embedded resolution of a cuspidal singularity.

Example 2.33. Let OK be a discrete valuation ring, with uniformizing param-
eter t. Let X = ProjOK [x, y, z]/(yz2 + x3 + tz3). Then X is smooth over
S = SpecOK outside of the point q ∈ D+(z) with coordinates x = y = t = 0
and z = 1. Let us set D = Xs. Then the special fibers of the blowing-ups needed
to make D into a normal crossings divisor are described in Figure 17, where
the darkened points are the centers of the blowing-ups. For simplicity, the strict
transform of a divisor is denoted by the same letter. Using Proposition 2.23, we
see that in the final special fiber, the divisors D, E1, E2, E3 are of respective
multiplicities 1, 2, 3, and 6.

The local structure of arithmetic surfaces with normal crossings is relatively
simple to describe.

Proposition 2.34. Let X → S be an arithmetic surface with normal crossings.
Let x ∈ Xs be a closed point. Let us fix a uniformizing parameter t of OS,s. The
following properties are true.

(a) There exist a flat scheme of finite type Z over S of relative dimension
2, a closed point z ∈ Zs such that Zs is regular at z, and a surjective
homomorphism OZ,z → OX,x whose kernel is generated by an element
F ∈ OZ,z. The form of F can be specified as follows:

(b) If a single irreducible component Γ1 of Xs, of multiplicity d1, passes
through x, then F = ud1 − ta, where u is part of a system of parameters
of OZ,z, and where a ∈ O∗

Z,z. Moreover, if Γ1 is smooth at x, then Z is
smooth at z.

(c) If two irreducible components Γ1,Γ2 of Xs, of respective multiplicities
d1, d2, pass through x, then F = ud1vd2 − ta, where {t, u, v} is a system
of parameters of OZ,z and a ∈ O∗

Z,z.

Proof (a) As the property is of local nature in X, we can replace X by an affine
open neighborhood of x, and embed X in a smooth affine scheme Y → S (e.g.,
an affine space over S). Let n = dimx Ys and let y be the image of x in Y . Let
my denote the maximal ideal of OY,y, my (resp. mx) the maximal ideal of OYs,y

(resp. of OXs,x), and I the ideal of OY (Y ) defining the closed subscheme X ⊂ Y .
As dimk(x) TXs,x ≤ dimk(x) TX,x = 2, there exist f3, . . . , fn ∈ I whose images
in my/m2

y are free over k(y) and belong to the kernel of my/m2
y → mx/m2

x. Let
Z be the closed subscheme V (f3, . . . , fn) ⊆ Y , and z = y. Replacing Z by an
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open neighborhood of z if necessary, it is easy to see that it verifies the desired
properties.

Let us show (c). Let α, β be respective generators of OX(−Γ1)x and
OX(−Γ2)x, and u, v ∈ OZ,z respective preimages of α and β. The hypothesis
that X has normal crossings implies that (α, β) = mxOX,x. As

dimk(x) TXs,x = 2 = dimk(z) TZs,z,

the maximal ideal mzOZs,z is generated by the images of u and v. It follows that
mzOZ,z = (t, u, v). The equality of divisors div(t) = d1Γ1 + d2Γ2 implies the
equality of ideals (t) = (αd1βd2) in OX,x. Consequently, there exists an a ∈ O∗

Z,z

such that ud1vd2 − ta ∈ FOZ,z. We therefore have a surjective homomorphism

OZ,z/(ud1vd2 − ta) → OX,x.

Since the terms on both sides are regular (hence integral) local rings of dimension
2, this homorphism is therefore an isomorphism. Consequently, F = ud1vd2 − ta,
up to a factor in O∗

Z,z.
Let us show (b). The proof of the first part is similar to that of (c). Let

us suppose that Γ1 is smooth at x. Let Z (resp. Γ1) denote the base change
of Z (resp. of Γ1) to k. Let z be a point of Z lying over z. Then it induces a
point x of Γ1 lying over x. Since OZ,z/(u) = OΓ1,x, by tensoring with k and
then localizing, we get OZ,z/(u) = OΓ1,x. As the right-hand side is regular, this
immediately implies that OZ,z also is, and hence Z is smooth at z.

Remark 2.35. If k(x) is separable over k(s), then Z is smooth at z
(Proposition 4.3.30). If k(x) = k(s), then we have an isomorphism

ÔX,x � ÔK [[u, v]]/(F (u, v)),

with F (u, v) = ud1 − ta or F (u, v) = ud1vd2 − ta according to whether Xs is
irreducible or not at x, and a ∈ O∗

K + (u, v). This follows from the fact that
ÔZ,z � ÔK [[u, v]] (Exercise 6.2.1).

Remark 2.36. Let S′ → S be a finite morphism of Dedekind schemes. The
local structure of X described in Proposition 2.34 makes it possible to find the
desingularization of X ×S S′ when S′ → S is tamely ramified. We will return to
this in the next chapter (Proposition 10.4.6).

In higher dimension, Theorem 2.26 generalizes as such if the residue fields
of S are of characteristic 0 (Hironaka, [46]). In the general case, we only have a
version with alteration morphisms (see their definition before Theorem 8.3.43).

Theorem 2.37 (de Jong, [49], Theorems 6.5, 8.2). Let X → S be an integral
projective scheme over the spectrum of a complete discrete valuation ring. Let
Z be a closed subset of X. Then there exists an alteration f : X1 → X such that
X1 is regular, and that f−1(Z) is the support of an effective Cartier divisor with
normal crossings.
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Exercises

2.1. Let Y be a regular locally Noetherian scheme of dimension 2, and let
f : X → Y be a proper birational morphism with X regular.
(a) Show that f is made up of a sequence of blowing-ups along reduced

closed points.
(b) Show that if Y is quasi-projective over an affine Noetherian scheme,

then f is projective.

2.2. Let X → S be an arithmetic surface, E ⊆ Xs an exceptional divisor (see
Definition 3.1). We suppose E is of multiplicity 1 in Xs. Show that E
meets a unique other irreducible component Γ of Xs, that E and Γ meet
transversally at a unique point p that is rational over H0(E,OE), and
that Γ is also of multiplicity 1 in Xs.

2.3. Using Proposition 2.23, give another proof of Proposition 2.5.

2.4. Let f : X → Y be a birational morphism of regular fibered surfaces over
S. Let E1, . . . , En be the irreducible components of the exceptional locus
of f .
(a) Show that Pic(X) � Pic(Y )⊕ Zn.
(b) Show that

ωX/S � f∗ωY/S ⊗OX
OX(D),

where D is a linear combination of the Ei with strictly positive
coefficients.

2.5. Let D, E be two effective Cartier divisors on a regular Noetherian scheme
X of dimension 2. Show that for any closed point x ∈ X, we have

µx(D + E) = µx(D) + µx(E).

(Use Example 2.21.)

2.6. Let X → S be an arithmetic surface. Let D, F ∈ X(S) be two distinct
sections and Xs1 , . . . , Xsn

the fibers where they meet. Show that there
exists a projective birational morphism f : X ′ → X with X ′ regular such
that f∗(D + F +

∑
i Xsi

) has normal crossings, and that the exceptional
locus of f contains exactly

∑
x ix(D, F ) irreducible components.

2.7. Let X → S be an arithmetic surface, x ∈ Xs a closed point of X, and
Γ1, . . . ,Γr the irreducible components of Xs passing through x, of respec-
tive multiplicities d1, . . . , dr.
(a) Show that there exist a flat scheme Z → S of finite type and of

relative dimension 2, a closed point z ∈ Zs that is regular in Zs, and
an isomorphism

OZ,z/(ud1
1 · · ·udr

r − ta) � OX,x,

where ui ∈ mzOZ,z is such that its image in OX,x is a generator of
OX(−Γi)x, t is a uniformizing parameter OS,s, and a ∈ O∗

Z,z.
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(b) Let µi = µx(Γi). Show that we can choose the ui in such a way that
ui ∈ mµi

z \mµi+1
z for every i ≤ r.

2.8. Let OK be a discrete valuation ring with residue field k, and X →
SpecOK an arithmetic surface. Let Γ,∆ be irreducible components of
Xk.
(a) Let k′ be a finite Galois extension of k containing k(Γ) ∩ ks. Show

that Γk′ has r := rΓ irreducible components Γ1, . . . ,Γr, and that the
Γi are isomorphic as algebraic varieties over k.

(b) Show that there exists a finite étale extension OK′/OK of discrete
valuation rings such that k′ is the residue field ofOK′ . Let p : XOK′ →
X be the projection morphism. Show that p∗Γi = r−1[k′ : k]Γ.

(c) Let ∆1, . . . ,∆q be the irreducible components of ∆k′ . Denoting the
respective intersections on X and on XOK′ by ik and ik′ , show that
for any i ≤ r, we have

ik(∆,Γ) =
∑

1≤j≤q

rΓik′(∆j ,Γi).

(Use the projection formula with the morphism p.) Show that ∆j

has the same geometric multiplicity e∆j (Exercise 1.9) as ∆. Deduce
from this that ik(∆,Γ) is divisible by each of the integers rΓeΓ, rΓe∆,
r∆eΓ, and r∆e∆.

(d) Show that in general, neither rΓr∆ nor eΓe∆ divides ik(∆,Γ).

2.9. Let X → S be an arithmetic surface and s ∈ S a closed point. Let us
write Xs =

∑
1≤i≤n diΓi. Let us set

d = gcd
i
{di}, d′ = gcd

i
{ridi}, d′′ = gcd

i
{rieidi},

where ri = rΓi and ei is the geometric multiplicity of Γi (see Exercise 1.9).

(a) Let π : X̃ → X be the blowing-up of a closed point x ∈ Xs and let
us denote the exceptional divisor (Definition 3.1) by E ⊂ X̃s. Show
that

X̃s =
∑

i

diΓ̃i +

(∑
i

µx(Γi)di

)
E, rΓ̃i

= ri, eΓ̃i
= ei,

and that

rE = [k(x) ∩ k(s)sep : k(s)], rEeE = [k(x) : k(s)].

(b) With the notation of (a), show that Γ̃i · E = µx(Γi)[k(x) : k(s)].
Deduce from this the divisibility relations

riei | µx(Γi)rEeE , ri | µx(Γi)rE

(use Exercises 1.9(b) and 2.8(c)).
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(c) Let X ′ → S be an arithmetic surface that is birational to X. Show
that the integers d, d′, d′′ associated to X ′

s are the same as those
associated to Xs.

(d) Show that

Γ̃i·E = µx(Γi)[k(x) : k(s)], Γ̃i·Γ̃j = Γi·Γj−µx(Γi)µx(Γj)[k(x) : k(s)].

2.10. Let X → S be an arithmetic surface. Let P ∈ Xη be a closed point. Let
{P} denote the Zariski closure of {P} in X. Let s ∈ S be a closed point
and Γ1, . . . ,Γn the irreducible components of Xs. Show that

[K(P ) : K(S)] ≥
∑

x∈{P}∩Xs

µx(Xs)[k(x) : k(s)],

and that for any x ∈ Xs,

µx(Xs) =
∑

1≤i≤n

diµx(Γi),

where di is the multiplicity of Γi in Xs (use Proposition 1.30 and
Exercise 2.9(a)).

2.11. Let OK be a Henselian discrete valuation ring (Definition 8.3.33), and
X → SpecOK be a fibered surface.
(a) Show that for any closed point P ∈ Xη, the set {P} ∩ Xs is reduced

to a point.
(b) Let us suppose X is regular. Let x ∈ Xs be a closed point, and let us

once more take the notation of Exercise 2.7. Show that if Card k(x) ≥∑
1≤i≤r µi (e.g., if Card k(x) ≥ µx(Xs)), then there exists a u ∈

mz \m2
z such that u divides none of the ui modulo t.

(c) Under the hypotheses of (b), let us consider the image ũ ∈ OX,x of
u, its zeros divisor div(ũ)0 on X, and an irreducible component D
of div(ũ)0 passing through x. Show that ix(D, Xs) ≤ ∑

i diµi. Let
P ∈ Xη be the point DK . Show that

[K(P ) : K] = µx(Xs)[k(x) : k(s)].

See Exercise 2.10 for the computation of the second term.
(d) Let OK = Zp be the ring of p-adic integers. Let us consider the

scheme

X = ProjOK [u, v, w]/(uv(up−1 − vp−1) + pwp+1)

and the point x ∈ Xs with homogeneous coordinates (0, 0, 1). Show
that X is an arithmetic surface over OK , that µx(Xs) = p + 1, and
that for any point P ∈ Xη such that x ∈ {P}, we have [K(P ) : K] ≥
2p (consider the blowing-up of X with center x). This shows that in
(c) the condition on Card k(x) is necessary.
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2.12. Let X → S be a regular fibered surface, Γ ⊂ Xs a vertical prime divi-
sor, X̃ → X the blowing-up of a closed point x ∈ Xs, and Γ̃ the strict
transform of Γ in X̃.
(a) Let KX/S (resp. K

X̃/S
) be a canonical divisor of X (resp. of X̃). Let

E ⊂ X̃ be the exceptional divisor. Show that

K
X̃/S

· Γ̃ = KX/S · Γ− µE2, Γ̃2 = Γ2 + µ2E2,

where µ = µx(Γ).
(b) Show the equality

pa(Γ̃) = pa(Γ)− (µ2 − µ)
2

[k(x) : k(s)].

2.13. We are going to show Abhyankar’s theorem stated in Remark 2.6. Let
f : X → Y be a birational morphism of finite type of Noetherian schemes
with X normal, and Y regular and excellent. Let E be a prime divisor
contained in the exceptional locus of f (see Theorem 7.2.22). Let F =
f(E).
(a) Let ξ denote the generic point of E and y0 that of F . Let Y1 → Y

be the blowing-up of Y with center F . Show that X → Y factors
through a birational map f1 : X ��� Y1 defined at ξ. Let y1 = f1(ξ).
Let Y2 → Y1 be the blowing-up of Y1 with center {y1}. Show that
f1 factors through a birational map f2 : X ��� Y2. We thus define a
sequence of birational maps fn : X ��� Yn.

(b) Show, using the method of Exercise 8.3.14, that there exists a greatest
r ≥ 1 such that dimOYr,yr ≥ 2.

(c) Show that, if necessary replacing Y by an open neighborhood of y0,
the schemes {yn} and Yn+1 are regular for every n ≥ 0 (use the Y
excellent hypothesis and Theorem 8.1.19).

(d) Show that fr+1 : X ��� Yr+1 is an isomorphism above an open
neighborhood of yr+1.

(e) Show that E is birational to Pd
Fr

, where Fr = {yr}, and that d ≥ 1.
This is Abhyankar’s theorem.

9.3 Minimal surfaces

Contrarily to proper algebraic curves over a field, any regular fibered surface
X → S has an infinity of regular fibered surfaces that are birational but not
isomorphic to it. The aim of the theory of minimal surfaces it to determine
a canonical element in each birational equivalence class, when possible. If we
consider the class of the regular fibered surfaces that are birationally equivalent
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to a given surface, it contains a minimal element if X → S is sufficiently general
(Theorem 3.21 and Exercise 3.2). We also consider the class of the regular fibered
surfaces that dominate and are birational to a given surface, and the class of the
arithmetic surfaces with normal crossings that are birational to a given surface
(Subsection 9.3.4).

9.3.1 Exceptional divisors and Castelnuovo’s criterion

Definition 3.1. Let X → S be a regular fibered surface. A prime divisor E
on X is called an exceptional divisor (or (−1)-curve) if there exist a regular
fibered surface Y → S and a morphism f : X → Y of S-schemes such that f(E)
is reduced to a point, and that f : X \ E → Y \ f(E) is an isomorphism. In
other words, an exceptional divisor is an integral curve that can be contracted
(Subsection 8.3.3) to a regular point. Let us note that as f(E) is a closed point,
its image in S is also a closed point. Hence E is a vertical divisor.

Remark 3.2. The contraction f : X → Y of E is also the blowing-up of Y
along the closed point f(E). This follows from Corollary 2.3.

The principal result of this subsection is Castelnuovo’s theorem that charac-
terizes exceptional divisors (Theorem 3.8). Its proof uses the theorem on formal
functions (for Lemma 3.6(b)). From here to the end of the subsection, we fix
a regular fibered surface X → S and a vertical prime divisor E contained in
a closed fiber Xs. We will suppose that E � P1

k′ for some (necessarily finite)
extension k′ of k(s), and that E2 < 0.

Lemma 3.3. Let H be an effective Cartier divisor on X with H1(X,OX(H)) = 0.
Then the following properties are true.

(a) We have H1(X,OX(H + iE)) = 0 for every 0 ≤ i ≤ r := H · E/(−E2).
(b) Let us moreover suppose that OX(H) is generated by its global sections

and that r is an integer. Then OX(H + rE)|E � OE and OX(H + rE)
is generated by its global sections.

Proof (a) We are going to proceed by induction on i. The property is true for
i = 0 by hypothesis. Let us suppose it is true at rank i with 0 ≤ i ≤ r − 1. We
have

(H + (i + 1)E) · E = (r − (i + 1))(−E2) ≥ 0;

hence OX(H + (i + 1)E)|E � OE(a) with a ≥ 0. It follows from Lemma 5.3.1
that H1(E,OX(H + (i + 1)E)|E) = 0. In addition, we have an exact sequence

0 → OX(H + iE) → OX(H + (i + 1)E) → OX(H + (i + 1)E)|E → 0. (3.8)

Taking the cohomology, we then obtain an exact sequence

0 = H1(X,OX(H + iE)) → H1(X,OX(H + (i + 1)E)) → 0.

Hence H1(X,OX(H + (i + 1)E)) = 0, which shows (a).
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(b) We have (H +rE) ·E = 0; hence OX(H +rE)|E � OE (Example 7.3.34).
In particular, OX(H + rE)|E is generated by its global sections. Exact sequence
(3.8) with i = r − 1 implies that we have the exact sequence

H0(X,OX(H+rE)) → H0(E,OX(H+rE)|E) → H1(X,OX(H+(r−1)E)) = 0.

Nakayama’s lemma then shows that OX(H + rE) is generated by its global
sections at the points x ∈ E. The hypothesis on H implies that OX(H + rE) is
generated by its global sections at the points x /∈ E, whence (b).

Lemma 3.4. There exists a contraction morphism f : X → Y of E (but Y is
not necessarily regular).

Proof We can suppose S is affine. Let L be an ample sheaf on X. Then
L is generated by its global sections (Proposition 5.1.31(a)). In particular,
H0(X,L) 
= 0. There therefore exists an effective Cartier divisor H0 such that
L � OX(H0). Moreover, if necessary replacing H0 by a multiple, we can suppose
that H1(X,OX(nH0)) = 0 for every n ≥ 1 (Theorem 5.3.2(b)). For any vertical
prime divisor Γ on X, OX(H0)|Γ is ample; hence H0 · Γ > 0 (Proposition 7.5.5).
Let m = −E2 > 0, r = H0 ·E > 0, and let us set D = mH0+rE. For any vertical
prime divisor Γ 
= E, we have D ·Γ ≥ mH0 ·Γ > 0; hence OX(D)|Γ 
� OΓ. Apply-
ing Lemma 3.3 with H = mH0, we see that OX(D) is generated by its global
sections and that OX(D)|E � OE . By Proposition 8.3.30 (and Exercise 8.3.20 if
dimS = 0), the contraction f : X → Y of E exists.

Remark 3.5 (Regular proper algebraic surfaces). Let X be a regular proper
algebraic surface over a field k. Then X is projective over k. Indeed, using Chow’s
lemma (Remark 3.3.34) and Theorem 8.3.44, there exists a projective birational
morphism f : Z → X with Z regular and projective over k. Next, Theorem 2.2
can be applied to f because its proof is based on Theorem 8.3.20, which is valid
for normal schemes of dimension 2 that are proper over a Dedekind scheme S.
We can therefore decompose Z → X into a sequence of blowing-ups of closed
points Z = Xn → · · · → X0 = X. We then reduce to the case when f : Z → X
is the blowing-up of a closed point x ∈ X. Let E = f−1(x). Proposition 2.5
and Lemma 3.4 imply that there exists a contraction morphism Z → X ′ of E.
Theorem 8.3.20 (the version for proper schemes) implies that X � X ′, and hence
X is projective over k.

Let us note that the same proof works if X is a regular scheme of dimension 2
that is proper and flat over an affine Dedekind scheme S of dimension 1, provided
that we have the resolution of singularities (hence, for example, if S is excellent
or if X → S has a smooth generic fiber, cf. Subsection 8.3.4). This gives another
proof of Theorem 8.3.16 in that case.

Let f : X → Y be the contraction defined in Lemma 3.4. We have f∗OX =
OY by Corollary 4.4.3(a). Let y = f(E). We are going to determine the tangent
space TY,y. For the proof of the following lemma, we need the theorem on formal
functions (Remark 5.3.12).

Lemma 3.6. Let V be an affine open neighborhood of y, U = f−1(V ), J =
OX(−E)|U . Let n ≥ 0. Then the following properties are true.
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(a) For any m ≥ n + 1, we have H1(U,J n/Jm) = 0.
(b) We have H1(U,J n) = 0.
(c) The sheaf J n is generated by its global sections.
(d) We have H0(U,J n) = mn.

Proof (a) Let d = −degk′ OX(E)|E = −E2/[k′ : k(s)]. Then OX(−E)|E �
OE(d) because deg : Pic(E) → Z is an isomorphism. For any integer k ≥ 0, we
have

J k/J k+1 = J k ⊗OX
OE = OX(−kE)|E � OE(kd).

It follows that H1(U,J k/J k+1) � H1(E,OE(kd)) = 0 (Lemma 5.3.1(c)). We
have an exact sequence

0 → Jm/Jm+1 → J n/Jm+1 → J n/Jm → 0,

whence the exact sequence

0 = H1(X,Jm/Jm+1) → H1(X,J n/Jm+1) → H1(X,J n/Jm).

This implies that H1(X,J n/Jm) is zero by induction on m ≥ n + 1.
(b) Let A = OY (V ) and let m denote the maximal ideal of A corresponding

to the point y ∈ V . By the theorem on formal functions (Remark 5.3.12), we
have an isomorphism

H1(U,J n)⊗A Â � lim←−
k

H1(U,J n/mkJ n),

where Â is the m-adic completion of A. As
√

mOU = J , there exists an r ≥ 1
such that J r ⊆ m ⊆ J . It follows that

H1(U,J n)⊗A Â = lim←−
k≥1

H1(U,J n/mkJ n) = lim←−
m≥n

H1(U,J n/Jm) = 0.

Now H1(U,J n) is a finitely generated A-module with support in {y} since
U → V is projective and is an isomorphism outside of y; hence H1(U,J n) =
H1(U,J n) ⊗A Am. It follows that H1(U,J n) = 0 by the faithful flatness of
Am → Â.

(c) To show that J n is generated by its global sections, it suffices to consider
the case when n = 1. It is clear that J is generated by H0(U,J ) at the points
of U \ E. The exact sequence

0 → J 2 → J → J |E → 0

implies that H0(U,J ) → H0(E,J |E) is surjective since H1(U,J 2) = 0. As
J |E � OE(d) is generated by its global sections, Nakayama’s lemma implies
that J is generated by its global sections at the points x ∈ E.
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(d) Let h ∈ m. Then h ∈ OX(U) and is zero on E; hence h ∈ H0(U,J ).
Conversely, if h ∈ H0(U,J ), then h ∈ OX(U) = OY (V ) and h ∈ m because
otherwise, it would be invertible on a neighborhood of E, whence H0(U,J ) = m.
To show that H0(U,J n) = mn, it suffices to show that if F , G are two coherent
sheaves on U , generated by their respective global sections, then the canonical
homomorphism

ϕ : H0(U,F)⊗A H0(U,G) → H0(U,F ⊗OU
G)

is surjective. The proof that follows is taken from Lipman, [57], Section 7.2.
As H0(U,F) and H0(U,G) are finitely generated over A because U → V is
projective, we have exact sequences

0 → K1 → Op
U

α−→ F → 0, 0 → K2 → Oq
U

β−→ G → 0

with p, q ∈ N, whence an exact sequence

H0(U,Op
U ) → H0(U,F) → H1(U,K1) → H1(U,OU ) = 0.

We can choose α such that the homomorphism on the left is surjective. It follows
that H1(U,K1) = 0. Likewise, H1(U,K2) = 0 for a suitable choice of β. The
tensor product γ := α ⊗ β induces an exact sequence

0 → Ker γ → Op
U ⊗Oq

U → F ⊗ G → 0.

As Ker γ is a quotient of (K1 ⊗Oq
U ) ⊕ (K2 ⊗Op

U ) (Exercise 1.1.3), and U → V
has fibers of dimension ≤ 1, we have an exact sequence

0 = H1(U, (K1 ⊗Oq
U )⊕ (K2 ⊗Op

U )) → H1(U,Ker γ) → 0

(Proposition 5.2.34). Hence H1(U,Ker γ) = 0 and

H0(U,Op
U ⊗Oq

U ) → H0(U,F ⊗ G)

is surjective. The commutative diagram

H0(U,Op
U )⊗H0(U,Oq

U ) � H0(U,F)⊗H0(U,G)

�
ϕ

H0(U,Op
U ⊗Oq

U ) � H0(U,F ⊗ G)

shows that ϕ is surjective.
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Theorem 3.7. Let X → S be a regular fibered surface. Let E ⊆ Xs be a
vertical prime divisor. We suppose that E � P1

k′ for some extension k′/k(s), and
that E2 < 0. Let us set

d = −E2/[k′ : k(s)] = degk′ OX(−E)|E = degk′ NE/X

(Definition 6.3.7). Then the following properties are true.

(a) There exists a contraction morphism f : X → Y of E.
(b) Let y = f(E), and let my be the maximal ideal of OY,y. Then we have

k(y) = k′ and there exists an isomorphism of k(y)-algebras

⊕n≥0m
n
y/mn+1

y � ⊕n≥0H
0(E,OE(dn)).

(c) Let TY,y be the Zariski tangent space of Y at y. Then

dimk(y) TY,y = d + 1.

Proof (a) is Lemma 3.4. (b) With the notation of Lemma 3.6, we have

mn/mn+1 = H0(U,J n)/H0(U,J n+1) � H0(U, (J n/J n+1))

for every n ≥ 0, because H1(U,J n) = 0. Now the term on the right is equal
to H0(E,OX(−nE)|E) � H0(E,OE(nd)). Taking n = 0, we obtain k(y) =
H0(E,OE) = k′. Finally, taking n = 1, we have

dimk(y) TY,y = dimk(y) H0(E,OE(d)) = d + 1,

which shows (c).

Theorem 3.8 (Castelnuovo’s criterion). Let X → S be a regular fibered surface.
Let E ⊂ Xs be a vertical prime divisor. Let us set k′ = H0(E,OE). Then E is
an exceptional divisor if and only if E � P1

k′ and if E2 = −[k′ : k(s)].

Proof This is just Proposition 2.5 and Theorem 3.7(c).

Remark 3.9. The proof of Castelnuovo’s criterion in the case of arithmetic
surfaces was given independently by Lichtenbaum [56], 3.10, and Shafarevich [90],
Lecture 6, pages 102–114. See also the presentation of [20], Section 6. For the
geometric case (dimS = 0), see for example [43], V.5.7. It seems that, at least
in the arithmetic case, the theorem on formal functions is indispensable. Later
on, we will see a theorem of Artin–Lipman (Theorem 4.15) that generalizes
Theorem 3.7.

With the canonical divisor KX/S (Definition 1.34), we can give another char-
acterization of exceptional divisors.
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Proposition 3.10. Let π : X → S be a regular fibered surface. Let KX/S be a
canonical divisor and E ⊂ Xs a vertical prime divisor on X. Then the following
properties are true.

(a) The divisor E is exceptional if and only if KX/S · E < 0 and E2 < 0.
Moreover, we then have KX/S · E = E2.

(b) Let us suppose that H0(X, ω⊗q
X/S) 
= 0 for some q ≥ 1 if dimS = 0, and

pa(Xη) ≥ 1 if dimS = 1. Then E is an exceptional divisor if and only if
KX/S · E < 0.

Proof (a) Let us set k′ = H0(E,OE). Let us first suppose that E is an excep-
tional divisor. Let m = [k′ : k(s)]. Then E2 = −m and χk(s)(OE) = m by
Proposition 2.5. Moreover, the adjunction formula (Theorem 1.37) implies that

KX/S · E = −E2 − 2χk(s)(OE) = −m < 0.

Let us show the converse. By computing the degrees over k′ in the adjunction
formula, we obtain

degk′ ωX/S |E + degk′ OX(E)|E = −2χk′(OE) = −2 + 2dimk′ H1(E,OE),

with the two terms on the left strictly negative. It follows that

H1(E,OE) = 0, degk′ OX(−E)|E = 1.

Hence pa(E) ≤ 0 and degk′ : Pic(E) → Z is surjective. By Proposition 3.16(b)
that we will show in the next subsection, E is then isomorphic to P1

k′ .
(b) In the dimS = 1 case, we can suppose S is affine because the property is

local on S. We then have

H0(X, ωX/S)⊗OS(S) K(S) = H0(Xη, ωXη/K(S)) � H1(Xη,OXη ) 
= 0.

Hence H0(X, ωX/S) 
= 0 and there exists a canonical divisor KX/S ≥ 0. If
dimS = 0, there exists an effective divisor K ′ ∼ qKX/S . Let us set q = 1 if
dimS = 1. Let us suppose KX/S · E < 0. Then K ′ · E < 0. We then have
K ′ = aE + D with a ≥ 1 and D ≥ 0 with no common component with E. We
have aE2 = K ′ ·E −D ·E < 0, and hence E2 < 0. It follows from (a) that E is
an exceptional divisor.

The following proposition is an analogue of Lemma 2.1, except that we turn
the blowing-up process around.

Proposition 3.11. Let f : X → Y be a birational morphism of fibered surfaces
over S with X regular and Y normal, and let E be an exceptional divisor on X
contained in the exceptional locus of f . Let us consider the contraction π : X →
X ′ of E. Then f factors in a unique way into X → X ′ → Y .

Proof This is an immediate consequence of Theorem 8.3.20.
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9.3.2 Relatively minimal surfaces

Definition 3.12. We say that a regular fibered surface X → S is relatively
minimal if it does not contain any exceptional divisor. By Theorem 2.2, this is
equivalent to saying that every birational morphism of regular fibered surfaces
X → Y is an isomorphism. We say that X → S is minimal if every birational
map of regular fibered S-surfaces Y ��� X is a birational morphism. A minimal
surface is, of course, relatively minimal. See Corollary 3.24 for the converse.

Proposition 3.13. Let X → S be a minimal arithmetic surface. Let η be the
generic point of S. Then the canonical map AutS(X) → AutXη

(Xη) is bijec-
tive. In other words, any automorphism of Xη extends in a unique way to an
automorphism of X.

Proof Let σ : Xη → Xη be an automorphism. It then induces a birational
morphism σ′ : X ��� X. By hypothesis, σ′ is a morphism. Applying the same
reasoning to σ−1, we see that σ′ is an automorphism.

Definition 3.14. Let X → S be a normal fibered surface. We call a regular
fibered surface Y → S together with a birational map Y ��� X a (regular)
model of X over S. Let us note that if dimS = 1, then Yη ��� Xη is a birational
map of projective normal curves; it is therefore an isomorphism.

A morphism of two (regular) models Y, Z of X is a morphism of fibered S-
surfaces Y → Z that is compatible with the birational maps Y ��� X, Z ��� X.
A (regular) model Y of X is called the minimal (regular) model (resp. a relatively
minimal (regular) model) of X if it is minimal (resp. relatively minimal) as a
regular fibered surface over S. If it exists, the minimal model is unique.

Example 3.15. Let X → S be a smooth arithmetic surface. Then X → S
is relatively minimal. Indeed, any vertical divisor V on X verifies V 2 = 0
(Proposition 1.21(a)), and hence V is not exceptional. If moreover g(Xη) ≥ 1,
then X → S is minimal (see Corollary 3.24).

In this and the following subsection, we will only be interested in arithmetic
surfaces. The case of smooth projective surfaces over a field is more difficult, and
the statements are a little bit different. See Exercise 3.2 and the references that
are given there. In the following proposition, we gather together some information
on integral curves of arithmetic genus pa ≤ 0.

Proposition 3.16. Let C be an integral, l.c.i., projective curve over a field K
such that pa(C) ≤ 0. Let us set L = H0(C,OC). Then C is also a projective
curve over L. Moreover, the following properties are true.

(a) The curve C is a conic over L. It contains at most one singular point,
which will then be rational over L.

(b) We have Pic0(C) = 1. The image of the injective homomorphism degL :
Pic(C) → Z is equal to eZ, where e is the minimum of the degrees
[k(x) : L] of the regular closed points x ∈ C. Moreover, e = 1 if and only
if C � P1

L.
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(c) Let us suppose C is regular and non-smooth over L. Then there exists a
finite morphism C → P1

L that is purely inseparable of degree 2.

Proof The pa(C) ≤ 0 hypothesis is equivalent to H1(C,OC) = 0. The restric-
tion H0(C,OC) → OC(U) for every open subset U of C makes OC into a sheaf
of L-algebras. Hence C is a curve over L. Let us henceforth suppose that L = K.
Then pa(C) = 0.

(a) Let us consider the dualizing sheaf ωC/K . By Example 7.3.34, we know
that degK ω∨

C/K = 2 and dimK H0(C, ω∨
C/K) = 3. We are going to show that

ω∨
C/K is very ample. Let D > 0 be a Cartier divisor such that OC(D) � ω∨

C/K .
Let us first show that OC(D) is generated by its global sections. For this, it
suffices to show that for every x ∈ SuppD, the homomorphism H0(C,OC(D)) →
OC(D)⊗k(x) is surjective. Let M denote the sheaf of ideals of OC corresponding
to the reduced closed subscheme {x}. We then have an exact sequence

0 →MOC(D) → OC(D) → OC(D)⊗ k(x) → 0.

It therefore suffices to show that H1(C,MOC(D)) = 0. We have an exact
sequence

0 → OC(−D) →M→ F → 0,

where the support of F is in {x}. Tensoring this sequence by OC(D) and taking
its cohomology, we obtain an exact sequence

H1(C,OC) → H1(C,MOC(D)) → 0,

whence H1(C,MOC(D)) = 0 and OC(D) is generated by its global sections.
Let ϕ : C → P2

K be the morphism associated to a basis of H0(C,OC(D)).
Let us show that ϕ is a closed immersion. Let us denote the global sections of
OC(nD) by L(nD). We have

OC(C \ SuppD) = ∪n≥0L(nD)

(Exercise 7.3.5). Taking once more the proof of Lemma 3.6(d) (we use the fact
that H1(C,OC) = 0), we prove that the canonical homomorphism L(D)n →
L(nD) is surjective for every n ≥ 1. This immediately implies that the restriction
of ϕ to C \ SuppD is a closed immersion. Let x ∈ SuppD. There exists an f ∈
L(D) such that fxOC,x = OC(D)x. Hence x /∈ Supp(D+(f)). Now the morphism
ϕ is also the one associated to D+(f) for a suitable basis (Remark 5.1.32); what
we have just seen shows that ϕ is a closed immersion on C \Supp(D+(f)), which
contains x. Consequently, ϕ is a closed immersion. Its image is a plane curve Q
with H1(Q,OQ) = 0; it is therefore a conic (Example 7.3.22). The assertion
concerning CSing is an easy consequence of the classification of conics done in
Exercise 4.3.22. We can also use the exact sequence

0 → OC → π∗OC′ → G → 0,

where π : C ′ → C is the normalization morphism, and the fact that there exists
a Cartier divisor π∗D of degree 2 over K.



 

420 9. Regular surfaces

(b) Let L ∈ Pic0(C). By Example 7.3.34, we have H0(C,L) 
= 0, and hence
L � OC by virtue of Proposition 7.3.25(c), whence Pic0(C) = 1. Hence the
homomorphism degK : Pic(C) → Z is injective, and its image δZ contains eZ.
The effective divisor D in the proof of (a) verifies degK D = 2. Hence δ = 1
or 2. If δ = 1, there exists an effective divisor D0 of degree 1. Its support is
then a regular rational point x0 (because the maximal ideal mx0OC,x0 is equal to
OC(−D0)x0). We therefore have δ = e. Let us suppose δ = 2. If the support of D
is reduced to a point x of degree 2 over K, then x is regular (same reasoning as
above), and hence e = 2 = δ. Otherwise, SuppD is a singular point x. Replacing
D by a linearly equivalent effective divisor D′, we can suppose that SuppD′ does
not contain x, and therefore contains a regular point since C has at most one
singular point, whence once more e = 2 = δ. Finally, if e = 1, C contains a
regular rational point. Hence C � P1

K by Exercise 4.3.22(b).
(c) Since C is a conic, by Exercise 4.3.22 we have char(K) = 2, and there

exist a, b, c ∈ K such that C = V+(ax2 + by2 + cz2), with, for example, a 
= 0.
The projection onto (y, z) then induces a purely inseparable morphism C → P1

K

of degree 2.

Lemma 3.17. Let X → S be an arithmetic surface. Then there exist only a
finite number of fibers of X → S containing exceptional divisors.

Proof Let us first note that if X → S has a smooth generic fiber, then by remov-
ing a finite number of closed fibers, X → S is smooth (Proposition 8.3.11), and
hence relatively minimal (Example 3.15). The general case is slightly more com-
plex, especially when the generic fiber is a conic. We can suppose S = SpecOK

is affine. Let us first treat the case when H0(X, ωX/S) 
= 0. The set B of points
x ∈ X where ωX/S is not generated by its global sections (Definition 5.1.2) is
a closed subset, which does not contain the generic point, by the hypothesis
that H0(X, ωX/S) 
= 0. Let E be an exceptional divisor. By Proposition 3.10,
deg ωX/S |E < 0. It follows that H0(E, ωX/S |E) = 0. It immediately follows from
this that E ⊆ B. As B is a proper closed subset of X, the lemma is proven.

Let us now suppose H0(X, ωX/S) = 0. Let X → S′ → S be the decomposition
as in Proposition 8.3.8. It suffices to show that the fibers of X → S′ are irre-
ducible, except for a finite number of them. By hypothesis, H0(XK , ωXK/K) =
H0(X, ωX/S)⊗OK

K = 0. By duality (Remark 6.4.21), we have H1(XK ,OXK
) =

0. Let L = K(S′). By Proposition 3.16(c), XK is smooth over L or purely
inseparable over P1

L. The smooth case was seen at the beginning of the proof.
Let us therefore suppose that there exists a finite purely inseparable morphism
πL : XK → P1

L. Replacing S by a dense open subscheme if necessary, πL extends
to a finite purely inseparable morphism π : X → P1

OL
. In particular, it is a

homeomorphism (Exercise 5.3.9(a)). Therefore the fibers of X → SpecOL are
irreducible.

Remark 3.18. We can also show Lemma 3.17 with the help of the following
result: Let f : X → Y be a morphism of finite type of locally Noetherian irre-
ducible schemes. Let us suppose that the generic fiber Xη is non-empty and



 

9.3. Minimal surfaces 421

geometrically irreducible. Then Xy is (geometrically) irreducible for every point
y of a dense open subscheme of Y ([41], Proposition IV.9.7.8).

Proposition 3.19. Let f : X → S be an arithmetic surface. Then there exists
a birational morphism X → Y of arithmetic surfaces over S, with Y relatively
minimal.

Proof Let X0 = X → X1 → . . . → Xn → . . . be a sequence of contractions of
exceptional divisors. We must show that the sequence is necessarily finite. Let
Bn be the (finite) set of points s ∈ S such that (Xn)s contains an exceptional
divisor. Then Bn+1 ⊆ Bn. Moreover, the total number of irreducible components
contained in the fibers (Xn)s, s ∈ Bn, decreases strictly with n. Therefore the
sequence is finite.

9.3.3 Existence of the minimal regular model

We are going to show the existence of minimal models (Definition 3.14) for
arithmetic surfaces whose generic fibers have arithmetic genus pa ≥ 1. We
will also show that the minimal model is compatible with étale base change
(Proposition 3.28).

Lemma 3.20. Let Y → S be a normal fibered surface. Let us suppose that
Y admits two regular models X1, X2 without relation of domination between
them. Then there exist a regular model Z of Y that dominates the Xi, and an
exceptional divisor E1 on Z contained in the exceptional locus of Z → X1 (in
other words, the image of E1 in X1 is a point) such that

(i) either the image of E1 in X2 is still an exceptional divisor;
(ii) or there exist another exceptional divisor E2 on Z, and an integer µ ≥ 1

with (E1 + µE2)2 ≥ 0.

Moreover, if the Xi dominate Y , then the Ei are contained in the exceptional
locus of Z → Y .

Proof Let Γ be the graph of the birational map X1 ��� X2. Then we have
a birational morphism Γ → X1, and we have Γη � (X1)η if dimS = 1. Hence
Γ admits a desingularization Z → Γ (Theorem 8.3.50). Let us consider the
birational morphisms f1 : Z → X1 and f2 : Z → X2. Let E1 be an exceptional
divisor on Z contained in the exceptional locus of f1. If E1 is contained in the
exceptional locus of f2, then the fi factor into Z → Z ′ and gi : Z ′ → Xi, where
Z → Z ′ is the contraction of E1 (Proposition 3.11). By the hypothesis that
X1, X2 have no relation of domination, gi is not an isomorphism. Through a
finite sequence of such contractions, we can reduce to the case when E1 is not
contained in the exceptional locus of f2. If E1 does not meet the exceptional locus
of f2, then f2(E1) is an exceptional divisor on X2 and we are in case (i). Let us
suppose that E1 meets the exceptional locus of f2. By successive contractions of
the exceptional divisors on Z contained in the exceptional locus of f2 and that
do not meet E1, we end up finding an exceptional divisor E2 on Z different from
E1 and such that E1 ∩ E2 
= ∅. Let us show that we are in case (ii).
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Let us consider the contraction π : Z → Z ′ of E2. Let us set D1 = π(E1).
Then there exists a µ ≥ 1 such that π∗D1 = E1 + µE2 (Proposition 2.23). Let
s be the image of the Ei in S. By Theorem 2.12(a), we have E2 · π∗D1 = 0 and
therefore

π∗D1 · π∗D1 = E1 · π∗D1 = E2
1 + µE1 · E2

= [k′ : k(s)](−1 + µdegk′ OZ(E2)|E1) ≥ 0,
(3.9)

where k′ = H0(E1,OE1). Hence (E1 + µE2)2 ≥ 0. Finally, by construction, Ei

is in the exceptional locus of Z → Xi; hence if the Xi dominate Y , then the Ei

are in the exceptional locus of Z → Y .

Theorem 3.21. Let X → S be an arithmetic surface with generic fiber of
genus pa(Xη) ≥ 1. Then X admits a unique minimal model over S, up to unique
isomorphism.

Proof The uniqueness of a minimal model (up to unique isomorphism) follows
from the definition. We already know that X admits relatively minimal models
(Proposition 3.19). The existence of the minimal model is equivalent to saying
that two relatively minimal models X1, X2 of X are isomorphic. Let us suppose
that this is not the case. Let D = E1 + µE2 be the divisor on a regular model
Z defined in Lemma 3.20 (case (i) of the lemma cannot occur since X2 is rela-
tively minimal). This is a vertical divisor contained in a fiber Zs. As D2 ≥ 0, it
follows from Theorem 1.23 that D = rZs for some rational number r > 0. By
Proposition 1.35 and Proposition 3.10, we have

2pa(Xη)− 2 = 2pa(Zη)− 2 = KZ/S · Zs = (E1 ·KZ/S + µE2 ·KZ/S)/r < 0,

whence pa(Xη) ≤ 0, a contradiction.

Remark 3.22. This theorem was first proven by Lichtenbaum and Shafarevich.
See the references in Remark 3.9.

Remark 3.23. Theorem 3.21 is false without the pa(Xη) ≥ 1 hypothesis.
Indeed, and let us take X1 = P1

S , let X be the blowing-up of X1 with cen-
ter a closed point x ∈ X1(k(s)). In Xs, the strict transform E of (X1)s is an
exceptional divisor. Let X → X2 be the contraction of E. Then the models X1
and X2 of X are relatively minimal, but not isomorphic as models of X (more
precisely, the birational map X1 ��� X2 induced by the identity on the generic
fiber does not extend to a morphism because the generic points of the fibers
(X1)s and (X2)s induce distinct valuations in K(X), even if, abstractly, we have
X1 � X2 � P1

S). See also Exercise 3.1.

Corollary 3.24. Let X → S be a relatively minimal arithmetic surface, with
generic fiber Xη verifying pa(Xη) ≥ 1. Then X is minimal.

Proof This is an immediate consequence of Theorem 3.21 and of the definition
of a relatively minimal surface.
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Definition 3.25. Let D be a divisor on a regular fibered surface X → S. We
say that D is numerically effective if D ·C ≥ 0 for every vertical prime divisor C.
For example, an ample divisor is numerically effective by Proposition 7.5.5 and
the fact that the restriction of an ample divisor to a closed subscheme remains
ample.

Corollary 3.26. Let X → S be an arithmetic surface with pa(Xη) ≥ 1. Let
KX/S be a canonical divisor. Then X → S is minimal if and only if KX/S is
numerically effective.

Proof Indeed, by Proposition 3.10(b), KX/S is numerically effective if and only
if X is relatively minimal, which, in turn, is equivalent to X being minimal by
Corollary 3.24.

Corollary 3.27. Let π : X → S be a minimal arithmetic surface whose generic
fiber is an elliptic curve. Then π∗ωX/S is an invertible sheaf on S, and the
canonical homomorphism π∗π∗ωX/S → ωX/S is an isomorphism.

Proof We have ωX/S |Xη
� OXη

(Example 7.3.35). Hence there exists a vertical
divisor V on X such that ωX/S � OX(V ). Let s ∈ S be a closed point. We have

V ·Xs = 2pa(Xη)− 2 = 0,

and V · Γ ≥ 0 for every irreducible component Γ of Xs, since V is numerically
effective. It follows that V · Γ = 0. As Xs is connected (Corollary 8.3.6(b)), we
have V ∈ dsXs + V ′ with ds ∈ Q and SuppV ′ ∩ Xs = ∅ (Theorem 1.23). Now
the gcd of the multiplicities of the irreducible components of Xs is equal to 1
(Corollary 1.32), and we therefore have ds ∈ Z. Consequently, V =

∑
s∈S dsXs

(finite sum). Let L = OS(
∑

s dss) ∈ Pic(S). Then OX(V ) = π∗L, and
π∗OX(V ) = L. The corollary can immediately be deduced from this.

Proposition 3.28. Let X → S be an arithmetic surface such that pa(Xη) ≥ 1.
Let S′ → S be a morphism. Let us suppose that S′ → S is étale surjective, or
that S is the spectrum of a discrete valuation ring R and that S′ = Spec R̂. Then
X → S is minimal if and only if X ×S S′ → S′ is minimal.

Proof The fibered surface X ′ := X ×S S′ over S′ is regular by Corollary 4.3.24
for the S′ → S étale case, and by Lemma 8.3.49(a)–(b) for the completion case.
If X is not minimal (hence not relatively minimal by Corollary 3.24), we contract
an exceptional divisor E by a morphism X → Z. Then X ′ → Z ×S S′ is the
contraction of E ×S S′ (which is a divisor on S′ because S′ → S is surjective)
with Z ×S S′ regular. Consequently, X ′ is not relatively minimal.

Let us show the converse. Let us suppose that X ′ contains an exceptional
divisor E′. Let p : X ′ → X be the projection morphism, E = p(E′), and q = p|E′ .
Then ωX′/S′ = p∗ωX/S (Theorem 6.4.9(b)) and q : E′ → E is a finite surjective
morphism of integral projective curves over k(s), where s is the image of E in
S. It follows from Proposition 7.3.8 that

[K(E′) : K(E)] degk(s) ωX/S |E = degk(s) ωX′/S′ |E′ < 0.

Hence E is an exceptional divisor by virtue of Proposition 3.10(b). See also
another proof in Exercise 3.6.



 

424 9. Regular surfaces

Remark 3.29. Proposition 3.28 is not true if we replace minimal by relatively
minimal and omit the condition pa(Xη) ≥ 1. See Exercise 3.3.

Corollary 3.30. Let X → S be as in Proposition 3.28. Let T → S be a smooth
morphism. Then for any point ξ ∈ T of codimension 1, X ×S SpecOT,ξ is a
minimal arithmetic surface over SpecOT,ξ.

Proof Let us first note that X ×S T is smooth over X, and hence regular
(Theorem 4.3.36). Therefore X ×S SpecOT,ξ is regular. Let s be the image of ξ
in S. If s is the generic point, then the special fiber of X×S SpecOT,ξ is regular.
The minimality follows immediately in this case. Let us therefore suppose s is
closed. By Corollary 6.2.11, if necessary reducing T , we can suppose that T is
étale over a scheme An

S . The image ξ′ of ξ in An
S is the generic point of An

k(s).
The irreducible components of X ×S Spec k(ξ′) are those of Xs obtained by base
change. As the degree is invariant under change of base field (use Theorem 7.3.17
because the Euler–Poincaré characteristic is invariant under extension of the
base field), we see, as in the proof of Proposition 3.28, that X ×S SpecOAn

S
,ξ′ is

minimal. To conclude, it suffices to apply Proposition 3.28 to the étale morphism
SpecOT,ξ → SpecOAn

S
,ξ′ .

9.3.4 Minimal desingularization and minimal
embedded resolution

We are going to use the preceding methods to show the existence of models that
are minimal for certain types of criteria. Let Y → S be a normal fibered surface.
If Y admits a desingularization, it is never unique.

Definition 3.31. Let Y be a normal Noetherian scheme. We call a desingu-
larization morphism Z → Y such that every other desingularization morphism
Z ′ → Y factors uniquely through Z ′ → Z → Y aminimal desingularization of Y .
By definition, if a minimal desingularization exists, then it is unique up to unique
isomorphism. If Y is already regular, then it is its own minimal desingularization.

Proposition 3.32. Let Y → S be a normal fibered surface. If Y admits a
desingularization, then it admits a minimal desingularization. More precisely, if
X → Y is a desingularization such that no exceptional divisor of X is contained
in the exceptional locus of X → Y , then it is a minimal desingularization.

Proof Let X1 → Y be a desingularization. By successive contractions of excep-
tional divisors contained in the exceptional locus of X1 → Y , we can suppose
that X1 no longer contains an exceptional divisor contained in the exceptional
locus of X1 → Y . It remains to show that if X2 → Y is another desingularization
with this property on the exceptional divisors, then we have an isomorphism of
Y -schemes X2 � X1. Let us suppose the contrary. Then X1 does not dominate
X2 and vice versa. Let Z and the divisor D = E1 + µE2 on Z be as defined
in Lemma 3.20 (case (i) of the lemma cannot occur because the image of E1 in
X2 would then be an exceptional divisor contained in the exceptional locus of
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X2 → Y ). The support of D is contained in the exceptional locus of Z → Y and
we have D2 ≥ 0. This is impossible by Theorem 1.27.

Example 3.33. Let R be a non-trivial discrete valuation ring with residue
field k. Let a ∈ R with ν(a) ≥ 2. Let us consider the normal fibered surface

Y = ProjR[u, v, w]/(uv − aw2)

over R. It contains the affine open subscheme SpecR[x, y]/(xy − a) of Exam-
ple 8.3.53. Let q be the closed point x = y = 0 of the special fiber of Y . It is the
unique singular point of Y . Then the desingularization f : X → Y of q done in
Example 8.3.53 is minimal. Indeed, with the help of Proposition 1.21, we see that
every irreducible component Γ of the exceptional locus of f verifies Γ2 = −2 and
Γ � P1

k, and therefore Γ is not an exceptional divisor. We note that the integer
ν(a)− 1 is equal to the number of irreducible components of f−1(q).

Remark 3.34. Let Y → S be a fibered surface admitting a desingulariza-
tion; hence the sequence (3.11) of Subsection 8.3.4 relative to Y is finite. In
the example above, the first regular scheme Yn in this sequence is the minimal
desingularization of X. But this is not the case in general. See Exercise 3.7. On
the other hand, if we know beforehand that the singular points of Y are of a
certain type (rational singularities), then Yn is the minimal desingularization.
See Exercise 4.7.

We have seen that, in general, an arithmetic surface X → S admits a regular
model with normal crossings that dominates it (Corollary 2.30). We are going
to show that there exists one, X ′, that is minimal; that is to say that for any
regular model Y of X, if Y has normal crossings and dominates X, then Y
dominates X ′.

Lemma 3.35. Let X ′ → S be an arithmetic surface with normal crossings. Let
E ⊂ X ′

s be an exceptional divisor and π : X ′ → X the contraction of E. Then X
has normal crossings if and only if E meets the other irreducible components of
X ′

s in at most two points, and if these points are rational over k′ := H0(E,OE).

Proof We will use the computations of Subsection 9.2.4 freely. Let us suppose
that E verifies the conditions of the lemma. Let x ∈ Xs be the image of E. Then
there exist at most two irreducible components of Xs passing through x. Let Γ
be one of these components. Then

−µx(Γ)E2 = E · Γ̃ = [k′ : k(s)].

It follows that µx(Γ) = 1, and hence Γ is regular at x. If there exist two irreducible
components Γ1,Γ2 of Xs passing through x, then their strict transforms Γ̃1 and
Γ̃2 do not meet in E, and we have

Γ1 · Γ2 = π∗Γ1 · π∗Γ2 = (Γ̃1 + E) · (Γ̃2 + E) = Γ̃1 · Γ̃2 + [k′ : k(s)].

As k′ = k(x), we have ix(Γ1,Γ2) = 1. Hence X has normal crossings at x. The
converse is nothing more than Lemma 2.31.
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Proposition 3.36. Let X → S be an arithmetic surface having only a finite
number of singular fibers (e.g., if Xη is smooth, see Proposition 8.3.11). Then
the following properties are true.

(a) There exists a regular model X ′ of X that dominates X, has normal
crossings, and is minimal for this property.

(b) If pa(Xη) ≥ 1, then there exists a regular model of X that has normal
crossings, and is minimal for this property.

Proof Let us show (a). Assertion (b) follows by applying (a) to the minimal
model of X. Let X ′ be a regular model with normal crossings which dominates
X. By successive contractions of exceptional divisors as in Lemma 3.35 and that
are contained in the exceptional locus of X ′ → X, we can suppose that X ′ no
longer contains any of these exceptional divisors. It remains to show that X ′ is
then minimal.

Let Xi → X, i = 1, 2, be two regular models as above. Then they are domi-
nated by a regular model Z with normal crossings. Let E be an exceptional divi-
sor on Z contained in the exceptional locus of Z → X1. Then E verifies the con-
ditions of Lemma 3.35. If E does not meet the exceptional locus of Z → X2, then
its image in X2 is an exceptional divisor verifying the conditions of Lemma 3.35,
which contradicts the hypothesis on X2. Consequently, E meets the exceptional
locus of Z → X2. We arrive at a contradiction by successive contractions as in
the proof of Proposition 3.32.

Remark 3.37. In Proposition 3.36, we can replace X by a normal fibered sur-
face that admits a desingularization with normal crossings. The proof is the
same.

Exercises

3.1. Let X → S be an arithmetic surface. We suppose that Xη is a conic over
K(S).
(a) Show that X is relatively minimal if and only if Xs is irreducible for

every s ∈ S (use Proposition 3.10). Show that Xs irreducible implies
Xs integral (use Exercise 1.8).

(b) Let us suppose that Xs � P1
k(s). Show that X is not minimal. Show

that the hypothesis on Xs is satisfied if and only if Xs is integral and
if Xη has a point that is rational over Frac ÔS,s (use Corollary 6.2.13).

(c) Let us suppose X is relatively minimal but not minimal. Show that
there exist an s ∈ S and a regular model Z that dominates X such
that Zs = E1 +E2 with the Ei exceptional divisors. Show that −2 =
KZ/S · E1 + KZ/S · E2. Deduce from this that Ei � P1

k(s) and that

X(Frac ÔS,s) 
= ∅.
(d) Conclude that X admits a minimal model if and only if for every

closed point s ∈ S, we have X(Frac ÔS,s) = ∅.
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3.2. Let X → Spec k be a regular, connected, projective surface over a field
k that is relatively minimal (otherwise, we can show that after a finite
number of successive contractions of exceptional divisors, X becomes rel-
atively minimal; see [43], Theorem V.5.8, or [90], pages 62–65). Let us
suppose that

H0(X, ω⊗q
X/k) 
= 0 for some q ≥ 1. (3.10)

We are going to show that X → Spec k is minimal. Let us suppose the
contrary.
(a) Show that there exist a regular model Z of X and two distinct excep-

tional divisors E1, E2 on Z such that E1 ∩ E2 
= ∅ (draw inspiration
from the proof of Theorem 3.21).

(b) Show that there exists a canonical divisor KZ/k such that qKZ/k ≥ 0
(use Corollary 2.25). Let us write

qKZ/k = a1E1 + a2E2 + D

with a1, a2 ≥ 0 and D ≥ 0 with support containing neither E1 nor E2.
(c) Use the equality KZ/k · E1 = E2

1 (Proposition 3.10(a)) to show that

(a1 − q)(−E2
1) ≥ a2E1 · E2 and (a1 − q) ≥ a2.

Conclude with a contradiction by inverting the roles of E1 and E2.
Remark. Condition (3.10) can be considered as the equivalent of the
pa(Xη) ≥ 1 condition for an arithmetic surface. Let us suppose k is alge-
braically closed. We can show that (3.10) is not satisfied if and only if X
is rational (i.e., birational to P2

k) or ruled (i.e., isomorphic to C ×k P1
k for

some smooth projective curve C over k). See [43], Theorem V.6.1, and
[90], Lecture 7, pages 140–150.

(d) Show that rational surfaces and ruled surfaces are not minimal.

3.3. Let OK be a discrete valuation ring, with uniformizing parameter t, and
residue field k. We suppose that char(k) 
= 2 and that k 
= k2. Let a ∈ OK

be such that its image in k is not a square. Let us consider

X = ProjOK [u, v, w]/(u2 − av2 + tw2).

(a) Show that X is a relatively minimal arithmetic surface over OK .
(b) Let OK′ = OK [T ]/(T 2 − a). Show that OK′ is étale over OK , but

that XOK′ is not relatively minimal over OK′ .

3.4. Let Y → S be a normal fibered surface admitting a desingularization.
Let f : X → Y be the minimal desingularization. Show that every auto-
morphism σ of Y canonically induces an automorphism σ′ of X, and that
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the correspondence σ �→ σ′ induces an isomorphism from AutS(Y ) to the
group

{τ ∈ AutS(X) | τ(f−1(Sing(Y ))) = f−1(Sing(Y ))}.

3.5. Let S be a normal (hence integral) Noetherian scheme. Let S′ → S
be a surjective étale morphism. We want to show that there exists an
integral étale S-scheme T → S that is finite and Galois (i.e., G =
Gal(K(T )/K(S)) acts on T and T/G � S), and that T → S factors
into T → S′ → S.
(a) Let K = K(S). Let N/K be the Galois closure of K(S′) over K and

σ ∈ Gal(N/K). Show that the correspondence

V �→ σ(OS′(V )) ⊂ N, V affine open subsets of S′

induces a sheaf of OS-algebras and defines an étale S-scheme that we
will denote by (S′)σ.

(b) Let S′′ be the fibered product of the (S′)σ over S, σ running through
the group Gal(N/K). Show that S′′ (endowed with the projection
onto S′) satisfies the requested properties for T , except that S′′ may
not be connected.

(c) Show that there exists a connected component T of S′′ that maps
surjectively onto S′, and that this T has the desired properties.

3.6. Let X → S be a minimal arithmetic surface with pa(Xη) ≥ 1. Let S′ → S
be a surjective étale morphism. We are going to give another proof of the
fact that XS′ is minimal (Proposition 3.28).
(a) Let T → S′ → S be as in Exercise 3.5. Let Z → T be the minimal

model of XT . Show that the group G := Gal(K(T )/K(S)) acts on
Z and that Z/G is a normal fibered surface over S, dominated by X
and birational to X.

(b) Show that Z/G ×S T is normal (use Corollary 8.2.25). Deduce from
this that the canonical morphism Z → Z/G×S T is an isomorphism,
and that Z/G is regular.

(c) Show that XT is minimal. Deduce from this that XS′ is minimal.

3.7. Let OK be a discrete valuation ring, with uniformizing parameter t and
residue characteristic 
= 2, 3. Let X = ProjOK [u, v, w]/(u2w+v3 + t6w3).
Determine the minimal desingularization of X.

3.8. Let X → S be a minimal arithmetic surface with pa(Xη) = 1. Show that
there exists a vertical divisor V ∈ ⊕sQXs such that ωX/S � OX(V ).

3.9. Let π : X → S be an arithmetic surface with geometrically integral
generic fiber. Let U be an open subset of X such that U ⊃ Xη and that
U ∩Xs 
= ∅ for every s ∈ S.
(a) Show that OX(X) = OX(U).
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(b) Let us suppose that Xη is an elliptic curve. Show that we have
ωX/S(X) = ωX/S(U) (use Corollary 3.27).

3.10. Let X be a regular, connected, quasi-projective scheme over an affine
Dedekind scheme S, with geometrically irreducible generic fiber. Let
x1, . . . , xm ∈ X and let D be a Cartier divisor on X.
(a) Let S0 be the set of closed points s ∈ S such that Xs is not irreducible.

This is a finite set (Remark 3.18). Show that there exists a Cartier
divisor D′, linearly equivalent to D, and whose support does not
contain any of the points xi nor any of the irreducible components of
the Xs, s ∈ S0 (use Proposition 1.11).

(b) Show that D′ = H + V , where H is a horizontal Cartier divisor (i.e.,
its support does not contain any irreducible component of a fiber),
and where V is vertical (i.e., sum of a finite number of irreducible
components of closed fibers).

(c) ([21], Appendix) Let us suppose that Pic(S) is a torsion group (i.e.,
every element is of finite order). Show that there exists a q ≥ 1
such that qD ∼ qH. In other words, qD is linearly equivalent to a
horizontal divisor whose support does not contain any of the points
x1, . . . , xm.

9.4 Applications to contraction; canonical model

Let X → S be a minimal regular fibered surface. Then the canonical divisor
KX/S is in general numerically effective (Corollary 4.26 and Exercise 4.2). If we
want it to be ample, we must remove the vertical prime divisors C such that
KX/S · C = 0. In this section, we will show that it is possible to contract every
effective vertical divisor C such that KX/S · C = 0 (Corollary 4.7). The first
two subsections are devoted to the existence theorem for contractions and to the
computation of tangent spaces (Theorems 4.2 and 4.15). The content of these
two subsections has for the most part been taken from articles [8], [9], and [57],
with some ad hoc adaptations.

In the third subsection we define the notion of canonical model. Let X → S
be an arithmetic surface; its fiber over a closed point s can be very complex.
The canonical model, when the generic fiber of X is of arithmetic genus ≥ 2, is
obtained by the contraction of all of the vertical prime divisors C such that KX/S ·
C = 0. Even if we lose the regularity of the surface, we gain in the simplicity of
the closed fibers. For example, the number of irreducible components of a fiber
is then bounded from above by a number that only depends on the arithmetic
genus of the generic fiber (Proposition 4.24). Moreover, we ‘do not modify’ the
dualizing sheaf (Corollary 4.18), but make it ample (Proposition 4.20).

When the generic fiber of X → S is an elliptic curve, the canonical model
does not exist. But the minimal Weierstrass model plays a similar role. As we will
explain in the last subsection. The objects introduced in this subsection, minimal
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discriminant, dualizing sheaf of the minimal Weierstrass model, are very useful
in the arithmetic study of elliptic curves.

9.4.1 Artin’s contractibility criterion

Definition 4.1. Let X → S be a regular fibered surface, and let Z be an
effective vertical divisor, with irreducible components Γ1, . . . ,Γr. We set

Pic0(Z) = {L ∈ Pic(Z) | degL|Γi = 0, i = 1, . . . , r}

(see also Definition 7.5.9). Let us recall that we have a canonical isomorphism
Pic(Z) � H1(Z,O∗

Z) (Exercise 5.2.7(c)).

Theorem 4.2 (Artin [8], Theorem 2.3). Let X → S be a regular fibered surface.
Let us consider a reduced effective vertical divisor ∆ =

∑
1≤i≤r Γi contained in

a closed fiber Xs. Let us suppose that:

(a) the intersection matrix (Γi · Γj)1≤i,j≤r is negative definite;
(b) for any divisor Z > 0 with support in ∆, we have Pic0(Z) = 1.

Then there exists a contraction morphism f : X → Y of the Γ1, . . . ,Γr.

Proof Let M be the free Z-module generated by the Γi. Let us consider the
linear map

ϕ : M → M∨ := HomZ(M, Z), V �→
∑

1≤i≤r

(V · Γi)Γ∗
i ,

where {Γ∗
i }i is the dual basis. This is the canonical map induced by the inter-

section form M × M → Z. By condition (a), ϕ is injective. Consequently, M∨

has the same rank as ϕ(M). There therefore exists an integer m ≥ 1 such that
mM∨ ⊆ ϕ(M). For any divisor H on X, let ρH ∈ M∨ denote the linear form
defined by Γi �→ H · Γi. Then mρH ∈ ϕ(M). Let us note that ρV = ϕ(V ) if
V ∈ M .

Let us fix an ample effective divisor H on X. Replacing H by a sufficiently
large multiple if necessary, we can suppose that OX(H) is generated by its global
sections, that H1(X,OX(H)) = 0, and from the above, that there exists a cycle
Z ∈ M such that ρH = ϕ(−Z). Let us show that Z > 0. For any vertical prime
divisor Γ, OX(H)|Γ is ample (this immediately results from Definition 5.1.33),
and hence H · Γ > 0 (Proposition 7.5.5). Let us write Z as a difference Z =
Z0 − Z∞ of two effective divisors with no common component. If Z∞ > 0, then

−Z0 · Z∞ + Z2
∞ = −Z · Z∞ = H · Z∞ > 0.

This is impossible because Z0 · Z∞ ≥ 0, and Z2
∞ < 0 by hypothesis (a). Con-

sequently, Z∞ = 0 and Z > 0. Let us set D = H + Z. We are going to show
that D fulfills condition (ii) of Proposition 8.3.30 (or that of Exercise 8.3.20 if
dimS = 0) for the set E = {Γi}1≤i≤r. This will prove the theorem.
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Let Γ be a vertical prime divisor. If Γ /∈ M , then Γ · D ≥ Γ · H > 0. Let us
suppose that Γ is equal to one of the Γi; then D · Γ = ρH(Γ) + ϕ(Z)(Γ) = 0,
and hence OX(D)|Γ � OΓ since Pic0(Γ) = 1 by hypothesis. If dimS = 1,
then deg Dη = degHη > 0. It remains to show that OX(D) is generated by its
global sections at the points x ∈ X. This follows from the hypothesis on H if
x /∈ SuppZ. We have OX(D)|Z ∈ Pic0(Z); hence OX(D)|Z � OZ . In particular,
OX(D)|Z is generated by its global sections. Let us consider the exact sequence

0 → OX(H) → OX(D) → OX(D)|Z → 0.

The H1(X,OX(H)) = 0 hypothesis then implies that we have an exact sequence

H0(X,OX(D)) → H0(Z,OX(D)|Z) → 0. (4.11)

By Nakayama’s lemma, this implies that OX(D) is generated by its global sec-
tions at the points x ∈ SuppZ.

Remark 4.3. It immediately follows from Theorem 1.27 that condition (a) of
Theorem 4.2 is a necessary condition. If dimS = 1, this condition is equivalent
to saying that the union of the Γi does not contain any connected component of
Xs (Exercise 1.6). However, (b) is not a necessary condition. For example, under
the hypotheses of Theorem 8.3.36, the contraction exists under condition (a)
alone. To our knowledge, there do not exist necessary and sufficient numerical
conditions for the existence of the contraction of ∆.

In the proof of Theorem 4.2, we defined a homomorphism ρ : Pic(X) → M∨,
D �→ ρD. Let us study its kernel.

Lemma 4.4. Let us keep the hypotheses of Theorem 4.2. Let K be a Cartier
divisor on X such that K · Γi = 0 for every i ≤ r. Then there exists a Cartier
divisor K ′, linearly equivalent to K and such that SuppK ′ ∩ ∆ = ∅. In other
words, there exists an open neighborhood W of ∆ such that OX(K)|W � OX |W .

Proof ([8], Corollary 2.6) Let us keep the notation of the proof of Theorem 4.2.
We can choose H such that H1(X,OX(H ′)) = 0, where H ′ = H + K. Let
f ∈ H0(X,OX(D)) be such that its image in OX(D)|Z is a basis of the latter
over OZ (such an f exists because OX(D)|Z � OZ and we have exact sequence
(4.11)). Let D1 = D+div(f). Then (SuppD1)∩∆ = ∅. We have ρH′ = ϕ(−Z) by
the hypothesis on K. The same reasoning implies that there exists a D′

1 ∼ D′ :=
H ′+Z such that SuppD′

1∩∆ = ∅. It now suffices to take K ′ = D′
1−D1 ∼ K.

Let us study condition (b) of Theorem 4.2. Let X → S be a regular fibered
surface. Let Z be an effective vertical divisor with support contained in the closed
fiber Xs. We set

pa(Z) = 1 +
1
2
(Z2 + KX/S · Z) ∈ Z. (4.12)

(See Exercise 1.11.) If dimS = 0 or if dimS = 1 and Z ≤ Xs, such that Z is a
projective curve over k(s), then by Theorem 1.37, pa(Z) is the arithmetic genus
of Z (Definition 7.3.19).
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Lemma 4.5. Let X → S be a regular fibered surface. Let Z be an effective
vertical divisor with support in a closed fiber Xs. Let us consider the following
conditions.

(i) For any divisor Z ′ such that 0 < Z ′ ≤ Z, we have pa(Z ′) ≤ 0.
(ii) H1(Z,OZ) = 0.
(iii) Pic0(Z) = 1.

Then (i) implies (ii) and (iii).

Proof Let us write Z =
∑

i aiΓi, where the Γi are the irreducible components
of Z. We are going to show the lemma by induction on a :=

∑
i ai. The case

a = 1 (hence Z integral) results from Proposition 3.16. Let us therefore suppose
a ≥ 2. The pa(Z) ≤ 0 hypothesis is equivalent to saying that (Z +KX/S) ·Z < 0.
There therefore exists an irreducible component Γ of Z such that

(Z + KX/S) · Γ < 0. (4.13)

Let us set D = Z − Γ. As the divisor D verifies the conditions of the lemma, by
the induction hypothesis, we have H1(D,OD) = 0 and Pic0(D) = 1. We have
an exact sequence of sheaves on X

0 → I := OX(−D)/OX(−Z) → OZ → OD → 0 (4.14)

(because OZ = OX/OX(−Z) and OD = OX/OX(−D)) with I � OX(−D)|Γ.
By duality (Remark 6.4.21) and the adjunction formula (Theorem 1.37), we have

H1(Γ,OX(−D)|Γ) � H0(Γ,OX(KX/S + Γ + D)|Γ)

� H0(Γ,OX(Z + KX/S)|Γ).
(4.15)

As Γ is integral, inequality (4.13) implies the vanishing of the terms of (4.15).
The cohomology sequence of (4.14) therefore implies that H1(Z,OZ) = 0. It
remains to determine Pic0(Z).

Let us distinguish between two cases. Let us first suppose that 2Γ ≤ Z. Then
2D ≥ Z, and hence I2 = 0. As in the proof of Lemma 7.5.11, we then have an
exact sequence

0 → 1 + I → O∗
Z → O∗

D → 1

with 1 + I � I as sheaves of groups. Hence H1(Z, 1 + I) = 1. The cohomol-
ogy sequence of the exact sequence above then implies that the homomorphism
Pic(Z) → Pic(D) is injective, and hence Pic0(Z) → Pic0(D) is injective, whence
the triviality of Pic0(Z). The case when Γ is not contained in the support of
D remains. If D ∩ Γ = ∅, we have Pic0(Z) = Pic0(D) ⊕ Pic0(Γ) = 1. Let us
therefore suppose D ∩ Γ 
= ∅. Let k1 = H0(Γ,OΓ). We have pa(Γ) = 1 − n,
where n = [k1 : k(s)]. The (Z + KX/S) · Γ < 0 condition implies that
0 < D · Γ < 2 − 2pa(Γ) = 2n. As Γ is a curve over k1, we have D · Γ ∈ nN∗. It
follows that D · Γ = n. In other words, D and Γ meet transversally at a point x
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that is rational over k1 (and D is reduced at x). We have an exact sequence of
sheaves of groups

1 → O∗
Z → O∗

D ⊕O∗
Γ

α−→ S → 1, (4.16)

where S is the skyscraper sheaf with support in {x} and such that Sx = k(x)∗ =
k∗

1 , and where α(f, g) = f(x)g(x)−1. This immediately implies that the homo-
morphism

Pic(Z) → Pic(D)⊕ Pic(Γ)

induced by the exact sequence (4.16) is injective. This proves that Pic0(Z) = 1.

Remark 4.6. For any 0 < Z ′ ≤ Z, we have a surjective canonical homomor-
phism H1(Z,OZ) → H1(Z ′,OZ′). Hence if (ii) is true, then H1(Z ′,OZ′) = 0. If
Z ≤ Xs (e.g., if dimS = 0), this implies that

pa(Z ′) = 1− dimk(s) H0(Z ′,OZ′) ≤ 0.

Hence (i) is equivalent to (ii) under this hypothesis. If k(s) is moreover alge-
braically closed, the three conditions are equivalent. See Exercises 4.3–4.

Corollary 4.7. Let X → S be a regular fibered surface. Let Γ1, . . . ,Γr be
vertical prime divisors contained in a closed fiber Xs such that

KX/S · Γi = 0, i = 1, . . . , r,

and that the intersection matrix (Γi·Γj)1≤i,j≤r is negative definite. Then pa(Z) ≤
0 for every Z > 0 with support in ∪iΓi. In particular, there exists a contraction
morphism f : X → Y of the Γi.

Proof Let Z =
∑

i aiΓi > 0. Then

2pa(Z)− 2 = Z2 + KX/S · Z = Z2 < 0.

Hence pa(Z) ≤ 0. We can therefore apply Lemma 4.5 and Theorem 4.2.

Proposition 4.8. Let π : X → S be an arithmetic surface, s ∈ S a closed point,
Γ an irreducible component of Xs, and k′ = H0(Γ,OΓ). Then we have

(i) KX/S · Γ = 0

if and only if one of the following conditions is satisfied:

(ii) H1(Γ,OΓ) = 0 and Γ2 = −2[k′ : k(s)].
(iii) Γ is a conic over k′ and degk′ OX(Γ)|Γ = −2.
(iv) pa(Xη) = 1 and Γ is a connected component of Xs.

Moreover, conditions (ii) and (iii) are equivalent.
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Proof The equivalence of (ii) and (iii) results from Proposition 3.16 and the
equality

Γ2 = degk(s) OX(Γ)|Γ = [k′ : k(s)] degk′ OX(Γ)|Γ.

The adjunction formula gives

Γ2 + KX/S · Γ = 2pa(Γ)− 2 = 2[k′ : k(s)](−1 + dimk′ H1(Γ,OΓ)).

Let us suppose Γ2 < 0. Then (i) is clearly equivalent to (ii). Let us therefore
consider the Γ2 = 0 case. Then Γ is a connected component of Xs (Exercise 1.6).
If Xs is connected, then Xs = dΓ for some d ≥ 1. The equality

2pa(Xη)− 2 = dKX/S · Γ

(Proposition 1.35) implies the equivalence (i) ⇐⇒ (iv). Let us show the general
case. Let π′ : X → S′, S′ → S be the decomposition of π as in Proposition 8.3.8.
Let s′ = π′(Γ). We have ωX/S = ωX/S′ ⊗π′∗ωS′/S (Theorem 6.4.9(a)), and hence

degk(s) ωX/S |Γ = degk(s) ωX/S′ |Γ = [k(s′) : k(s)] degk(s′) ωX/S′ |Γ.

As the fiber Xs′ is connected (Theorem 5.3.15), the discussion above implies
that (i) is equivalent to pa(Xη′) = 1, where η′ is the generic point of S′. Now
pa(Xη) = 1 if and only if

dimk(η) H0(Xη,OXη
) = dimk(η) H1(Xη,OXη

),

which is independent of the base field K(S). This completes the proof.

Definition 4.9. The vertical prime divisors Γ verifying condition (ii) of the
proposition and smooth over k′ are sometimes called (−2)-curves.

Remark 4.10. Let ∆ =
∑

i Γi be a connected vertical divisor such that
(Γi · Γj)i,j is negative definite and that for any divisor Z > 0 with support
in ∆, we have pa(Z) ≤ 0. Then the configuration of ∆ is relatively rigid. We
can classify all of the configurations coming from such ∆. See [57], Section 24.
If, moreover, KX/S · Γi = 0 for every i, then the list is even more restricted. We
will return to this in the next chapter (Proposition 10.1.53).

9.4.2 Determination of the tangent spaces

Let X → S be a regular fibered surface and f : X → Y the contraction morphism
defined in Theorem 4.2. We are going to determine the tangent space of Y at
the singular points (Theorem 4.15).

Lemma 4.11. Let Z be an effective vertical divisor on a regular fibered surface
X → S. Let us suppose that H1(Z,OZ) = 0 and that Pic0(Z) = 1. Let L ∈
Pic(Z) be such that degL|Γ ≥ 0 for every irreducible component Γ of Z. Then
H1(Z,L) = 0 and L is generated by its global sections.
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Proof For any irreducible component Γ of Z, the surjective homomorphism
OZ → OΓ implies that H1(Γ,OΓ) = 0. Let us first suppose that each com-
ponent Γ of Z contains a regular point x of degree e(Γ) over H0(Γ,OΓ)
(Proposition 3.16(b)) so that Pic(Γ) = OΓ(x)Z, and that, moreover, x does not
belong to any other component of Z. This is always possible if k(s) is infinite
(taking into account the fact that Γ is a conic over H0(Γ,OΓ)). We are going to
show that L is represented by an effective divisor DL.

The point x ∈ Γ corresponds to an effective Cartier divisor on Γ. Let f be a
generator of OX(−Γ)x and g ∈ OX,x be a preimage of the generator of mxOΓ,x.
Then the image of g in OX,x/(fa) = OZ,x, where a is the multiplicity of Z
in Γ, is not a zero divisor (we use the fact that OX,x is factorial); it therefore
defines an effective Cartier divisor DΓ on Z whose support is the point x. More-
over, OZ(DΓ)|Γ = OΓ(x) and the restriction of OZ(DΓ) to any other irreducible
component is trivial. Let Γ1, . . . ,Γr be the irreducible components of Z and let
Di ∈ Div(Z) denote the Cartier divisor DΓi associated to Γi as above. For any
L ∈ Pic(Z), let us set

DL :=
∑

1≤i≤r

(degL|Γi
)(degOZ(Di)|Γi

)−1Di.

Let us note that the coefficients are integers because OZ(Di)|Γi
is a generator of

Pic(Γi). We have deg(L ⊗ OZ(−DL))|Γj = 0 for every j ≤ r, which means that
L⊗OZ(−DL) ∈ Pic0(Z), whence L � OZ(DL) with DL ≥ 0. We have an exact
sequence

0 → OZ → L → L|DL → 0.

As H1(Z,OZ) = 0 by hypothesis and L|DL is a skyscraper sheaf, we obtain an
exact sequence

H0(Z,L) → H0(Z,L|DL) → 0 → H1(Z,L) → 0.

Hence H1(Z,L) = 0 and L is generated by its global sections at the points
of SuppDL. As DL ≥ 0, L is also generated by its global sections outside of
SuppDL, which proves the lemma.

The case that k(s) is finite remains. It is easy to see that there exists a finite
separable extension k′/k(s) such that the irreducible components of Zk′ verify
the properties stated at the beginning of the proof. There exists a finite étale
morphism S′ → S with S′ local with closed point s′, OS,s ⊆ OS′,s′ , and k(s′) =
k′. Then Z ×S S′ is an effective divisor on the arithmetic surface X ×S S′ → S′.
We leave it to the reader to verify the lemma with the help of the result on
Z ×S S′.

Lemma 4.12. Let Γ1, . . . ,Γr be vertical prime divisors on a regular fibered
surface such that (Γi · Γj)i,j is negative definite. Let ∆ =

∑
1≤i≤r Γi. Then the

following properties are true.
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(a) There exists a smallest effective divisor Z =
∑

i aiΓi such that Z ≥ ∆
and that Z · Γi ≤ 0 for every i ≤ r.

(b) The ring H0(Z,OZ) is a field if ∆ is connected.

Proof (a) It is clear that we can suppose ∆ is connected (the divisor Z will
be the sum of the Z associated to each connected component of ∆). As the
intersection matrix (Γi · Γj)i,j is negative definite, there exists a non-zero Z ∈
⊕iΓiZ such that Z · Γi ≤ 0 for every i ≤ r. In a way similar to the proof of
Theorem 4.2, we deduce from this that Z is effective. We even have Z ≥ ∆.
Indeed, in the opposite case, there exists an i0 ≤ r such that Γi0 is not an
irreducible component of Z but meets an irreducible component of Z (because
∆ is supposed connected). Now this implies that Z · Γi0 > 0, which is contrary
to the hypothesis on Z. Let Z ′ =

∑
i a′

iΓi ≥ ∆ be another divisor such that
Z ′ · Γi ≤ 0 for every i. Let us show that

Z ′′ :=
∑

i

min{ai, a
′
i}Γi

verifies the same property. Let i ≤ r. Let us, for example, suppose that ai ≤ a′
i.

Then

Z ′′ · Γi = aiΓ2
i +

∑
j �=i

min{aj , a
′
j}Γj · Γi ≤ aiΓ2

i +
∑
j �=i

ajΓj · Γi = Z · Γi ≤ 0.

The existence of the smallest divisor Z is now clear.
(b) Let us first show that H0(Z,OZ) is a subring of the field k′ = H0(∆,O∆).

Let ∆′ be a divisor such that ∆ ≤ ∆′ ≤ Z and H0(∆′,O∆′) ⊆ k′ which is
maximal for this property. Let us show that ∆′ = Z. Let us suppose the contrary.
Then ∆′ < Z. There therefore exists an irreducible component Γ of ∆ such that
∆′ · Γ > 0. We have

Z −∆′ ≥ 0, (Z −∆′) · Γ = Z · Γ−∆′ · Γ < 0,

and hence Z −∆′ ≥ Γ. In other words, ∆′ + Γ ≤ Z. We have an exact sequence

0 → OX(−∆′)|Γ → O∆′+Γ → O∆′ → 0.

As degOX(−∆′)|Γ < 0, we have H0(Γ,OX(−∆′)|Γ) = 0, and hence

H0(∆′ + Γ,O∆′+Γ) ⊆ H0(∆′,O∆′) ⊆ k′,

which contradicts the maximality hypothesis on ∆′, whence Z = ∆′ and hence
H0(Z,OZ) ⊆ k′. Let s ∈ S be the image of ∆. Then H0(Z,OZ) is a finite
OS,s-algebra. As k′ is finite over k(s), this implies that H0(Z,OZ) is a field.

Definition 4.13. The divisor Z of Lemma 4.12(a) is called the fundamental
divisor for the Γi (or for ∆ =

∑
i Γi).
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Let ∆ =
∑

1≤i≤r Γi be a connected divisor verifying the hypotheses of
Theorem 4.2. Let Z be its fundamental divisor. We suppose that H1(Z,OZ) = 0.
Let y = f(∆). We are going to compute the tangent space TY,y in the manner
of Lemma 3.6, with the fundamental divisor Z playing the role of E. Let V be
an affine open neighborhood of y, m the maximal ideal of OY (V ) corresponding
to y, U = f−1(V ), and J = OX(−Z)|U .

Lemma 4.14. Let n ≥ 0. Then the following properties are true.

(a) For any m ≥ n + 1, we have H1(U,J n/Jm) = 0.
(b) We have H1(U,J n) = 0.
(c) The sheaf J n is generated by its global sections.
(d) We have H0(U,J n) = mn and H0(Z,OZ) = k(y).

Proof We have J n/Jm � OX(−nZ)|(m−n)Z . For any i ≤ r, we have (−nZ) ·
Γi ≥ 0 by hypothesis. It follows from Lemma 4.11 that

H1(U,J n/Jm) = H1(Z,J n/Jm) = H1(Z,OX(−nZ)|(m−n)Z) = 0,

and that J |Z = OX(−Z)|Z is generated by its global sections. Properties (b)
and (c) can then be proven in the same way as in Lemma 3.6. Let us now show
(d) for n = 1. We have H0(U,OU ) = OY (V ) and therefore H0(U,J ) ⊆ m. From
the exact sequence

0 → J → OU → OZ → 0,

we deduce the exact sequence

0 → H0(U,J ) → OY (V ) → H0(Z,OZ) → H1(U,J ) = 0.

Now H0(Z,OZ) is a field by Lemma 4.12(b); it follows that H0(U,J ) is a
maximal ideal, and therefore that H0(U,J ) = m. The exact sequence above
shows that H0(Z,OZ) = k(y). For n ≥ 2, the proof is the same as that of
Lemma 3.6(d).

Theorem 4.15 (Artin [9], Theorem 4; Lipman [58], Theorem 27.1). Let X → S
be a regular fibered surface. Let ∆ =

∑
1≤i≤r Γi be a reduced connected vertical

divisor contained in a closed fiber Xs. We suppose that

(a) the intersection matrix (Γi · Γj)1≤i,j≤r is negative definite;
(b) for any divisor Z ′ > 0 with support in ∆, we have

Pic0(Z ′) = 1, H1(Z ′,OZ′) = 0.

Let f : X → Y be the contraction of the irreducible components of ∆
(Theorem 4.2). Let Z be the fundamental divisor for ∆, y = f(∆), and my

the maximal ideal of OY,y. Then k(y) = H0(Z,OZ) and for every n ≥ 1,

dimk(y) mn
y/mn+1

y = n(−Z2)/[k(y) : k(s)] + 1.

In particular,
dimk(y) TY,y = (−Z2)/[k(y) : k(s)] + 1.
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Proof Let J be as defined before Lemma 4.14. Then the exact sequence

0 → J n+1 → J n → J n/J n+1 = OX(−nZ)|Z → 0

induces the exact sequence

0 → mn+1
y → mn

y → H0(Z,OX(−nZ)|Z) → 0

(Lemma 4.14(d) and (b)). It follows that

dimk(y) mn
y/mn+1

y = dimk(y) H0(Z,OX(−nZ)|Z).

For any i ≤ r, we have (−nZ) · Γi ≥ 0 by definition of Z, and hence, by
Lemma 4.11, H1(Z,OX(−nZ)|Z) is zero. Let us consider Z as a curve over
k(y) = H0(Z,OZ) (Lemma 4.14(d)). We have

χk(y)(OX(−nZ)) = degk(y)(O(−nZ)|Z)+χk(y)(OZ) = n(−Z2)/[k(y) : k(s)]+1,

where the first equality comes from Theorem 7.3.17 and the second results from
Lemma 4.5, whence the theorem.

Remark 4.16. Let E be a vertical prime divisor verifying the hypotheses of
Theorem 3.7. Then ∆ := E verifies the hypotheses of Theorem 4.15 and the
fundamental divisor Z is none other than E itself. We then see that Theorem 3.7
is a particular case of Theorems 4.2 and 4.15. However, we prefer to present its
proof separately in order not to weigh down the proof of Castelnuovo’s theorem.

Remark 4.17. If ∆ is not connected in Theorem 4.15, we decompose it as a
sum of connected components ∆i, each with a fundamental divisor Zi. Let yi be
the image of ∆i in Y and si the image of yi in S; then we have

dimk(y) TY,yi
= (−Z2

i )/[k(yi) : k(si)] + 1.

The proof is the same.

9.4.3 Canonical models

Corollary 4.18. Let X → S be a regular fibered surface. Let Γ1, . . . ,Γr be
vertical prime divisors on X such that KX/S · Γi = 0 for every i ≤ r and that
the intersection matrix (Γi · Γj)i,j is negative definite. Let f : X → Y be the
contraction morphism of the Γi (Corollary 4.7). Then the following properties
are true.

(a) For any y ∈ Y , we have dimk(y) TY,y ≤ 3, and Y is an l.c.i. over S.
(b) For any q ∈ Z, we have

f∗(ω
⊗q
X/S) = ω⊗q

Y/S , f∗(ω⊗q
Y/S) = ω⊗q

X/S . (4.17)

Proof Let us first note that the Γi satisfy the hypotheses of Theorem 4.15 by
Corollary 4.7 and Lemma 4.5.
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(a) We can suppose that ∪1≤i≤rΓi are connected and that y is their image
in Y . Let Z be the fundamental divisor of the Γi. We have seen that Z could
be considered as a curve over k(y), where y = f(Z) (Lemma 4.14(d)). The
adjunction formula says that

2pa(Z)− 2 = Z2/[k(y) : k(s)] + KX/S · Z/[k(y) : k(s)] = Z2/[k(y) : k(s)],

the arithmetic genus pa(Z) being computed over k(y). Now, on k(y) we have

pa(Z) = dimk(y) H1(Z,OZ) = 0.

Hence Z2 = −2[k(y) : k(s)]. It follows from Theorem 4.15 that dimk(y) TY,y =
3. By a reasoning similar to that used at the beginning of the proof of
Proposition 2.34, we can embed an open neighborhood V of y in a regular scheme
W of dimension 3. As dimV = 2, V is a hypersurface in W , and is therefore a
complete intersection in W . It follows that Y is an l.c.i. over S.

(b) Let ∆ =
∑

i Γi. Let F denote the finite closed set f(∆). Then X \∆ →
Y \ F is an isomorphism, by definition. Hence

ωX/S |X\∆ = f∗(ωY/S |Y \F ), f∗(ωX/S |X\∆) = ωY/S |Y \F . (4.18)

In addition, there exists an open neighborhood W of ∆ on which ωX/S is
free (Lemma 4.4). There exists an open neighborhood V of F such that U :=
f−1(V ) ⊆ W and that ωY/S |V is free. Hence

ωX/S |U = eOU , ωY/S |V = δOV . (4.19)

Consequently, there exists an a ∈ OV (V \F )∗ = OV (V )∗ (Theorem 4.1.14) such
that e|U\∆ = af∗(δ|V \F ). Replacing δ by aδ, we can suppose that e = f∗δ. The
identities (4.18) and (4.19) then imply property (b).

Example 4.19. Let X → S be a minimal arithmetic surface with pa(Xη) = 1
and connected fibers (e.g., if Xη is an elliptic curve over K(S)). Let s ∈ S be a
closed point, and Xs =

∑
1≤i≤m diΓi. Then Proposition 1.35 implies that

0 = 2pa(Xη)− 2 =
∑

1≤i≤m

diKX/S · Γi.

It follows from Corollary 3.26 that KX/S · Γi = 0 for every i. Hence any proper
subset of the set of irreducible components of Xs can be contracted to a point
whose tangent space will be of dimension 3.

Proposition 4.20. Let X → S be a minimal arithmetic surface with
pa(Xη) ≥ 2 and S affine. Let E be the set of vertical prime divisors Γ such
that deg ωX/S |Γ = 0. Then the following properties are true.
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(a) The set E is finite and there exists a contraction morphism f : X → Y
of the Γ ∈ E (the S affine hypothesis is useless here).

(b) The sheaf ωY/S is ample.

(c) There exists an m ≥ 1 such that ω⊗m
X/S is generated by its global sections.

(d) Let ϕ : X → PN
S be the morphism associated to a generating system

of the OS(S)-module H0(X, ω⊗m
X/S). Then the morphism ϕ : X → ϕ(X)

coincides with f .

Proof (a) As ωX/S is ample over Xη (see Proposition 7.5.5), by
Proposition 5.1.37(b), there exists an open subscheme V of S such that ωXV /V

is ample. The set E is contained in the set of irreducible components of the Xs,
s ∈ S \ V . Hence E is finite. As for Proposition 4.8, we see that the intersec-
tion matrix of the components of E is negative definite. There therefore exists a
contraction morphism f : X → Y of the Γ ∈ E by virtue of Corollary 4.7.

(b) Let Γ be an irreducible component of Ys and Γ′ its strict transform in X.
Then the restriction h : Γ′ → Γ of f is a finite birational morphism. As

ωX/S |Γ′ � (π∗ωY/S)|Γ′ = h∗(ωY/S |Γ), degωY/S |Γ = degωX/S |Γ′

(Proposition 7.3.8), we have deg ωY/S |Γ > 0 because Γ′ /∈ E . Hence ωY/S |Ys is
ample (Proposition 7.5.5). By virtue of Corollary 5.3.24, ωY/S is ample.

(c) By (b), there exists an m ≥ 1 such that ω⊗m
Y/S is generated by its global

sections. Hence ω⊗m
X/S � f∗(ω⊗m

Y/S) is generated by its global sections.
(d) It follows from (c) and Lemma 4.4 that the sheaf ω⊗m

X/S verifies the
hypotheses of Proposition 8.3.30(b) for the set E . The equality between f and ϕ
results from the construction of f in the proof of that proposition.

Definition 4.21. Let X → S be a minimal arithmetic surface with pa(Xη) ≥ 2.
Let f : X → Y be the contraction of the vertical prime divisors Γ such that
KX/S · Γ = 0. The surface Y → S is called the canonical model of X. It is
singular as soon as there exists at least one contracted component.

Remark 4.22. See [12] for a study of the canonical model of surfaces ‘of general
type’ over C.

Example 4.23. Let OK be a discrete valuation ring, with uniformizing param-
eter t and residue field k of char(k) 
= 2, 3. Let us fix n ≥ 1. Let us consider the
scheme X0 over OK , normalization of P1

OK
= SpecOK [x] ∪ SpecOK [1/x] in

K(X0) = K(x)[y]/(y2 − (x2 + tn)(x3 + 1)).

Then X0 is the union of the affine open subschemes

U = SpecOK [x, y]/(y2 − (x2 + tn)(x3 + 1)),

V = SpecOK [x1, y1]/(y2
1 − x1(1 + tnx2

1)(1 + x3
1)), x1 = 1/x, y1 = y/x3.

The open subscheme V is smooth over OK , and U contains a unique sin-
gular point p corresponding to the maximal ideal (t, x, y). Let us determine
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the desingularization X of X0 obtained by blowing-up and normalizing as in
Subsection 8.3.4. Let z ∈ ÔU,p be a square root of 1 + x3 (Exercise 1.3.9). We
see that

ÔU,p � ÔK [[x, v]]/((v − x)(v + x)− tn), v = y/z.

By Example 8.3.53, Xp is made up of a chain of n projective lines Γ1, . . . ,Γn

over k, with self-intersection Γ2
i = −2. We easily deduce from this that Xk is the

union of an elliptic curve E and of the Γi.

E

Γ

Γ

Γ

Γ1

2

n

n 1

p

Figure 18. Contraction of (−2)-curves.

The model X is minimal by Castelnuovo’s criterion. The Γi are the irreducible
components of Xk with zero intersection with KX/OK

. Hence the canonical model
of X is none other than X0 itself.

Let X → S be a minimal arithmetic surface. Then a closed fiber Xs can have
as many irreducible components as we want, even if we fix the genus pa(X) and
S, which is not the case for the canonical model.

Proposition 4.24. Let Y → S be the canonical model of a minimal arithmetic
surface. Let s ∈ S be a closed point and n the number of irreducible components
of Ys. Then n ≤ 2pa(Xη)− 2.

Proof The curve Ys is an l.c.i. over k(s) since Y is an l.c.i over S (Corollar-
ies 4.18 and 6.3.24). By Theorem 6.4.9(b), we have ωY/S |Ys � ωYs/k(s). It follows
that

degk(s) ωYs/k(s) = −2χk(s)(OYs
) = −2χk(η)(OYη

) = 2pa(Xη)− 2

(Corollary 7.3.31 and Proposition 5.3.28). Let F1, . . . , Fn be the irreducible com-
ponents of Ys, with respective multiplicities d1, . . . , dn. As ωY/S is ample, we
have deg ωY/S |Fi

> 0. By virtue of Proposition 7.5.7, we then have

degk(s) ωY/S |Ys
=
∑

1≤i≤n

di degk(s)(ωY/S |Fi
) ≥

∑
1≤i≤n

di ≥ n. (4.20)

This completes the proof.
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9.4.4 Weierstrass models and regular models of
elliptic curves

Let S = SpecA be an affine Dedekind scheme of dimension 1. In this subsection,
we fix an elliptic curve E over K = K(S), endowed with a privileged ratio-
nal point o ∈ E(K). By Definition 6.1.25, E admits a homogeneous equation
(Weierstrass equation)

v2z + (a1u + a3z)vz = u3 + a2u
2z + a4uz2 + a6z

3, (4.21)

with o corresponding to the point (0, 1, 0) and such that its discriminant is non-
zero (see formula (4.27)). The equation

y2 + (a1x + a3)y = x3 + a2x
2 + a4x + a6 (4.22)

of the affine open subscheme D+(z) is called an affine Weierstrass equation of E.
If the ai ∈ A, we will say that (4.21) is an integral equation of E (in fact of the
pair (E, o)). We then associate the S-scheme

W = ProjA[u, v, z]/(v2z + (a1u + a3z)vz − (u3 + a2u
2z + a4uz2 + a6z

3))

to it. Given an integral equation (4.21) of E, we call the surface W → S the
Weierstrass model of E over S associated to (4.21).

Remark 4.25. Two integral equations of E can induce isomorphic Weierstrass
models (as S-schemes). But we do not know how to go from one equation to the
other by a ‘fractional linear transformation’. See Exercise 4.12.

Proposition 4.26. Let π : W → S be the Weierstrass model above. Then this
is a normal fibered surface that verifies the following properties.

(a) The morphism π is smooth at the points of {o}.
(b) For any s ∈ S, Ws is geometrically integral.
(c) The morphism π is an l.c.i. Let us set x = u/z, y = v/z ∈ K(W ), and

ω :=
dx

2y + (a1x + a3)
∈ Ω1

K(W )/K . (4.23)

Then ωW/S = ωOW . In particular, π∗ωW/S = ωOS is free on S.

Proof It is easy to see that OW is torsion-free over OS . Hence W → S is flat
(Corollary 1.2.14). Its normality results from (b) by virtue of Lemma 4.1.18 or
8.2.11. Let us show (a). For any s ∈ S, we have

Ws = Proj k(s)[u, v, z]/(v2z + (a1u + a3z)vz − (u3 + a2u
2z + a4uz2 + a6z

3)),

where a denotes the image of a ∈ A in k(s) (Proposition 3.1.9). Hence {o} ∩Ws

consists of the point os ∈ Ws(k(s)) with coordinates (0, 1, 0). We see that Ws is
regular at os by the Jacobian criterion.
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(b) Let us note that Ws is a cubic over k(s). Its intersection with the line
z = 0 is reduced to a smooth point os. As this line meets all of the irreducible
components of Ws (Exercise 3.3.4(c)), we deduce from this that Ws is irreducible.
If it were not integral, then it would be of the form 3L, with L a line, which
would imply that Ws does not have any smooth point. As this argument is valid
over every extension of k(s), Ws is geometrically integral.

(c) As, by construction, W is a global complete intersection over S, it is a
fortiori an l.c.i. The determination of ωW/S is similar to the case of elliptic curves
over a field (Proposition 6.1.26). Let U be the open subscheme D+(z) of W . We
have

OW (U) = A[x, y]/(y2 + (a1x + a3)y − (x3 + a2x
2 + a4x + a6)),

and therefore ωU/S = ωOU by Corollary 6.4.14. Let V be the open subset D+(v)
of W . Let us set t = u/v, w = z/v. Then OW (V ) = A[t, w]/(F (t, w)), where

F (t, w) = w + (a1t + a3w)w − (t3 + a2t
2w + a4tw

2 + a6w
3)).

Hence ωV/S is generated by the rational differential

ω′ :=
dw

∂F/∂t
.

Now, using the relations

t =
x

y
, w =

1
y
, dw = − 1

y2 dy, dy = (−a1y + 3x2 + 2a2x + a4)ω,

in K(W ) and in Ω1
K(W )/K , we find by direct computations that ω′ = ω. As

W = U ∪ V , we find that ωW/S = ωOW . Finally, we have π∗OW = OS by
Corollary 8.3.6(c).

Remark 4.27. In what follows, we are going to show that the conditions of
Proposition 4.26 characterize Weierstrass models (Proposition 4.30).

Lemma 4.28. Let C be an integral projective curve over a field k. Let us
suppose that pa(C) = 1, and that C contains a smooth point p that is rational
over k. Then we have the following properties:

(a) For n = 0 or 1, we have H0(C,OC(np)) = k, while H1(C,OC) � k and
H1(C,OC(p)) = 0.

(b) For any n ≥ 2, we have dimk H0(C,OC(np)) = n, H1(C,OC(np)) = 0,
and OC(np) is generated by its global sections.

Proof (a) Let L(np) = H0(C,OC(np)). We have L(0) ⊆ K(C) ∩ k ⊆ OC,p

because C is normal at p. The last inclusion induces an inclusion in k(p) = k.
Hence L(0) = k. We have dimk H1(C,OC) = 1 because pa(C) = 1. Let f ∈ L(p).
Let us show that f ∈ k. Let us suppose the contrary. Then we have div(f) = q−p
for a regular rational point q 
= p. We can once more take the construction before
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Lemma 7.3.10 and define a finite morphism π : C → P1
k such that π∗∞ = p,

where ∞ is a rational point of P1
k. Proposition 7.3.8 implies that π is birational.

It is therefore an isomorphism, which is contrary to the pa(C) = 1 hypothesis.
Consequently, L(p) = k. We have H1(C,OC(p)) = 0 because χk(OC(p)) = 1 by
the Riemann–Roch theorem 7.3.17.

(b) We have an exact sequence

0 → OC((n − 1)p) → OC(np) → OC(np)|p → 0,

which induces the exact cohomology sequence

0 → L((n− 1)p) → L(np) → V → H1(C,OC((n− 1)p)) → H1(C,OC(np)) → 0,

with dimk V = 1. We then determine the dimensions of the Hi(C,OC(np)) by
induction on n ≥ 2. We use (a) to start the induction at n = 2. Finally, OC(np)
is generated by its global sections by Lemma 7.4.2.

Lemma 4.29. Let π : W → S = SpecA be a fibered surface such that Wη = E,
that O := {o} is contained in the smooth locus of W , and that Ws is integral
for every s ∈ S. Let us consider O as a Cartier divisor on W . Then the following
properties are true.

(a) For any n ≥ 2, OW (nO) is generated by its global sections.
(b) The sheaf L = R1π∗OW is invertible on S. Let us suppose that it is free.

For any n ≥ 2, there exists an exact sequence

0 → π∗OW ((n − 1)O) → π∗OW (nO) → L⊗n → 0, (4.24)

π∗OW (n) is free of rank n, and the canonical homomorphism

⊕
2a+3b≤n

(π∗OW (2O))⊗a ⊗ (π∗OW (3O))⊗b → π∗OW (nO)

is surjective.

Proof Let us first note that for any s ∈ S, we have pa(Ws) = pa(Wη) = 1
(Proposition 5.3.28). Therefore the curve Ws over k(s) verifies the hypotheses
of Lemma 4.28. Hence for any n ≥ 0, the dimensions of the Hi(Ws,OW (nO)s)
over k(s) depend only on n and on i. By Theorem 5.3.20, the Riπ∗OW (nO) are
locally free on S, and we have

(Riπ∗OW (nO))s ⊗OS,s
k(s) = Hi(Ws,OW (nO)|Ws

). (4.25)

Moreover, as S is affine and of dimension 1, the term on the left is equal to
Hi(W,OW (nO))⊗A k(s). Property (a) is then a consequence of Lemma 4.28(b)
and of Nakayama’s lemma. This also implies that L is locally free of rank 1, and
the π∗OW (n) locally free of rank n.
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Let σ : S → W denote the section corresponding to O, and i : O → W the
canonical closed immersion. For any n ≥ 1, we have the exact sequence

0 → OW ((n − 1)O) → OW (nO) → i∗i∗OW (nO) → 0. (4.26)

By the computations of Lemma 4.28 and (4.25), we have R1π∗OW ((n−1)O) = 0
if n ≥ 2. Taking π∗ in the exact sequence above, we obtain an exact sequence
over S for every n ≥ 2:

0 → π∗OW ((n − 1)O) → π∗OW (nO) → Ln → 0,

where Ln is the invertible sheaf

Ln = π∗i∗(i∗OW (nO)) = σ∗(OW (nO)) = (σ∗OW (O))⊗n = L⊗n
1 .

Taking π∗ of sequence (4.26) with n = 1, we obtain an exact sequence

0 → OS → π∗OW (O) → L1 → R1π∗OW → 0.

By Lemma 4.28(a) and the isomorphism (4.25), we have (π∗OW (O)/OS)⊗k(s) =
0 for every s ∈ S. Hence, by Nakayama, we obtain π∗OW (O) = OS . It follows
that L1 = L, which shows exact sequence (4.24). The rest of the lemma can be
shown by using this exact sequence and by induction on n ≥ 2.

Proposition 4.30. Let π : W → S = SpecA be a fibered surface such that
Wη = E, that O := {o} is contained in the smooth locus of W , and that Ws is
integral for every s ∈ S. Then the following properties are true.

(a) The scheme W → S is an l.c.i. and π∗ωW/S is an invertible sheaf.
(b) Let us suppose that π∗ωW/S is free over S. Then W → S is the

Weierstrass model of E associated to an integral equation.

Proof Let us first suppose that R1π∗OW is free on S. Let us set L(nO) =
H0(W,OW (nO)) for every n ≥ 0. By Lemma 4.29(b), there exist x ∈ L(2O),
y ∈ L(3O) such that {1, x} is a basis of L(2O) over A and that {1, x, y} is a basis
of L(3O) over A. Moreover, the images of x3 and y2 (as elements of L(6O) ⊂
K(W )) in L(6O)/L(5O) � H1(W,OW )⊗6 are both bases. There therefore exists
an α ∈ A∗ such that

y2 − αx3 ∈ L(5O) = A + Ax + Ax2 + Axy + Ay.

Replacing y by α−1y and x by α−1x, we can suppose α = 1. There therefore
exist ai ∈ A such that

y2 + (a1x + a3)y = x3 + a2x
2 + a4x + a6.

This implies that the morphism ϕ : W → P2
A associated to the basis {1, x, y} of

L(3O) sends W \O (and therefore W ) into the cubic W ′ over A with equation

v2z + (a1uz + a3z
2)v = u3 + a2u

2z + a4uz2 + a6z
3.

We know by Proposition 7.4.4 that ϕ is a closed immersion at the generic fiber.
As in Proposition 4.26, we see that W ′ is normal, with integral fibers. Hence
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ϕ : W → W ′ is birational, and quasi-finite because Ws is irreducible, and hence
finite. Consequently, ϕ is an isomorphism.

In the general case, R1π∗OW is locally free (Lemma 4.29(b)). It follows from
the particular case above that W → S is an l.c.i. By duality (Section 6.4, formula
(4.12)), we have a canonical isomorphism π∗ωW/S � (R1π∗OW )∨. Hence π∗ωW/S

is invertible. If it is free, then R1π∗OW is also free, which concludes the proof of
the proposition.

Discriminant and Weierstrass models

To equation (4.21), we associate its discriminant ∆. If char(K) 
= 2, by definition

∆ = 2−4 disc
(
4(x3 + a2x

2 + a4x + a6) + (a1x + a3)2) . (4.27)

An explicit computation (see, for example, [91], Section III.1) shows that ∆ is a
polynomial

∆ ∈ Z[a1, a2, a3, a4, a6]. (4.28)

If char(K) = 2, then the formula for the discriminant is obtained by reduction
of the polynomial above modulo 2. The merit of the discriminant is that its
vanishing characterizes the smoothness of E (see [91], loc. cit.). In addition,
relation (4.28) shows that if the ai ∈ A, then ∆ ∈ A. Let W be the Weierstrass
model associated to an integral equation (4.21). We call the element ∆ ∈ A
modulo A∗ the discriminant of W . We denote it ∆W . This discriminant does
not depend on the choice of integral equation (Corollary 4.32).

Lemma 4.31. Let us consider an equation (4.21) of (E, o). Let ∆ be its dis-
criminant, ω = dx/(2y + (a1x + a3)) ∈ H0(E, ωE/K) (formula (4.23)). Then the
element

∆ω⊗12 ∈ (H0(E, ωE/K))⊗12

is independent of the choice of equation.

Proof Let (4.21)′ be another (affine) equation of E with variables x′, y′. By
Corollary 7.4.33(b), we have

x′ = ax + b, y′ = ey + cx + d, with a, b, c, d ∈ K, e ∈ K∗.

As y′2 and x′3 have the same coefficient in the affine equation, we have a3 = e2.
In other words, a = α2 and e = α3 by taking α = e/a. A direct computation
shows that

ω′ = α−1ω, ∆′ = α12∆,

where ω′ and ∆′ are the differential and discriminant associated to an equation
(4.21)′, whence ∆′ω′⊗12 = ∆ω⊗12.

Corollary 4.32. If (4.21) and (4.21)′ are two integral equations defining the
same Weierstrass model W , then ∆′ ∈ ∆A∗.

Proof With the notation above, we have ω′ ∈ ωA∗ since these differentials are
bases of ωW/S . It follows from Lemma 4.31 that ∆′ ∈ ∆A∗.
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Definition 4.33. For any s ∈ S, let νs denote the valuation of K(S) associated
to the ring OS,s. Let W be a Weierstrass model of E over S, with discriminant
∆W ∈ A/A∗. We will say that W is minimal at s if νs(∆W ) is the smallest
among the valuations of the discriminants of the integral equations of E. The
integer νs(∆W ) is then called the minimal discriminant of E at s. We will say
that W is minimal if it is minimal at every s ∈ S. A Weierstrass model that
is minimal at some s always exists in an evident manner. On the other hand, a
global minimal Weierstrass model does not always exist.

Starting with an equation (4.21) of E, we obtain an integral equation by a
suitable change of variables. The Weierstrass model associated to this equation
admits a desingularization W̃ since E is smooth (Corollary 8.3.51).

Definition 4.34. Let E be an elliptic curve over K. We call the minimal arith-
metic surface X → S with generic fiber isomorphic to E the minimal regular
model of E. Such a model exists by applying Proposition 3.19 and Corollary 3.24
to the surface W̃ → S above. It is unique by the definition of minimality. More-
over, X is independent of the choice of W and of o.

The minimal discriminant and minimal regular model are important objects
for the study of the arithmetic of E. We invite the reader to consult [92], IV.
We are now going to link the minimal Weierstrass model to the minimal regular
model.

Theorem 4.35. Let S be an affine Dedekind scheme of dimension 1, E an ellip-
tic curve over K = K(S) with a given rational point o ∈ E(K), and ρ : X → S
the minimal regular model of E over S.

(a) The set E of vertical prime divisors Γ on X such that Γ ∩ {o} = ∅ is
finite, and there exists a contraction morphism f : X → W of the divisors
belonging to E . Moreover, W → S is an l.c.i. and we have f∗ωX/S = ωW/S

and ωX/S = f∗ωW/S .
(b) Let us suppose that the invertible sheaf ρ∗ωX/S is free on S (e.g.,

Pic(S)=0). Then π : W → S is the Weierstrass model over S associ-
ated to an integral equation, and we have

ωX/S = ωOX , ωW/S = ωOW , (4.29)

where ω is the differential associated to an integral equation of W defined
in Proposition 4.26(c). In particular,

H0(X, ωX/S) = H0(W,ωW/S) = ωOS(S). (4.30)

(c) Under the hypotheses of (b), W is a (global) minimal Weierstrass model.
(d) Let us suppose that E admits a minimal Weierstrass model W ′. Then

ρ∗ωX/S is free on S and W ′ � W . In other words, the minimal Weierstrass
model is unique.
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Proof (a) If there exists a component of E that is contained in Xs, then Xs is
not irreducible. It follows from Corollary 8.3.6(b) and Proposition 8.3.11 that E
is finite. As X is regular, {o} is an effective Cartier divisor. The existence of the
contraction f : X → W results from Lemma 8.3.32 and Proposition 8.3.30 (see
also Example 4.19). For any s ∈ S, {o} meets only one irreducible component of
Xs that is moreover of multiplicity 1 (Corollary 1.32). Hence Ws is irreducible, of
multiplicity 1. As W is normal, this implies that Ws is integral (Exercise 8.3.3(d)
or (e)). By Proposition 4.30, locally on S, W is a Weierstrass model. It follows
that W → S is an l.c.i.

The equality f∗ωX/S = ωW/S is a direct consequence of Corollary 4.18
because the contracted components have a zero intersection with KX/S (Exam-
ple 4.19). But we are going to give another, more direct, proof. To show this
equality, we can suppose S is local. By Propositions 4.30 and 4.26, ωW/S = ωOW .
Likewise, by Corollary 3.27, ωX/S = ω0OX is free. In Ω1

K(X)/K , we have ω0 = ωh

with h ∈ K(X)∗. The divisor div(h) on X has support in the exceptional locus E
of f and we have div(h) ·div(h) = 0. Theorem 1.27 then implies that div(h) = 0,
and hence h ∈ OX(X)∗ = A∗. This implies that f∗ωX/S = ωW/S . Finally,
ωX/S = f∗f∗ωX/S = f∗ωW/S by Corollary 3.27.

(b) We know by Corollary 3.27 that ρ∗ωX/S is invertible. Let us suppose it is
free. It follows from (a) that π∗ωW/S = ρ∗ωX/S is free. By Proposition 4.30, W
is a Weierstrass model of E over S. Equalities (4.29) follow from Corollary 3.27,
Proposition 4.26, and (a). We have ρ∗OX = π∗OW = OS by Corollary 8.3.6(c),
whence (4.30).

(c) Let W ′ be a Weierstrass model, let g : X ′ → W ′ be a minimal desingular-
ization, and F the exceptional locus of g. Then we have the following relations
in Ω1

K(E)/K :

H0(X ′, ωX′/S) ⊆ H0(X ′ \F, ωX′/S) = H0(W ′ \ g(F ), ωW ′/S) = H0(W ′, ωW ′/S).

The last equality comes from Lemma 2.17(a). By definition, we have a birational
morphism X ′ → X. By (b) and Corollary 2.25, we have

H0(W,ωW/S) = H0(X, ωX/S) = H0(X ′, ωX′/S) ⊆ H0(W ′, ωW ′/S).

The equality ∆W ω⊗12
W = ∆W ′ω⊗12

W ′ (Lemma 4.31) then implies that ∆W ′ ∈
∆W A. Hence W is minimal.

(d) Let us first suppose that ρ∗ωX/S is free. Let us keep the notation of the
proof of (c). The reasoning in (c) shows that ωX′/S = ω′OX , where ω′ ∈ Ω1

K(X)/K

is a basis of ωW ′/S . Comparing ωX′/S with the pull-backs of ωX/S and of ωW ′/S ,
we see that there exists a divisor D on X ′ such that ωX′/S = ω′OX′(D), and that
SuppD is both equal to the union of the exceptional divisors of X ′ (Exercise 2.4)
and contained in the exceptional locus of X ′ → W ′. Now, by hypothesis, the
exceptional locus of X ′ → W ′ does not contain any exceptional divisor. Hence
X ′ = X and X dominates W ′. Let O′ be the closure of o ∈ E(K) in W ′. Then
O′ coincides with g({o}) at the generic fiber. They are therefore equal. Let s ∈ S
and let Γ0 be the irreducible component of Xs passing through {o} ∩ Xs. If
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g(Γ0) is a point, as X is minimal, it follows from the factorization theorem 2.2
that this point is singular in W ′, and hence singular in W ′

s. Now this is also
the point O′ ∩ W ′

s, a contradiction with the hypothesis that O′ is contained in
the smooth locus of W ′. Consequently, g(Γ0) is equal to W ′

s. Hence X → W ′

is obtained by contraction of the same vertical divisors as W , whence W ′ = W
(Proposition 8.3.28).

In the general case, we have already seen that ρ∗ωX/S is locally free of rank 1.
Hence, locally on S, W ′ coincides with W , which implies that W = W ′. The fact
that ρ∗ωX/S is free then comes from the equality ρ∗ωX/S = π∗ωW/S in (a).

Remark 4.36. The ρ∗ωX/S free condition is equivalent to ωX/S free since
ωX/S = ρ∗ρ∗ωX/S by Corollary 3.27 and π∗OX = OS .

Corollary 4.37. Let E be an elliptic curve over K. Let us suppose that E
admits a minimal Weierstrass model W over S = SpecA. Then the minimal
desingularization of W is isomorphic to the minimal regular model X of E over S.
Moreover, the differential ω associated to W (formula (4.23)) is also a basis of
ωX/S .

Corollary 4.38. Let W0 → S be a Weierstrass model of E over S = SpecA.
Let us suppose that W0 is dominated by the minimal regular model X of E.
Then W0 is the minimal Weierstrass model of E over S.

Proof In fact, X → W0 coincides with the contraction morphism of
Theorem 4.35(a) (Example 4.19). So the corollary is a consequence of
Theorem 4.35(c).

Remark 4.39. Let us keep the notation of Theorem 4.35. Let U be an open
subscheme of X such that E ⊂ U and that U ∩ Xs 
= ∅ for every s ∈ S. Then
we have

H0(U, ωX/S) = H0(X, ωX/S)

(Exercise 3.9). This is particularly interesting when we take for U the Néron
model of E (this is the greatest open subscheme of X that is smooth over S, see
Subsection 10.2.2).

Exercises

4.1. Let X → S be a regular fibered surface. Let ∆ be a reduced vertical
divisor contained in the fiber Xs. Let us suppose that the intersection
matrix of the irreducible components of ∆ is negative definite. Here is
how we can find its fundamental divisor Z algorithmically. If there exists a
component Γ1 of ∆ such that ∆·Γ1 > 0, let us set ∆1 = ∆+Γ1 (otherwise
Z = ∆). If there exists a component Γ2 of ∆ such that ∆1 · Γ2 > 0, then
let us set ∆2 = ∆1 + Γ2 (otherwise Z = ∆1). We thus construct an
ascending sequence of divisors ∆i. Show that there exists an n ≥ 1 such
that Z = ∆n.
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4.2. Let us keep the notation of Exercise 4.1 and let us suppose dimS = 1.
Show that the fundamental divisor Z verifies Z < Xs (write Xs = Z1+Z2
with Zj effective and Z2 with no common component with ∆, and show
that Z ≤ Z1).

4.3. Let X → S be a regular fibered surface, and let Z be an effective verti-
cal divisor contained in a closed fiber Xs. We suppose that k(s) is alge-
braically closed. We want to show that H1(Z,OZ) = 0 is equivalent to
Pic0(Z) = 1.
(a) Show the equivalence for Z integral.
(b) Let us suppose Z is reduced and reducible. Let us write Z = Z1 +Z2

with the Zi with no common component. Show that we have an exact
sequence

0 → OZ → OZ1 ⊕OZ2 → G → 0,

where G is a skyscraper sheaf with support in Z1 ∩ Z2. Show that

Pic(Z) � Pic(Z1)⊕ Pic(Z2)

and
H1(Z,OZ) � H1(Z1,OZ1)⊕H1(Z2,OZ2).

(c) Let Γ be an irreducible component of Z such that 2Γ ≤ Z. Use the
method of Lemma 7.5.11 to show that Pic0(Z) � Pic0(Z − Γ) if and
only if H1(Z,OZ) � H1(Z − Γ,OZ−Γ). Note that we cannot use the
results of Lemma 7.5.11 directly because the divisors here are not
necessarily curves over a field.

(d) Show that H1(Z,OZ) = 0 ⇐⇒ Pic0(Z) = 1.

4.4. Let X → S and ∆ be as in Exercise 4.1. Let Z be the fundamental divisor
of ∆. We suppose that H1(Z,OZ) = 0.
(a) Show that pa(Z ′) ≤ 0 for every 0 < Z ′ ≤ Z (use Exercise 4.2 if

dimS = 1). Deduce from this that Pic0(Z) = 1.
(b) Show that for any n ≥ 1, we have H1(nZ,OnZ) = 0 and

Pic0(nZ) = 1.
(c) Let Z ′ > 0 be with support in SuppZ. Show that we have

H1(Z ′,OZ′) = 0 and Pic0(Z ′) = 1.

4.5. Let X → S be an arithmetic surface with pa(Xη) ≤ 0. Let ∆ =
∑

i Γi be
a reduced vertical divisor that does not contain any connected component
of Xs for any s ∈ S. Show that there exists a contraction morphism of
the components Γi (use Exercises 4.2 and 4.4). This result has also been
shown using methods from p-adic analysis (see [64], Theorem 0.1, [78],
Proposition 4).

4.6. Show that in Proposition 4.24, we can replace n by the number of irre-
ducible components of Y

k(s).
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4.7. Let f : X → Y be the contraction of ∆ as in Theorem 4.15. Let Z be the
fundamental divisor of ∆, and y = f(∆).
(a) Let M ⊂ OY be the sheaf of ideals corresponding to y ∈ Y . Show

that MOX = OX(−Z).
(b) Let Y1 → Y be the normalization of the blowing-up of Y with center

y. Show that X → Y factors into X → Y1 → Y , and that X → Y1
is the contraction of a set of vertical prime divisors verifying the
conditions of Theorem 4.15.

(c) Show that the sequence (3.11) of Subsection 8.3.4 associated to Y
ends with X.

(d) Let us suppose dimS = 1. Show that TYs,y = TY,y if and only if
2Z ≤ Xs.

4.8. Let X → S be an arithmetic surface such that for some s ∈ S, Xs is a
union of two elliptic curves meeting transversally at a point that is rational
over k(s). Show that ωX/S is not generated by its global sections. Find
the smallest integer n such that ω⊗n

X/S is generated by its global sections.

4.9. Let OK be a discrete valuation ring with residue field k and field of frac-
tions K.
(a) Let k′/k be a finite extension. Show that there exists a closed point

x ∈ P1
k such that k(x) = k′ if and only if k′ is simple over k (i.e.,

generated by a single element).
(b) Let k′/k be simple. Show that there exists a normal fibered surface

X → SpecOK such that XK � P1
K , Xk is integral, H1(Xk,OXk

) = 0,
and that the normalization of Xk is isomorphic to P1

k′ . (Blow up
P1

OK
along the point x as in (a) and contract the non-exceptional

component.)
(c) Show that Xk is not an l.c.i. if [k′ : k] ≥ 3.

4.10. Let C be a projective curve over a field k and p ∈ C(k) as in Lemma 4.28.
We want to show that OC(3p) is very ample and induces an isomorphism
from C to a cubic on P2

k.
(a) Show that C is geometrically integral.
(b) Show that we can reduce to the case when k is algebraically closed

and when C is singular.
(c) Let π : C ′ → C be the normalization of C. Show that C ′ � P1

k.
Let B = OC(C \ {p}). Show that OC′(C ′ \ π−1(p)) = k[T ] and that
k[T ] = B ⊕ kT .

(d) Show that there exist a, b ∈ k such that x := T 2 + aT ∈ B and
y := T 3 + bT ∈ B. Show that B = k[x, y] and that we have the
relation

y2 + (3ax + a3 + ab)y = x3 + 2bx2 + (b2 + a2b)x.

(e) Deduce from this that C is a cubic.
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4.11. Let A be a Dedekind ring of dimension 1, with field of fractions K, and
E an elliptic curve over K with a rational point o ∈ E(K). Let σ be the
hyperelliptic involution of E such that σ(o) = o (Proposition 7.4.29).
(a) Show that on equation (4.21), σ is defined by

(u, v, z) → (u,−v − a1u − a3z, z).

(b) Let W be a Weierstrass model of E over S. Show that the action of
σ on E extends to W and that the quotient scheme W/〈σ〉 (Exer-
cises 2.3.21 and 3.3.23) is isomorphic to P1

S (= ProjA[u, z] if W is
associated to equation (4.21)).

4.12. Let (E, o) be an elliptic curve over K as in Exercise 4.11. Let

y2 + (a1x + a3)y = x3 + a2x
2 + a4x + a6,

y′2 + (b1x
′ + b3)y′ = x′3 + a2x

′2 + a4x
′ + a6

be two integral equations of (E, o) that induce isomorphic Weierstrass
models. Show that there exist a ∈ A∗, b, c, d ∈ A such that

x′ = a2x + b, y′ = a3y + cx + d.

(Use Exercise 4.11.)

4.13. Let E be an elliptic curve over the field of fractions K of a Dedekind ring
A of dimension 1. Let o, o′ ∈ E(K). Show that for any closed s ∈ SpecA,
the minimal discriminant of (E, o) at s is the same as that of (E, o′) at s.
(Use Theorem 4.35.)

4.14. Let E → SpecK be as in Exercise 4.11. Let us consider the divisor

D :=
∑
s∈S

νs(∆s)[s]

on S, where νs(∆s) is the minimal discriminant of E at s.
(a) Let ρ : X → S be the minimal regular model of E over S. Show that

OS(D) � (ρ∗ωX/S)⊗12.
(b) Show that if D is principal and if Pic(S) does not have any non-trivial

point of order dividing 6, then E admits a global minimal Weierstrass
model.

4.15. Let E be an elliptic curve over K as in Exercise 4.11. Let W → S be
a Weierstrass model of E over S. Let us suppose that any s ∈ S such
that Ws is singular is principal (i.e., the maximal ideal of A defining the
point s is principal). Show that E admits a minimal Weierstrass model
over S.
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4.16. Let X → S be a minimal arithmetic surface, with generic fiber Xη smooth
of genus g(Xη) = 1.
(a) Show that ωXη/K � OXη . Deduce from this that the canonical divisor

KX/S is linearly equivalent to an effective vertical divisor V .
(b) Let us fix a closed point s ∈ S, let d denote the gcd of the multiplicities

of the irreducible components of Xs, and Vs the connected component
of V that meets Xs. Show that V · Γ = 0 for any vertical prime
divisor Γ. Deduce from this that Vs ∼ r(d−1Xs) for some integer
0 ≤ r ≤ d − 1.

(c) Show that ωX/S � OX if Xη(K) 
= ∅.



 
10

Reductionof
algebraiccurves

For a long time, we have known that the arithmetic of an algebraic variety V
defined over a number field K is only well understood if we take into account its
behavior modulo the finite and infinite places of K. The theory of reduction of
varieties is concerned with the finite places. Crudely speaking, we extend V to
a scheme V over the ring of integers OK of K, while trying to preserve as many
good properties of V as possible. The reduction of V modulo a maximal ideal p
is the fiber of V over the point of SpecOK corresponding to p. Today, the theory
of reduction is very well understood for algebraic curves. This chapter attempts
to present some essential aspects of this theory. The first section contains gener-
alities on reduction. The second section treats the case of elliptic curves in detail
(reduction of the minimal regular model, Néron model, and potential semi-stable
reduction). The theory of stable reduction is broached in Section 10.3. Finally,
the last section is devoted to the proof of the fundamental theorem of Deligne–
Mumford (4.3) which stipulates that a smooth projective curve of genus ≥ 2
always admits a stable reduction after a suitable base change.

In all of this chapter, the considered fibered surfaces will all be defined over
a Dedekind scheme of dimension 1. They are therefore relative curves.

10.1 Models and reductions

In this section we study general aspects of reduction. We begin by defining
the different types of models of algebraic curves, accompanying this with some
examples presented in a relatively detailed manner. Next we define the notion
of reduction and show some general properties of good reduction. If X → S
is a surjective projective morphism onto the spectrum of a Henselian discrete
valuation ring, we have a reduction map that sends a closed point of Xη to a
closed point of Xs. This map is described concretely in Corollary 1.34; its fibers
are described in Proposition 1.40.
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We conclude the section with a combinatorial study of the special fibers
of minimal regular models. We show, in particular, a finiteness theorem
(Proposition 1.57) which stipulates that for a fixed genus, there essentially exist
only a finite number of possible configurations for these special fibers.

10.1.1 Models of algebraic curves

Definition 1.1. Let S be a Dedekind scheme of dimension 1, with function field
K. Let C be a normal, connected, projective curve over K. We call a normal
fibered surface C → S together with an isomorphism f : Cη � C a model of
C over S. We will say that and a regular model of C if C is regular. More
generally, we will say that a model (C, f) verifies a property (P ) if C → S verifies
(P ). The property (P ) can, for example, be the fact of being smooth, minimal
regular, or regular with normal crossings, etc. A morphism C → C′ of two models
of C is a morphism of S-schemes that is compatible with the isomorphisms
Cη � C, C′

η � C.

Example 1.2. If C is an elliptic curve over K, then the Weierstrass models of
C over K (Subsection 9.4.4) are models of C over S.

Remark 1.3. In practice, when we talk of a model of C over S, we only mention
the scheme C → S with generic fiber isomorphic to C. It is only useful to specify
the choice of the isomorphism Cη � C in rare situation. For example, if C = P1

K ,
the examples considered in Remark 9.3.23 show that C admits smooth models
over S that are not isomorphic among themselves as models of C over S, but are
isomorphic to P1

S .

Example 1.4. Let C be a normal projective curve over K, defined by homoge-
neous polynomials F1, . . . , Fm ∈ K[T0, . . . , Tn]. Let us suppose that S = SpecA.
Multiplying the Fi by elements of A \ {0} if necessary, we can make the Fi have
coefficients in A. If, by chance, the scheme C0 := ProjA[T0, . . . , Tn]/(F1, . . . , Fm)
is normal, then it is a model of C over S because its generic fiber is isomorphic
to C (Proposition 3.1.9).

Example 1.5. Let q ≥ 1 be a square-free integer. Let C be the projective curve
over Q defined by the equation

xq + yq + zq = 0.

By the Jacobian criterion (Theorem 4.2.19), we easily see that C is smooth over
Q. Let C be the closed subscheme of P2

Z
defined by the same equation. Let us

show that C is normal, and it will consequently be a model of C over Z. The
Jacobian criterion shows that C → SpecZ is smooth outside of the primes p that
divide q. Let p be a prime factor of q. The integer r = q/p is prime to p by
hypothesis. We have

Cp = ProjFp[x, y, z]/(xr + yr + zr)p.

We deduce from this that Cp is irreducible and that (Cp)red is the closed subvariety
V+(xr + yr + zr) over Fp. As C is a complete intersection, and is regular at the
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generic fiber, to show the normality of C it suffices to show its normality at
the generic point of Cp. We can therefore restrict ourselves to the affine open
subscheme U := SpecZ[x, y]/(xq +yq +1) of C (to simplify, we write x, y instead
of x/z, y/z). The prime ideal corresponding to Cp is generated by xr +yr +1. Let
us suppose that p ≥ 3 (the p = 2 case can be treated in a similar way). We have

(T + S)p = T p + Sp + p(T + S)F (T, S), F (T, S) ∈ Z[T, S]

with F homogeneous and F /∈ pZ[T, S]. Hence

xq +yq +1 = (xr +yr +1)p−p ((xr + yr)F (xr, yr) + (xr + yr + 1)F (xr + yr, 1)) .

The polynomial F (xr, yr) modulo p is homogeneous and non-zero, and hence
non-divisible by xr + yr + 1. The reasoning of Example 8.2.26 shows that C is
normal. Moreover, the intersection of the singular locus of U with Up is defined
by the ideal (p, xr + yr + 1, F (xr, yr)).

Remark 1.6. The construction of a model of C over S is a way to extend C
to a scheme that is surjective onto S. In a similar way, we can define the notion
of model for any algebraic variety V over K. It is a scheme V, surjective and
flat over S, endowed with an isomorphism Vη � V . We would of course also like
to preserve as many of the properties of V as possible. For normal projective
curves, we ask that the models be normal and projective. These exist in very
general situations, for example if S is affine and if we suppose S is excellent or
C smooth. On the other hand, if we take smooth projective curves, we cannot
always preserve the smoothness (see Exercise 1.5). If A is an Abelian variety over
K (Definition 7.4.37), it is not always possible to extend A to an Abelian scheme,
that is to say, to a proper group scheme over S. But we can always extend A to
a scheme over S while preserving the smoothness (an Abelian variety is smooth)
and the group structure. See Definition 2.7.

Remark 1.7. Let C be a smooth, connected, projective curve over K. We have
two numerical invariants at our disposal, the arithmetic genus pa(C) and the
geometric genus g(C) = dimK H1(C,OC). These two integers are equal if C is
geometrically connected. In the general case, if n = 1, 2, the conditions pa(C) ≥ n
and g(C) ≥ n are equivalent. We will say genus of C for the geometric genus. The
arithmetic genus suits the theory of reduction better because of its invariance in
the fibers.

Proposition 1.8. Let us suppose S is affine. Let C be a smooth projective curve
of genus g over K. Then C admits a relatively minimal regular model (resp. a
regular model with normal crossings) over S. If, moreover, g ≥ 1, then C admits
a unique minimal regular model Cmin, and a unique minimal regular model with
normal crossings.

Proof Let C0 be as in Example 1.4. Let C be the Zariski closure of C in C0,
endowed with the reduced (hence integral) closed subscheme structure. Then C →
S is a fibered surface with generic fiber isomorphic to C. By desingularization of
C (Corollary 8.3.51), we obtain a regular model of C over S. The remainder of
the properties are just applications of Proposition 9.3.19, of Corollary 9.2.30, of
Theorem 9.3.21, and of Proposition 9.3.36(b).
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Remark 1.9. In Proposition 1.8, the S affine hypothesis is needed to assure
the existence of a projective scheme over S with generic fiber isomorphic to C.
Otherwise there always exists a regular, flat, proper scheme over S, with generic
fiber isomorphic to C, which, taking into account Theorem 8.3.16, is not very
different from a fibered surface (which is projective by definition).

Definition 1.10. Let C be a smooth projective curve over K, of genus g ≥ 2.
Let us suppose that C admits a minimal regular model Cmin over S (which is
the case if S is affine). We call the canonical model Ccan of the minimal surface
Cmin (Definition 9.4.21) the canonical model of C over S.

Remark 1.11. Given a smooth projective curve C over K, there exist a plethora
of normal models of C over S. They are not all interesting. In general, we are
mostly interested in minimal regular models, regular models with normal cross-
ings, or canonical models. If E is a (pointed) elliptic curve over K, the interesting
models are the minimal regular model and the minimal Weierstrass model, which
is the analogue of the canonical model of curves of genus ≥ 2. If we consider E
as an Abelian variety (7.4.37), there is in addition the Néron model to consider
(Definition 2.7).

Let C be a curve over K defined by homogeneous equations. The following
diagram sums up the way to produce the minimal regular model and the canon-
ical model of C over S. The arrows are morphisms of schemes. If C is an elliptic
curve with a point o ∈ C(K), we must replace Ccan by the minimal Weierstrass
model and the morphism Cmin → Ccan by the contraction of the (−2)-curves that
do not meet the section {o}.

C �eliminating the denominators
in the coefficients, and normalizing

a normal model over S

Cmin

�
�
�
�
�
�
��

contraction
of all (−2)-curves

a regular model

�

desingularization

� successive contractions of the
exceptional divisors

Ccan model with normal crossings

��
��

��
��

��
��

blowing-ups

Example 1.12. Let C be the curve over Q defined by the homogeneous equation

x4 + y4 + z4 = 0. (1.1)
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We are going to determine Cmin and Ccan. By taking the same equation over Z,
we obtain a projective scheme C over Z. By the Jacobian criterion, we see that
C is smooth over Z outside of p = 2. Let us show that C is normal. Let us, for
example, consider the affine open subscheme U = D+(z) of C defined by the
equation x4 + y4 +1 = 0. The left-hand side can be written as F 4 +2G for some
polynomials F, G. The singular points of U contained in the fiber U2 correspond
to the zeros of G modulo 2. For the purpose of computations, we should have
F and G as simple as possible. Setting v = y + 1 and u = x − v, the equation
becomes

u4 + 2((v2 − v + 1)2 + 3v2u2 + 2v3u + 2vu3) = 0. (1.2)

A reasoning similar to that of Example 1.5 shows that U is normal. More pre-
cisely, U2 is an affine line parameterized by v, of multiplicity 4. The singular
point q of U corresponds to the ideal (2, u, v2 − v + 1). In particular, the point
x = 0, y = z = 1 of the fiber U2 is regular in U . By symmetry, we see that the
point x = y = 1, z = 0 of C2 \ U2 is regular in C. Let Ũ → U be the blowing-up
of U with center q. Using Lemma 8.1.4, we can show, in a manner similar to
Examples 8.1.5 and 8.3.53, that Ũ is a desingularization of U . The scheme Ũ
consists of three affine pieces. The first one is SpecA1, with A1 the sub-Z-algebra
Z[u, v, u1, v1] of K(C) where u1 = u/2, v1 = (v2−v+1)/2. By substituting these
relations in (1.2), we obtain

2u4
1 + v2

1 + 3v2u2
1 + v3u1 + 4vu3

1 = 0.

Hence modulo 2, we have v2 − v + 1 = 0 and v2
1 + 3v2u2

1 + v3u1 = 0. Therefore,
the fiber of SpecA1 over 2 is a smooth affine conic over F2[v]/(v2 − v +1) = F4.
The second affine piece of Ũ is SpecA2, with A2 = Z[u, v, t1, s1], where t1 = 2/u
and s1 = (v2 − v + 1)/u. We have the relation

u + t1s
2
1 + 3v2t1 + v3t21 + vu2t21 = 0.

The fiber of SpecA2 over 2 is the union of an affine line over F4 of multiplicity 2
(defined by t1 = 0), and a smooth affine conic over F4 of multiplicity 1, defined
by s2

1 + 3v2 + v3t1 = 0 (note that the image of v in A2/2A2 is a generator of
F4 over F2). The function field of this conic is generated by s1 over F4. Since
s1 = v1/u1, we see that this conic will glue with SpecA1/2A1 to give a projective
smooth conic Γ1. Furthermore, the two irreducible components of SpecA2 meet
each other in t1 = u = 0, s1 = v, with multiplicity 2 over F4. We leave the
computation of the third affine piece of Ũ to the reader. Let C̃ be the blowing-up
of C with center q. In Figure 19, we represent the fibers over 2 of C, C̃, Cmin,
the minimal model with normal crossings Cnc, and of Ccan. We have Γ0 � P1

F2
,

Γ1 is a smooth conic over F4, and Γ2 � P1
F4

. All intersection points are rational
over F4. In C̃, we have Γ0 · Γ2 = 2, Γ2 · Γ1 = 4 (the intersection numbers are
computed over F2; and we must take into account the fact that the intersection
points are rational over F4). Hence Γ2

0 = −1 (Proposition 9.1.21). Thus Γ0 is an
exceptional divisor (Theorem 9.3.8), and it is contracted to a point q1 ∈ Cmin that
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4Γ0
4Γ0

2Γ2

Γ1
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4Γ0

minimal model with normal crossings

canonical model
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Figure 19. Reductions of the curve (1.1).

is rational over F2 because Γ0 contains a rational point over F2. After contraction
of Γ0, Γ′

2 is a singular conic (since it is birational to Γ2 and contains a rational
point over F2). Therefore, no component is exceptional and we get the minimal
regular model Cmin. In this model, the adjunction formula (Proposition 9.1.35)
implies that Γ′

2 ·KCmin/Z = 0. Hence the fiber of Ccan over 2 consists of only one
irreducible component Γ′

1. Finally, the minimal model with normal crossings is
found using the computations of the proof of Theorem 9.2.26.

Remark 1.13. Let OL be a discrete valuation ring, étale over Z2Z, and such
that its residue field contains F4. By Proposition 1.17 below, the minimal reg-
ular model (resp. canonical model) of CL over SpecOL is obtained from Cmin
(resp. Ccan) by base change. The special fibers of these models are described
in Figure 20. On the other hand, we can contract Γ0 in the special fiber of
Cnc × SpecOL and we still have a model with normal crossings. Therefore, Cnc
does not commute with étale base change. However, one can contract the excep-
tional divisor Γ0 in Cnc and get a regular model C′

nc. The minimal model of CL

with normal crossings is obtained from C′
nc by base change.

Example 1.14. Let us consider an example that is very close to the curve (1.1),
but whose models are different. Let C be the projective curve over Q defined by
the equation

x4 + y4 − z4 = 0. (1.3)
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q 1

2 2
q2

6

2 2

6
3 3

minimal canonical

minimal model

regular model model

with normal crossings

Figure 20. Reductions of the curve (1.1) after étale extension.

Let C be the projective scheme over Z defined by the same equation. Then C
is a model of C over Z, smooth outside of p = 2. Let us consider the affine
open subscheme U = D+(z) of C; it has equation x4 + y4 − 1 = 0. Let us set
u = x + y − 1 and v = y − 1. Then we have

u4 − 4vu3 + 6v2u2 − 4v3u + 2v(v + 1)(v2 + v + 2) = 0.

The singular points of C contained in U2 are therefore q1, corresponding to p = 2,
(u, v) = (0, 0), and q2, corresponding to p = 2, (u, v) = (0, 1). We verify that the
point of C2 \U2 is regular in C. Hence C is normal, with fiber over 2 irreducible of
multiplicity 4 because u4 = 2F with F ∈ OC(U) and not identically zero on U2. A
direct computation shows that the blowing-up of U with center q1 is a resolution
of singularities of U above q1. Now we have an automorphism σ : x �→ y, σ : y �→
x of U which sends q1 to q2, and therefore we know that the blowing-up of U
with center q2 will have the same appearance as the blowing-up with center q1.
In Figure 21, we represent the fibers over 2 of the minimal desingularization of C,
of the minimal regular model, of the canonical model, and of the minimal regular
model with normal crossings. All of the irreducible components are isomorphic
to P1

F2
. The integers in the figure denote the multiplicity of the components. The

non-marked components are of multiplicity 1.

Remark 1.15. In the examples above, we see that given a curve C, it is not
always easy to determine its minimal regular model explicitly. For examples of
the determination of the minimal regular model and of applications, see [63] for
the curve xp + yp = zp, where p is a prime number. The model is computed over
the ring of integers of Q(ξp), where ξp is a primitive pth root of unity.

Proposition 1.16. Let S be a Dedekind scheme of dimension 1. Let C be a
smooth projective curve over K = K(S) of genus g ≥ 1 (resp. g ≥ 2) admitting
a minimal regular model Cmin (resp. a canonical model Ccan) over S. Then any
automorphism of C extends in a unique way to an isomorphism σ of Cmin (resp.
of Ccan).
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Figure 21. Reductions of the curve (1.3).

Proof For the minimal regular model, it is a direct translation of
Proposition 9.3.13. Let Γ be a vertical prime divisor of Cmin such that KCmin/S ·
Γ = 0. As σ(Γ)2 = Γ2 (Theorem 9.2.12(c)), Proposition 9.4.8 implies that
KCmin/S · σ(Γ) = 0 (we can use the fact that σ∗KCmin/S ∼ KCmin/S by the
uniqueness of the dualizing sheaf). Hence σ acts on the set of divisors con-
tracted by the morphism Cmin → Ccan. By the uniqueness of the contraction
(Proposition 8.3.28), σ induces an automorphism of Ccan.

Proposition 1.17. Let C, S be as in Proposition 1.16. Let S′ be a Dedekind
scheme of dimension 1 that is étale over S or equal to Spec ÔS,s for a closed
point s ∈ S. Let K ′ = K(S′). Let us suppose C is of genus g ≥ 1 (resp. g ≥ 2)
and admitting a minimal regular (resp. canonical) model C over S. Then C×S S′

is the minimal regular (resp. canonical) model of CK′ over S′.

Proof If C is the minimal regular model, then C ×S S′ is minimal by
Proposition 9.3.28 (the S′ → S surjective hypothesis is only used in that
proposition for the validity of the converse). Let us now consider the canoni-
cal model. We can suppose S and S′ are affine. By construction of the canonical
model, the minimal desingularization of C is the minimal regular model Cmin.
Let p : C′

min := Cmin ×S S′ → Cmin be the projection morphism. Then

H0(C′
min, ω⊗m

C′
min/S′) = H0(Cmin, ω⊗m

Cmin/S)⊗O(S) O(S′)
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for every m ∈ Z because O(S′) is flat over O(S) and ωC′
min/S′ = p∗ωCmin/S . The

fact that Ccan×S S′ is the canonical model of CK′ then results immediately from
Proposition 9.4.20(d).

10.1.2 Reduction

In all of this section, S will be a Dedekind scheme of dimension 1, and we will
set K = K(S).

Definition 1.18. Let C be a normal projective curve over K. Let us fix a closed
point s ∈ S. We call the fiber Cs of a model C of C a reduction of C at s. If
S is the spectrum of a Dedekind ring A, and if p is the maximal ideal of A
corresponding to s, we also call Cs a reduction of C modulo p. It is clear that the
notion of reduction depends strongly on the choice of a model C.
Definition 1.19. Let C be as above. We will say that C has good reduction at
s ∈ S if it admits a smooth model over SpecOS,s. This implies that C is smooth
over K. If C does not have good reduction at s, we will say that C has bad
reduction at s. Note that if C has a non-smooth model over SpecOS,s, this does
not necessarily imply that C has bad reduction at s. We will say that C has good
reduction over S if it has good reduction at every s ∈ S.

Example 1.20. Let p be a prime number 
= 3. Then the curve

C = ProjQ[x, y, z]/(x3 + y3 + p3z3)

admits an evident model C over Z by taking the same equation over Z. The
reduction Cp is a singular curve. Meanwhile, ProjZ[x, y, w]/(x3 +y3 +w3), where
w = pz, is also a model of C over Z, but is smooth over p. Hence C has good
reduction at p. In this somewhat artificial example, the good reduction of C is
easy to reveal. In the general case, it is sometimes necessary to know the minimal
regular model.

Proposition 1.21. Let S be a Dedekind scheme of dimension 1, C a smooth
projective curve over K = K(S) of genus g ≥ 1.

(a) The curve C has good reduction at s ∈ S except perhaps for a finite
number of s.

(b) Let us suppose S is affine. Then C has good reduction over S if and only
if the minimal regular model Cmin of C over S is smooth. Moreover, this
implies that Cmin is the unique smooth model of C over S.

(c) (‘Étale’ base change) Let S′ → S be as in Proposition 1.17. Let s′ ∈ S′

and let s be its image in S. Then CK′ has good reduction at s′ if and
only if C has good reduction at s.

Proof (a) The curve C → SpecK extends to a projective scheme C → U over a
non-empty open subscheme U of S (see the beginning of Example 1.4). By taking
the irreducible component of C containing C and endowing it with the reduced
scheme structure, we can suppose that C is integral, and hence flat over U . By
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Proposition 8.3.11, there exists a non-empty open subscheme V of U such that
CV → V is smooth. Hence C has good reduction over V . As S has dimension 1,
S \ V is finite, whence (a).

(b) Let us suppose that C has good reduction over S. Let Cmin be the min-
imal regular model of C over S (which exists by Proposition 1.8). Let s ∈ S.
Let X → SpecOS,s be a smooth model of C. Then Cmin ×S SpecOS,s � X
(Example 9.3.15), which implies that Cmin is smooth. The converse is trivial.
Any smooth model of C over S is relatively minimal (Example 9.3.15), and hence
isomorphic to Cmin. Finally, (c) results from (b) and from Proposition 9.3.28.

Example 1.22. The curves of Examples 1.12 and 1.14 have good reduc-
tion at every p 
= 2, and have bad reduction at p = 2. This results from
Proposition 1.21(b) and from the knowledge of the minimal regular models.

Corollary 1.23. Let E be an elliptic curve over K = K(S). Let s ∈ S, let W
be the minimal Weierstrass model of E over SpecOS,s, and ∆ the discriminant
of W (Subsection 9.4.4). Then the following properties are equivalent:

(i) E has good reduction at s;
(ii) Ws is smooth over k(s);
(iii) ∆ ∈ O∗

S,s.

Proof Let us suppose that E has good reduction. Let X be the minimal regular
model of E over SpecOS,s. Then Xs is smooth by Proposition 1.21(b). Now
Theorem 9.4.35(a) implies that X = W , whence Ws is smooth. The converse
is true by definition. Finally, the equivalence (ii) ⇐⇒ (iii) is a property of the
discriminant (cf. [91], Section III.1).

Lemma 1.24. Let C be a smooth, connected, projective curve over K, of arith-
metic genus pa(C) ≥ 2. Let C be a model of C over S. Let us suppose that Cs

contains an irreducible component Γ whose normalization Γ′ is smooth of arith-
metic genus pa(Γ′) ≥ pa(C). Then C has good reduction at s. Moreover, the
reduction at s of the smooth model of C over SpecOS,s is isomorphic to Γ′.

Proof We can suppose S is local. By desingularization (Corollary 8.3.51), and
by replacing Γ by its strict transform (which does not modify its normalization),
we can reduce to C regular. Let f : C → X := Cmin be the canonical morphism
to the minimal regular model of C. As Γ is not a rational curve, it follows from
Castelnuovo’s criterion (Theorem 9.3.8) that Γ cannot be contracted to a point in
X . In other words, f(Γ) is a curve Γ0 on X that is birational to Γ. Let π : Γ′ → Γ0
be the normalization morphism. The exact sequence

0 → OΓ0 → π∗OΓ′ → S → 0

with a skyscraper sheaf S implies that

pa(Γ0) = pa(Γ′) + dimk(s) H0(Γ0,S) ≥ pa(Γ′) ≥ pa(C) (1.4)

(see the proof of Proposition 7.5.4). Let Γ1, . . . ,Γr be the irreducible components
of Xs other than Γ0. We have KX/S ·Γi ≥ 0 for every i ≥ 0 (Proposition 9.3.10).
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Using the adjunction formulas (Proposition 9.1.35 and Theorem 9.1.37), we
obtain

2pa(C)− 2 = d0(2pa(Γ0)− 2− Γ2
0) +

∑
i≥1

diKX/S · Γi,

where di is the multiplicity of Γi in Xs. Taking into account relation (1.4) and
the fact that Γ2

0 ≤ 0 (Theorem 9.1.23), this implies that KX/S · Γi = 0 if i ≥ 1,
and

Γ2
0 = 0, d0 = 1, pa(Γ0) = pa(C), H0(Γ0,S) = 0.

Hence Γ′ → Γ0 is an isomorphism and Γ0 is smooth over k(s). Let us show that
Xs is connected. Let us suppose the contrary. Let F be a connected component
of Xs that does not contain Γ0. Then KX/S ·Γi = 0 for every Γi ⊆ F . A reasoning
similar to that of Proposition 9.4.8 then implies pa(C) = pa(Xη) = 1, which is
contrary to our hypothesis. Hence Xs is connected and Xs = Γ0 (Theorem 9.1.23)
is smooth. Consequently, C has good reduction at s.

Corollary 1.25. Let C be a smooth, connected, projective curve over K of
genus g ≥ 2, s ∈ S a closed point. Let W 0 be a quasi-projective scheme over S,
such that W 0

η is an open subscheme of C, that W 0
s is smooth over k(s), and that

K(W 0
s ) is the function field of a smooth projective curve of genus g. Then C has

good reduction at s and, if necessary replacing S by an open neighborhood of s,
W 0 is an open subscheme of the smooth model of C over S.

Proof We can suppose S is local. By hypothesis, W 0 is an open subscheme of a
projective scheme C over S. We can suppose C is integral. As W 0 is smooth over
S, it is contained in the open subset of regular points of C. By Corollary 8.3.51,
C admits a desingularization in the strong sense. We can therefore suppose C is
regular. Let C → Cmin be the canonical morphism to the minimal regular model.
Then Cmin is smooth over S by Lemma 1.24. Moreover, the reasoning used in
the proof of that lemma shows that W 0 → Cmin is quasi-finite and birational; it
is therefore an open immersion (Corollary 4.4.8).

Example 1.26. Let S = SpecOK , where OK is a discrete valuation ring, with
field of fractions K and residue field k of char(k) 
= 2 (see Exercise 1.9 for
the general case). Let C be the hyperelliptic curve of genus g ≥ 1 over K (see
Subsection 7.4.3) defined by an affine equation

y2 = P (x), P (x) ∈ K[x],

with P (x) separable. Then C has good reduction if and only if after a suitable
change of variables (Corollary 7.4.33) we can define C by an equation as above
with P (x) ∈ OK [x] such that its image in k[x] is separable of degree 2g + 1 or
2g + 2. Indeed, it is a sufficient condition by considering the affine scheme

W 0 = SpecOK [x, y]/(y2 − P (x))

and applying Corollary 1.25. Let us show that it is also a necessary condition.
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Let us suppose that C has good reduction; hence Cmin is smooth over S.
Let σ be the hyperelliptic involution on C. It acts on Cmin (Proposition 1.16)
and the quotient D := Cmin/〈σ〉 is a model over S of D := C/〈σ〉 � P1

K . As
we have a dominant morphism Cmin → D, the special fiber Ds is necessarily
geometrically integral because (Cmin)s is. It follows that D � P1

S (Exercise 8.3.5).
Let V 0 = SpecOK [v] be an open subscheme of D isomorphic to A1

S and W 0 its
inverse image in Cmin. Then there exists a z ∈ OCmin(W

0) such that

OCmin(W
0) = OK [v]⊕ zOK [v]

(Exercise 8.2.16). Hence there exist F (v), G(v) ∈ OK [v] such that z2 + G(v)z =
F (v). As 2 is invertible in OK by hypothesis, we can replace z by z + G(v)/2
and reduce to G = 0. We have a surjective homomorphism

OK [v, Z]/(Z2 − F (v)) → OCmin(W
0), Z �→ z.

Since the left-hand term is clearly integral of dimension 2, it is an isomorphism.
The W 0

s smooth hypothesis implies that the image F̄ (v) of F (v) in k[v] is a
separable polynomial. The reasoning used before Proposition 7.4.24 implies that
F̄ (v) is of degree 2g+1 or 2g+2. Finally, Corollary 7.4.33 shows that the equation
z2 = F (v) can be obtained from y2 = P (x) by a suitable change of variables.

By Proposition 1.21(c), a curve that has bad reduction will have bad reduc-
tion after any étale base change. However, if we admit ramified base change, the
situation is different.

Definition 1.27. Let C be a smooth projective curve over K = K(S). We
will say that C has potential good reduction at s ∈ S if there exist a morphism
S′ → S from a Dedekind scheme S′ to S and a point s′ ∈ S′ lying above s such
that CK(S′) has good reduction at s′. If C has good reduction at s, then it has
potential good reduction at s.

Example 1.28. Let us consider the hyperelliptic curve C over Q2 defined by
the equation

y2 = x4 − 1.

We are going to show that C has potential good reduction and give an explicit
smooth model over an explicit extension of Q. We leave it to the reader to verify
that C has bad reduction over Z2. Let us set

x = 1 + x−1
1 , y = y1x

−2
1 .

Then we have y2
1 = 4x3

1 + 6x2
1 + 4x1 + 1. Let us set

x1 = v + α, y1 = 2z + (βv + γ)

with scalars α, β, γ ∈ Q2 that we are going to choose so that

z2 + (βv + γ)z = v3.
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For this it suffices to solve the system


4(1 + 4α + 6α2 + 4α3)(6 + 12α) = (4 + 12α + 12α2)2

γ2 = 1 + 4α + 6α2 + 4α3

β2 = 6 + 12α.

A direct computation shows that we have a solution in Q2 with |α| = |2|−1/4,
|β| = |2|1/2, and |γ−1| = |2|1/4 (see formula (1.6) for a reminder of the definition
of |.|). Let L = Q2(α, β, γ), and let W 0 = SpecOL[v, z]/(z2 + (βv + γ)z − v3).
Then W 0 is smooth over OL, and its special fiber is an open subscheme of an
elliptic curve. Hence CL has good reduction.

Let us conclude with a sufficient condition for bad reduction.

Proposition 1.29. Let C be a smooth, geometrically connected, projective
curve over K = K(S). Let us fix s ∈ S. Let W 0 be a quasi-projective scheme over
S such that W 0

η is an open subscheme of C, that W 0
s is integral, and that K(W 0

s )
is the function field of a normal curve Γ of arithmetic genus 1 ≤ pa(Γ) < pa(C).
Then C has bad reduction. If, moreover, Γ ×Spec k(s) Spec k(s) is integral and
non-rational, then C does not have potential good reduction.

Proof We can suppose S is local. We know by Lemma 4.1.18 that W 0 is
a normal scheme. The set of regular points Reg(W 0) is an open subset of
W 0 (Corollary 8.2.38) that contains the generic point of W 0. Hence, if nec-
essary restricting W 0

s , we can suppose W 0
s and W 0 regular. As in the proof of

Corollary 1.25, W 0 is then isomorphic to an open subscheme of a regular model
C of C over S. Let Γ be the closure of W 0

s in Cs, and f : C → Cmin the canonical
morphism to the minimal regular model of C. By Castelnuovo’s criterion, Γ is
not an exceptional divisor, and hence Γ → f(Γ) is a birational morphism. If C
has good reduction, then Cmin is smooth (Proposition 1.21(b)) and its special
fiber is smooth and connected (Corollary 8.3.6(b)). Hence Γ → f(Γ) = (Cmin)s

is an isomorphism, which is contrary to the pa(Γ) < pa(C) hypothesis. Hence C
does not have good reduction.

Let us now suppose Γ × Spec k(s) is integral and non-rational. Let S′ be a
Dedekind scheme of dimension 1 that dominates S, and s′ ∈ S′ a closed point
lying above s. Then K(W 0

s ×Spec k(s′)) is the function field of the normalization
Γ′ of Γ× Spec k(s′), with

1 ≤ pa(Γ′) ≤ pa(Γ× Spec k(s′)) = pa(Γ) < pa(C) = pa(CK(S′)),

where the first inequality comes from the Γ× Spec k(s) non-rational hypothesis.
The preceding reasoning shows that CK(S′) has bad reduction at s′. Hence C
does not have potential good reduction.

Example 1.30. Let OK be a discrete valuation ring with uniformizing param-
eter t and residue field k of characteristic char(k) 
= 2. Let g ≥ 2. Let us consider
the hyperelliptic curve C of genus g over K given by the equation

y2 = (x3 + ax + b)(x2g−1 + tcx + td), a, b, c, d ∈ OK ,
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with (4a3 + 27b2)b ∈ O∗
K . Let

W 0 = SpecOK [x, y, 1/x]/(y2 − (x3 + ax + b)(x2g−1 + tcx + td)).

Then W 0
k = Spec k[x, z, 1/x]/(z2 − (x3 + ãx + b̃)x) with z = y/xg−1 and where

ã, b̃ are the respective images of a, b in k. It is easy to see that W 0
k is an open

subscheme of a projective hyperelliptic curve of genus 1 over k. Hence C has bad
reduction, and this over every extension of OK .

10.1.3 Reduction map

This subsection is not specific to curves. Let S be a Dedekind scheme of dimen-
sion 1. Let X → S be a surjective proper morphism, with generic fiber X, and
s ∈ S a closed point. We would like to define a map X → Xs. Let us suppose
that S = SpecOS,s and that OS,s is Henselian (e.g., complete). For any closed
point x ∈ X, the Zariski closure {x} is an irreducible finite scheme over S; it is
therefore a local scheme. Its closed point is the point of {x} ∩ Xs.

Definition 1.31. Let S be the spectrum of a Henselian discrete valuation ring
OK . Let X be a proper scheme over S, with generic fiber X. Let X0 denote the
set of closed points of X. The map r : X0 → Xs, which to every closed point
x ∈ X associates the point {x} ∩ Xs, is called the reduction map of X. We also
say that x reduces or specializes to r(x). For fixed X, the map r depends, of
course, on the choice of X . We will denote this map by rX if we want to specify
the choice of an X .

Let OK be a Henselian discrete valuation ring, with field of fractions K and
residue field k. Then the integral closure OK of OK in the algebraic closure K is
a valuation ring that dominates OK , and that has residue field k. There exists
a valuation νK : K → Q ∪ {∞} that extends that of K, defined in the following
manner: if α ∈ K, we set

νK(α) = [K(α) : K]−1νK(NK[α]/K(α)) (1.5)

(see [55], Section XII.2). It is sometimes more convenient to use the absolute
value instead of the valuation. Let us fix a real number 0 < θ < 1. For any
α ∈ K, we set

|α| = θν
K

(α). (1.6)

The choice of θ is not canonical. In general, if OK dominates Zp, we take θ =
p−νK(p). For any a ∈ OK , let ã denote its image in the residue field k.

Lemma 1.32. Let OK be a Henselian discrete valuation ring. Let x be a
closed point of the generic fiber of X = ProjOK [T0, . . . , Tn], with homoge-
neous coordinates (x0, . . . , xn) ∈ On+1

K
with at least one xi0 ∈ O∗

K
. Then

rX (x) = (x̃0, . . . , x̃n).
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Proof We can suppose i0 = 0 and x0 = 1. Then x̃ := rX (x) ∈ D+(T0). Let
Z be the reduced closed subscheme of X with support {x}. Then D+(T0) is an
open neighborhood of x̃ and therefore contains the generic point x of Z. Let
ti be the image of Ti/T0 in OZ,x̃. Then xi is the image of ti in k(x), and the
homogeneous coordinates x′

i of x̃ are the images of the ti in k(x̃). As Z is finite
over OK (because it is quasi-finite and proper over OK), we have OZ,x̃ finite over
OK . Hence OK is a local ring that dominates OZ,x̃. This implies that x′

i = x̃i.
We can sum up the situation in the following commutative diagram:

K � � OZ,x = k(x) � � K

OK

�

� �

��

OZ,x̃

�

� �

��

OK

�

��
k � � k(x̃) � � k

Remark 1.33. Let x be a closed point of ProjK[T0, . . . , Tn]. As OK is a val-
uation ring, we can always find homogeneous coordinates (x0, . . . , xn) for x so
that xi ∈ OK and that at least one of them is invertible in OK .

Corollary 1.34. Let C be a normal projective curve over the field of fractions
of a Henselian discrete valuation ring OK , and let C ⊆ ProjOK [T0, . . . , Tn] be a
model of C. Let x = (x0, . . . , xn) be a closed point of C, with homogeneous coor-
dinates xi ∈ OK of which at least one belongs to O∗

K
. Then r(x) = (x̃0, . . . , x̃n).

Proof Indeed, when we have fixed a closed immersion of C in a larger proper
scheme X , it immediately follows from the definition that rC(x) = rX (x). It now
suffices to apply the preceding lemma. Let us note that the proof of the corollary
is valid in arbitrary dimension.

Remark 1.35. If OK is not Henselian, we can define the reduction of the ratio-
nal points x ∈ X(K) because {x}∩Xs is reduced to one point. The results above
remain true when replacing OK by OK itself.

Proposition 1.36. Let S be a Dedekind scheme of dimension 1, X → S a
dominant morphism of finite type with X irreducible. Let x̃ ∈ Xs be a closed
point of a closed fiber. Then there exists a closed point x of Xη such that x̃ ∈ {x}.

Proof As the question is of topological nature, we can suppose X is integral.
Hence X is flat over S. We are going to use induction on d = dimOX ,x̃. If
dimOX ,x̃ = 1, then dimOXs,x̃ = 0 (Theorem 4.3.12), and therefore dimXη = 0
(Lemma 4.4.13). This implies that Xη is reduced to a point x. We necessarily
have x̃ ∈ {x} because x is the generic point of X .
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Let us suppose that d ≥ 2. Similarly to the proof of Lemma 8.3.35(a), we
construct an integral closed subscheme Y of X such that x̃ ∈ Y, Y is not con-
tained in Xs, and Ys does not contain any irreducible component of Xs. We then
have Y flat of finite type over S and

dimOY,x̃ = dimOYs,x̃ + 1 < dimOXs,x̃ + 1 = dimOX ,x̃.

By the induction hypothesis, there exists a closed point x of Yη such that x̃ ∈ {x}.
As Y is closed in X , the point x verifies the required property.

Remark 1.37. See [41], IV.14.5.3 for a more general statement.

Corollary 1.38. Let S be the spectrum of a Henselian discrete valuation ring
OK . Let X be an irreducible scheme, proper and dominant over S, with generic
fiber X. Then the reduction map rX : X0 → Xs is surjective onto the set of
closed points.

Definition 1.39. Let S be the spectrum of a complete discrete valuation ring.
Let X be a scheme that is proper and surjective over S with generic fiber X,
and x̃ ∈ Xs a closed point. We will call the set r−1

X (x̃) ⊆ X0 the formal fiber
of X over x̃. We denote this set by X+(x̃) (dropping the reference to x in the
notation even though it depends on the model X ).

Let L be an extension of K. The set of morphisms f ∈ X(L) with image in
X+(x̃) will be denoted X+(x̃)(L). See Proposition 3.2.18(b). Let OL denote the
integral closure of OK in L. If L is finite over K, then OL is a discrete valuation
ring that is finite over OK (Proposition 8.2.29(a) or, more elementarily, [55],
Section XII.6), and hence also complete (Corollary 1.3.14).

Proposition 1.40. Let S be the spectrum of a complete discrete valuation ring
OK . Let X → S be a surjective proper morphism, and x̃ ∈ Xs a closed point.
Let L be a finite extension of K. Then the following properties are true.

(a) There exist canonical bijections

X+(x̃)(L) � MorS(SpecOL, SpecOX ,x̃) � MorS(SpecOL, Spec ÔX ,x̃).

(b) Let f1, . . . , fq ∈ OX ,x̃ be such that their images in OXs,x̃ generate its
maximal ideal. Let us suppose that x̃ is rational over k(s). Then the
homomorphism

ϕ : OK [[T1, . . . , Tq]] → ÔX ,x̃, Ti �→ fi

is surjective and induces a bijection

X+(x̃)(L) � {(t1, . . . , tq) ∈ mq
L | F (t1, . . . , tq) = 0,∀F ∈ Kerϕ}, (1.7)

where mL is the maximal ideal of OL, and mq
L = mL×· · ·×mL (q times).

In particular, if X → S is smooth at x̃ and if q = dimx̃ Xs, then ϕ induces
a bijection

X+(x̃)(L) � mq
L. (1.8)
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(c) Let U be an affine open neighborhood of x̃ in X . Let us suppose that
U is a closed subscheme of An

OK
and that x̃ corresponds to the origin of

An
k(s). Then we have a bijection

X+(x̃)(L) � U(L) ∩mn
L, (1.9)

where the second member is considered as a subset of An
OK

(L) = Ln.

Proof (a) Let f : SpecL → X be an element of X+(x̃)(L), x ∈ X+(x̃) the
image of the point of SpecL under f , and Z = {x} the Zariski closure in X
endowed with the structure of reduced (hence integral) closed subscheme. As
Z is local, we have Z = SpecOZ,x̃. The closed immersion Z → X induces
a surjective homomorphism OX ,x̃ → OZ,x̃ and therefore a closed immersion
i : Z → SpecOX ,x̃. As OZ,x̃ ⊆ L is a local ring dominated by OL, f extends
to a morphism SpecOL → Z. We obtain a morphism SpecOL → SpecOX ,x̃ by
composition with i. Conversely, let g : SpecOL → SpecOX ,x̃ be a morphism.
By composition with the canonical morphism SpecOX ,x̃ → X , we obtain a
morphism h : SpecOL → X . The image of this morphism is an irreducible closed
subscheme Z of relative dimension 0 over SpecOK because SpecOL → SpecOK

is finite. By definition, its generic point x belongs to r−1(Z ∩ Xs) = r−1(x̃).
Hence hK ∈ X+(x̃)(L). We easily verify that these two maps that we have just
defined are mutual inverses. The second isomorphism results from the universal
property of the formal completion and from the fact that OL is complete.

(b) For any m ≥ 1, we have OX ,x̃ ⊆ OK [f1, . . . , fq] + (f1, . . . , fq)m. Hence
the homomorphism

OK [T1, . . . , Tq]/(T1, . . . , Tq)m → OX ,x̃/mm
x̃

induced by ϕ is surjective, whence the surjectivity of ϕ, by using Lemma 1.3.1.
Let X̂ = SpecOK [[T1, . . . , Tq]]/Kerϕ. By (a), X+(x̃)(L) can be identified with
the set MorS(SpecOL, X̂ ). Bijection (1.7) is then an immediate consequence
of Lemma 1.41 below. When Xs is smooth at x̃ and q = dimx̃ Xs, ÔX ,x̃ is a
regular (hence integral) local ring of dimension q + 1 = dimOK [[T1, . . . , Tq]]
(Lemma 4.2.26). It follows that ϕ is an isomorphism, whence (1.8).

(c) As OX ,x̃ = OU,x̃, and by (a), the set X+(x̃)(L) can be identi-
fied with MorS(SpecOL, ÔU,x̃). Then (1.9) results from Lemma 1.41 and
from Proposition 3.2.18(d). We can also see this bijection with the help of
Lemma 1.32.

Lemma 1.41. Let A → B be a homomorphism of complete local rings. Let
q ≥ 1, let I be an ideal of A[[T1, . . . , Tq]], and ti the image of Ti in the quotient
by I. Let θ be the map

HomA(A[[T1, . . . , Tq]]/I, B) → mq
B , ϕ �→ (ϕ(t1), . . . , ϕ(tq)),

where HomA means continuous homomorphisms of local A-algebras, and where
mB is the maximal ideal of B. Then θ is injective. Its image is equal to the set

ZB(I) := {(a1, . . . , aq) ∈ mq
B | F (a1, . . . , aq) = 0, ∀F ∈ I}.



 

10.1. Models and reductions 471

Proof Let us first suppose I = 0. As ϕ is a local homomorphism, ϕ(Ti)
indeed belongs to mB . The map θ is bijective because ϕ is completely deter-
mined by the ϕ(Ti) ∈ mB . In the general case, a continuous homomor-
phism A[[T1, . . . , Tq]]/I → B corresponds to a continuous homomorphism ϕ :
A[[T1, . . . , Tq]] → B such that I ⊆ Kerϕ. This last condition comes down to
saying that F (ϕ(t1), . . . , ϕ(tq)) = 0 for every F ∈ I, because the continuity of ϕ
implies that ϕ(F (T1, . . . , Tq)) = F (ϕ(t1), . . . , ϕ(tq)), whence the lemma.

Remark 1.42. The formal fiber X+(x̃) does not have the structure of a scheme.
However, it can be endowed with the structure of a rigid analytic space over K.
This structure reflects certain properties of SpecOX ,x̃. Cf. [13] and [36] for an
introduction to the theory of rigid analytic spaces.

Example 1.43. Let OK be a complete discrete valuation ring with uniformizing
parameter t and residue characteristic (i.e., characteristic of the residue field)
different from 2. Let n ≥ 1 and

U = SpecOK [u, v]/(u2 − (v2 + tn)P (v)), P (v) ∈ OK [v], P (0) = 1,

and let X be a projective scheme over SpecOK containing U as an open sub-
scheme. Let x̃ be the point of U corresponding to the maximal ideal (t, u, v).
In the ring of formal power series OK [[v]], P (v) ∈ OK [[v]]∗ is a square
(Exercise 1.3.9). Hence if we set u′ = u/

√
P (v), and u1 = u′ − v, v1 = u′ + v,

then
ÔU,x̃ � OK [[u1, v1]]/(u1v1 − tn).

For any finite extension L/K, we have bijections

X+(x̃)(L) � {(a, b) ∈ m2
L | ab = tn} � {a ∈ L | |t|n < |a| < 1}.

10.1.4 Graphs

Let X → S be an arithmetic surface. The study of a singular closed fiber Xs

of X is sometimes of combinatorial nature. It is then more convenient to repre-
sent Xs by its dual graph (Definition 1.48). We are going to compare invariants
associated to Xs to those of the dual graph (Proposition 1.51) and classify the
dual graphs of curves that are contracted in closed points in the canonical model
(Proposition 1.53). Finally, we show that for fixed pa(Xη), there exist only a
finite number of possible types for the dual graph of Xs (Proposition 1.57).

Definition 1.44. A (finite) graph G consists of a finite set V whose elements
are called vertices, and for every pair of vertices v1, v2, a finite (possibly empty)
set whose elements are called the edges (joining v1 and v2). We say that v1, v2 are
the end vertices of these edges. In general, we represent a graph as in Figure 22,
where the circles are the vertices, and the segments or curves between two circles
are the edges. A subgraph of G consists of a subset V ′ of the vertices of G and
of a subset of edges with end vertices belonging to V ′. A path between two
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vertices v1, vn is a set of vertices v1, v2, . . . , vn that are pairwise distinct, with
vi, vi+1 joined by an edge ei. The integer n − 1 is called the length of the path.
In Figure 22, the vertices v1, v2, . . . , v6 (with the edges e1, . . . , e5) form a path
of length 5. We say that G is connected if two arbitrary vertices of G are joined
by a path. In general, a connected component is a maximal connected subgraph
(for the inclusion).

v1 v2 v3 v5

e4

v7

v9 v8

v4

v6

e

e e

e

1 3

5

e6

0

e2

Figure 22. Example of a graph.

Definition 1.45. Let G be a graph. A circuit in G is a path v1, . . . , vn to which
we add an edge e joining the vertices v1, vn, the edge e being different from those
already appearing in the path. For example, in the graph of Figure 22, there are
three circuits passing through v2 and v9, and one circuit passing through v1. A
connected graph is a tree if it does not contain any circuit. This comes down
to saying that there is exactly one path between two vertices of G. The graph
represented by Figure 22 is not a tree. On the other hand, the subgraph made
up of the vertices v1, . . . , v7 and of the edges e1, . . . , e6 is a tree.

We can ‘measure’ the complexity of a graph with its Betti number.

Definition 1.46. Let G be a graph with ν vertices and ε edges. We call the
integer β(G) = ε − ν + 1 the (first) Betti number of G. The Betti number of
Figure 22 is equal to 11− 9 + 1 = 3.

Lemma 1.47. Let G be a connected graph. Then β(G) ≥ 0. Equality holds if
and only if G is a tree.

Proof Let v0 be a vertex of G, e1, . . . , em the edges of which one end vertex is
v0, G′ the subgraph of G obtained by deleting v0 and e1, . . . ., em, and G1, . . . , Gr

the connected components of G′. As G is connected, for any component Gi, there
exists at least one edge of G that joins v0 to Gi, and hence m ≥ r. Now it is easy
to see that

β(G) =
∑

1≤i≤r

β(Gi) + m− r.

Hence induction on the number of vertices of G implies that β(G) ≥ 0. Finally,
it is easy to see that G is a tree if and only if the Gi are trees and if r = m. The
equality above implies, once more by induction on the number of vertices of G,
the equivalence between ‘β(G) = 0’ and ‘G is a tree’.

Definition 1.48. Let C > 0 be a vertical divisor contained in a closed fiber Xs

of a regular fibered surface X → S. Let Γ1, . . . ,Γn be its irreducible components.
We associate a graph G to C in the following manner. The vertices of G are the



 

10.1. Models and reductions 473

irreducible components Γ1, . . . ,Γn, and there are Γi · Γj edges between Γi and
Γj if i 
= j. This graph is called the dual graph of C.

Be careful: the definition above is not the unique way to associate a graph to
C. According to our needs, we may want to define a different graph, for example
to attach a loop to a vertex Γi if Γi contains an ordinary double point (a loop is
an edge whose end vertices coincide). See Definition 3.17.

Example 1.49. Let G′ be the graph of Figure 22 from which we delete the
vertices v4, . . . , v7 and the edges e0, e3, . . . , e6. Then it is the dual graph of the
curves of Figure 23.

v

v

v

2

3

1v

v

v

v

v9

v

9

2

3

88

v1

Figure 23. Two curves having the same dual graph.

Lemma 1.50. Let (A,m) be a regular local (hence factorial) ring of dimension
2, let be f1, . . . , fn ∈ m pairwise relatively prime irreducible elements. Then the
canonical homomorphism

ϕ : A/(f1f2 · · · fn) → ⊕1≤i≤nA/(fi)

is injective, and its cokernel is of length
∑

i<j lengthA A/(fi, fj).

Proof The injectivity of ϕ comes from the fact that A is factorial. For any
1 ≤ m ≤ n, let gm = f1f2 · · · fm and let Km denote the cokernel of ϕm :
A/(gm) → ⊕1≤i≤mA/(fi). We have a canonical exact sequence

0 → A/(gn) → A/(gn−1)⊕A/(fn) → A/(gn−1, fn) → 0.

The middle term canonically injects into (⊕1≤i≤n−1A/(fi)) ⊕ A/(fn), with co-
kernel isomorphic to Kn−1. We deduce from this an exact sequence

0 → A/(gn−1, fn) → Kn → Kn−1 → 0.

Applying Lemma 7.1.26 to A/(fn), we have

lengthA A/(gn−1, fn) =
∑

1≤i≤n−1

lengthA A/(fi, fn).

We immediately obtain the assertion on lengthA Kn by induction on n.

Proposition 1.51. Let C be a divisor as in Definition 1.48 and such that C ≤
Xs. Let G be the dual graph of C. Then the following properties are true.

(a) The curve C is connected if and only if G is connected.
(b) Let us suppose C is reduced with irreducible components Γ1, . . . ,Γn.

Then β(G) = pa(C)−∑1≤i≤n pa(Γi).
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(c) Let us suppose k is algebraically closed and C is connected. Let t, u be
the toric and unipotent ranks of C (Definition 7.5.21). Then we have
β(G) ≤ t + u.

Proof (a) A path in G corresponds to a sequence of irreducible components
Γ1, . . . ,Γr of C such that Γi ∩ Γi+1 
= ∅. We immediately deduce from this the
equivalence between the connectedness of C and that of G.

(b) The divisor C is a curve over k(s). The cokernel F of the canonical
homomorphism

0 → OX/OX(−C) → ⊕1≤i≤nOX/OX(−Γi)

is a skyscraper sheaf with support in the intersection points of C, and we have
dimk(s) F(X) =

∑
i<j Γi · Γj by Lemma 1.50 above. It follows that

∑
1≤i≤n

χk(s)(OΓi) = χk(s)(OC) +
∑

1≤i<j≤n

Γi · Γj ,

and therefore

β(G) =
∑
i<j

Γi · Γj − n + 1 = pa(C)−
∑

1≤i≤n

pa(Γi).

(c) Let Γ′
i → Γi be the normalization of Γi and C ′ → Cred that of Cred. Then

by definition

t + u = dimk H1(C,OC)−
∑

1≤i≤n

pa(Γ′
i) ≥ dimk H1(Cred,OCred)−

∑
1≤i≤n

pa(Γ′
i).

It follows from (b) that t + u ≥ β(G′), where G′ is the dual graph of Cred. Now
G′ = G by definition of the dual graph, whence the result.

Until the end of the subsection, we fix a discrete valuation ring OK with
algebraically closed residue field k and an arithmetic surface X → S = SpecOK .
We will suppose that the generic fiber Xη is geometrically connected, so that the
special fiber Xs is also connected (Corollary 8.3.6(b)).

Lemma 1.52. Let R > 0 be a reduced, connected, vertical divisor on X. We
suppose that the irreducible components Γ of R all verify KX/S ·Γ = 0, and that
R does not contain all of the irreducible components of Xs. Let C be a divisor
such that 0 < C ≤ R and that is connected. Then the following properties are
true.

(a) We have pa(C) = 0 and C2 = −2.
(b) Let D be an effective vertical divisor on X such that SuppC ∪ SuppD

is strictly contained in Xs. Then C ·D < −2D2.
(c) The divisor R has normal crossings and its dual graph is a tree.
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Proof (a) The C connected and reduced hypothesis implies that H0(C,OC) =
k since k is algebraically closed. It follows that pa(C) ≥ 0. We have C ·KX/S = 0.
Hence the adjunction formula implies that

0 > C2 = 2pa(C)− 2 ≥ −2,

whence pa(C) = 0 and C2 = −2.
(b) Let p, q be integers with q > 0. We have (pC+qD)2 < 0 (Theorem 9.1.23).

Let r = p/q; then 2r2 − 2(C ·D)r −D2 > 0. Since this is true for every rational
number r, we have (C ·D)2 + 2D2 < 0, whence (b).

(c) Let Γ1, . . . ,Γm be irreducible components of R that meet at a common
point. Let us set C =

∑
2≤i≤m Γi. Then C is connected and it follows from (b)

that

(m− 1)2 ≤ (C · Γ1)2 < −2Γ2
1 = 4.

Hence m = 2 and Γ1 ·Γ2 = 1. Consequently, R is a divisor with normal crossings.
As pa(R) = 0 by (a), it follows from Proposition 1.51(b) and Lemma 1.47 that
the dual graph of R is a tree.

Proposition 1.53. Let R > 0 be a reduced, connected, vertical divisor on X.
We suppose that the irreducible components Γ of R all verify KX/S ·Γ = 0, and
that R does not contain all of the irreducible components of Xs. Let G be the
dual graph of R. Then G is of one of the forms of Figure 24, where the indices
indicate the number of vertices in the graph (with N ≥ 4 for the graph DN ).

AN DN

E6

E8

E7

Figure 24. Classification of dual graphs.

Proof We will use the fact that the intersection form is negative definite on
the Q-vector space whose basis is made up of the irreducible components of R
(Theorem 9.1.23). By Lemma 1.52, we know that R has normal crossings. Let
us first show that G has at most one node, that is to say a vertex that is an end
vertex of at least three edges. Let us suppose the contrary; then G contains a
subgraph of the form D̃N with N +1 vertices (N ≥ 5). Let C be the divisor that
is the sum of the irreducible components corresponding to the vertices of D̃N ,
with multiplicities those noted next to the vertices. Then a direct computation
shows that C2 = 0, a contradiction. Hence G has at most one node.
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2 2 2 2

1
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1

E6

If G does not have any node, then it is of the form AN . Let us now suppose
that it has a node v. By the same method as above (consider D̃4), we see that
there exist exactly three edges leaving v. Each edge extends to a maximal path
(for the inclusion) leaving v, which we call a branch with origin v. Let us show
that there exists at least one branch of length 1 with origin v. Indeed, in the
opposite case, G contains a subgraph of the form Ẽ6. By considering the sum of
the divisors appearing in Ẽ6 with the indicated multiplicities, we find a divisor
C with support in R and with C2 = 0, which is impossible. If there exist two
branches with origin v of length 1, then G is of the form DN .

321 3 12

2

4
E7

Let us now suppose that there exist two branches of length ≥ 2 with origin
v. By a similar reasoning with the graph Ẽ7, we see that one of them must be
of length exactly 2. If the third is of length 2, 3, or 4, then G is of the form E6,
E7, or E8.

21 2 3

3

4 45 6
E8

By considering the graph Ẽ8, we see that this third branch cannot be of
length ≥ 5, so our list is complete. We note that the graphs D̃N (N ≥ 4), Ẽ6,
Ẽ7, and Ẽ8 correspond to the types I∗N−4, IV∗, III∗, and II∗ of reduction of
elliptic curves (see the next section).

Remark 1.54. The graphs of Figure 24 are called Dynkin diagrams. They are
related to the theory of Coxeter groups and root systems. See [47]. Let f : X → Y
be the contraction of the irreducible components of R and let y = f(R). We
know that, locally at y, Y is a hypersurface in a regular scheme of dimension 3
(Corollary 9.4.18(a)). The classification of the dual graphs of the Rs can also be
accomplished by explicitly computing the minimal desingularization at y. This
was done by Du Val [30] in the complex case and by Lipman [57] in the general
case. Following this course, we can exhibit, for each Dynkin diagram as above,
a divisor R in an arithmetic surface with the corresponding dual graph.

Let n, d1, . . . , dn, k1, . . . , kn be integers with n, di ≥ 1, and ki ∈ Z. Let M be
a symmetric matrix M = (mij)i,j ∈ Mn×n(Z) such that mij ≥ 0 if i 
= j. Let

T = (d1, . . . ., dn, k1, . . . , kn, M),
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defined up to permutations of the set {1, . . . , n}. To T , we associate a graph
G(T ) whose vertices are indexed by 1, . . . , n. Two distinct vertices i and j are
joined by exactly mij edges, and there is no edge between i and itself. We call
di the multiplicity of the vertex i in G(T ).

Definition 1.55. We call T a type if, moreover, the following conditions are
verified:

(α) The graph G(T ) is connected.
(β) The bilinear form 〈, 〉 on Qn associated to M is negative semi-definite

and the isotropic subspace (the vectors v ∈ Qn such that 〈v, v〉 = 0) is
generated by (d1, . . . , dn).

(γ) For any i ≤ n, pi := 1 + (mii + ki)/2 is an integer ≥ 0.

We will say that T is minimal if ki ≥ 0 for all i. We call the rational number
g(T ) = 1 + (

∑
1≤i≤n diki)/2 the genus of T . It is in fact an integer.

Let us note that condition (β) implies that (d1, . . . , dn) is orthogonal to every
Qn, and therefore

dimii = −
∑
j �=i

mijdj . (1.10)

Example 1.56. Let X be an arithmetic surface as before Lemma 1.52. We
moreover suppose that pa(Xη) ≥ 1. Let Xs =

∑
1≤i≤n diΓi be the decomposition

of Xs as a Cartier divisor. Then

(d1, . . . , dn, k1, . . . , kn, M),

where ki = KX/S · Γi, and where M is the intersection matrix (Γi · Γj)1≤i,j≤n,
is a type of genus pa(Xη). If X is minimal, then the associated type is minimal
by Proposition 9.3.10.

Let d, N ≥ 1. We will say that a path with N vertices in G(T ) is of the form
dAN if its vertices vi are of multiplicity d, if ki = 0, and if the path only meets
the rest of the graph at its end vertices (in fact, this automatically follows from
the equalities mii = −2 and (1.10)).

A Nd
d d d d

We will say that a graph G is a union of subgraphs G1, . . . , Gr if each vertex and
each edge of G belongs to one of the graphs Gi.

Proposition 1.57 ([11], Theorem 1.6). Let g ≥ 2 be an integer. Then there
exists a constant c(g) depending only on g such that for any minimal type T of
genus g, we have:

(i) the di are bounded from above by c(g);
(ii) the graph G(T ) is a union of a subgraph which has at most c(g) vertices

and edges, and of at most c(g) paths of the form dAN .
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Proof For simplicity, we will say that a subgraph of G is bounded from above by
a constant c if its number of vertices, its number of edges, and the multiplicities
of its vertices are all bounded from above by c.

Let v1, . . . , vn denote the vertices of G, V0 the set of vi such that ki > 0. The
equality 2g − 2 =

∑
1≤i≤n diki implies that di ≤ 2g − 2 if vi ∈ V0, and that V0

has cardinal ≤ 2g − 2. Moreover, if vi ∈ V0, we have
∑
j �=i

djmij = di(−mii) ≤ di(ki + 2) = O(g).

Hence the number of edges leaving a vertex ∈ V0 is O(g), and for any j, the
multiplicity dj is O(g) if mij 
= 0 for some vi ∈ V0. We define a subgraph G0 of
G as follows: the vertices of G0 are the elements of V0 and those that are joined
to them by an edge; the edges of G0 are those of G of which at least one end
vertex belongs to V0. Then G0 is bounded from above by O(g3). Let V1 be the
set of vertices of G that do not belong to V0, let G1 be the subgraph of G of
which V1 is the set of vertices, and of which the edges are those of G with end
vertices contained in V1. Then G is the union of the subgraphs G0 and G1.

Let us study G1. Let H1, . . . , Hr be its connected components. As G is con-
nected, each Hi contains a vertex of G0. It follows that r = O(g3) (this is
obviously not an optimal upper bound, but we are not concerned by that ques-
tion). We can therefore restrict ourselves to a connected component H of G1.
As g ≥ 2, we have V0 
= ∅ and therefore the bilinear form M restricted to the
subvector space generated by the vertices of H is negative definite. For any pair
of vertices vi, vj of H, we have ki = 0; hence mii = −2 and mij = 0 or 1(using
the fact that 〈vi + vj , vi + vj〉 < 0 for the bilinear form defined by M). As the
reasoning of Proposition 1.53 is still valid, we see that H is of one of the forms
AN , DN , or Eq (q = 6, 7, 8). Let v1 be a vertex of H and of G0; then d1 = O(g3).
Let v2 be a vertex of H joined to v1 by an edge. As 2d1 = d2 +

∑
i�=1,2 dimi1

(formula (1.10)), we have d2 ≤ 2d1. Thus we see that di = O(2Ng3) for every
vi ∈ H if H has N vertices. It follows that H is bounded from above by O(g3)
if it is of type Eq.

Let us therefore suppose that H is of the form DN+2 with N ≥ 2 (the
case of the AN can be treated in the same manner, but more simply). Let
v1, v2, . . . , vN+2 be the vertices of H with mi,i+1 = 1 for every 1 ≤ i ≤ N ,
mN,N+2 = 1, and mN+1,N+2 = 0.

d qd d d d
d

r N N

d

d1

N+

N+

1

2

2 1

Let 2 ≤ r ≤ N . If dr > dr−1, as 2dr−1 ≥ dr + dr−2 by formula (1.10), we have
dr−1 > dr−2, and hence dr > dr−1 > · · · > d1. Likewise, if dr < dr−1, then we
have dN < dN−1 < · · · < dr−1. There therefore exist 1 ≤ q ≤ r ≤ N such that

d1 < · · · < dq = dq+1 = · · · = dr > dr+1 > · · · > dN .
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If r < N , the inequality 2dr > dr+1 + dr−1 implies that vr is a vertex of G0;
hence dr = O(g3) and therefore q = O(g3), N − r = O(g3). Moreover, we always
have dN+1, dN+2 ≤ 2dN . Hence H is the union of a dAr−q+1 with d = dr and of
two subgraphs bounded from above by O(g3). The same reasoning holds if q > 1.
There therefore remains the case q = 1 and r = N . As H contains a vertex of
G0, and dN ≤ 2dN+1, we see as before that di = O(g3) for every 1 ≤ i ≤ N + 2,
and that H is the union of d1AN and of two subgraphs bounded from above by
O(g3).

Exercises

1.1. Show that Proposition 1.8 is true when we replace the S affine hypothesis
by S a normal algebraic curve over a field.

1.2. Let S be an affine Dedekind scheme of dimension 1. Let C be a geomet-
rically reduced normal curve over K(S). Show that C admits a model
over S.

1.3. Let S′ → S be a morphism of Dedekind schemes of dimension 1. Let C
be a projective curve over K(S) with good reduction over S. Show that
CK(S′) has good reduction over S′.

1.4. Let C be the projective curve over Q defined by the equation x3y + y3z +
z3x = 0 (it is the Klein curve). Show that the same equation over Z

defines a normal model of C over Z. Show that C has good reduction at
every p 
= 7.

1.5. Let OK be a complete discrete valuation ring, with separably closed
residue field. Let C be a normal projective curve over K. Show that the
following properties are equivalent:
(i) C(K) 
= ∅,
(ii) C admits a model C over SpecOK whose special fiber Cs contains an

irreducible component of multiplicity 1 that is geometrically reduced.

1.6. Let S be a Dedekind scheme of dimension 1. Let C be a smooth conic
over K(S). Show that C has good reduction at s ∈ S if and only if there
exists a discrete valuation ring OL, étale over OS,s, such that C(L) 
= ∅.

1.7. Let C be a smooth projective curve over K as in Lemma 1.24 but with
pa(C) = 1 and C geometrically connected. Let X be the minimal regular
model of C over SpecOS,s. Show that Xs = dΓ, where Γ is a smooth
projective curve over k(s) of arithmetic genus pa(Γ) = 1, and where d ≥ 1.
Show that d = 1 if C(K) 
= ∅.

1.8. Let C be a normal projective curve over a discrete valuation field K, and
let C be a regular model of C over OK . For any closed point x̃ ∈ Cs, and
for any x ∈ C+(x̃), show that
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[k(x) : K] ≥
∑

1≤i≤m

µx̃(Γi)di,

where Γ1, . . . ,Γm are the irreducible components of Cs passing through x̃,
µx̃(Γi) is the multiplicity of Γi at x̃, and di is the multiplicity of Γi in Cs.

1.9. Let us keep the hypotheses and notation of Example 1.26, but without
the char(k) 
= 2 hypothesis.
(a) Let us suppose that C admits a hyperelliptic equation y2 + Q(x)y =

P (x) with P, Q ∈ OK [x], which in k[x, y] is the equation of a smooth
hyperelliptic curve of genus g. Show that C has good reduction.

(b) Conversely, let us suppose that C has good reduction. Let us consider
the finite morphism W 0 → V 0 = SpecOK [v] and the decomposition
OCmin(W

0) = OK [v] ⊕ zOK [v]. We therefore have a relation z2 +
G(v)z = F (v) so that

OCmin(W
0) = OK [v, Z]/(Z2 + G(v)Z − F (v)). (1.11)

We want to show that it is possible to choose z so that

deg G(v) ≤ g + 1, deg F (v) ≤ 2g + 2. (1.12)

We know that W 0
K is defined by an equation z2

0 + G0(v)z0 = F0(v)
with F0(v), G0(v) ∈ K[v] and degG0(v) ≤ g + 1, degF0(v) ≤ 2g +
2 (see the proof of Proposition 7.4.24). Show that we can suppose
F0, G0 ∈ OK [v] and hence z0 ∈ OCmin(W

0). Deduce from this that
there exist a non-zero a ∈ OK and an H(v) ∈ OK [v] such that
z0 = az + H(v). Show that if a ∈ OK

∗, then (1.11) and (1.12) are
satisfied when replacing z by z0. Let us therefore suppose ν(a) > 0.
Show that the image of H(v) in k[v] is of degree ≤ g+1. Let us write
H(v) = H0(v) + H1(v) with degH0(v) ≤ g + 1 and H1(v) ∈ tOK [v],
where t is a uniformizing parameter for OK .

(c) Show that (z0 − H0(v))/t ∈ OCmin(W
0) and that it enjoys the same

properties as z0. Conclude by induction on ν(a).

1.10. Let C be a hyperelliptic curve over a discrete valuation field K of residue
characteristic different from 2. Let y2 = P (x) be an affine equation for
C and α1, . . . , αn be its roots in K. Let L be a finite extension of K
containing the αi, and νL be a valuation of L that extends that of K.
Show that C has potential good reduction if and only if νL(αi − αj),
i 
= j, is independent of the pair (i, j) (use Example 1.26).

1.11. Let OK be a discrete valuation ring of residue characteristic 
= 2, with
uniformizing parameter t. Let C be the hyperelliptic curve over K with
equation

y2 = x6 + atx4 + bt2x2 + t3,

with a, b ∈ OK and such that −4a3 + a2b2 +18ab− 4b3 − 27 (the discrim-
inant of the polynomial T 3 + aT 2 + bT + 1) is invertible in OK .
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(a) Show that the special fiber of Cmin is the union of an elliptic curve of
multiplicity 2 and of two projective lines of multiplicity 1.

(b) Show that C has bad reduction over OK , but that it has good reduc-
tion over OL, where L = K[

√
t].

1.12. Let S be a Dedekind scheme of dimension 1 with char(K(S)) = 0. Let
π : X → S be a flat morphism of finite type.
(a) Show that there exist smooth schemes Xi → Vi, 1 ≤ i ≤ n, with Vi an

open subscheme of S, Xi admitting an immersion fi : Xi → X , and
such that ∪1≤i≤nfi(Vi) contains π−1(V ) for some non-empty open
subset V of S.

(b) Show that there exists a non-empty open subset V of S, containing
at least one closed point of S, such that for any s ∈ V and for
any x̃ ∈ Xs(k(s)), there exists a closed point x ∈ XKs

(Ks), where
Ks := Frac(ÔS,s)), which reduces to x̃.

1.13. Let X → T be a flat proper morphism to a regular locally Noetherian
scheme T . Let us suppose T is irreducible with generic point ξ. Let x ∈ Xξ

be a closed point and {x} its Zariski closure in X, endowed with the
structure of reduced closed subscheme.
(a) Show that {x} is finite over T .
(b) Show that if x is rational over k(ξ), then {x} → T is an isomorphism.

Thus we can define a reduction map Xξ(k(ξ)) → Xt(k(t)) for every
point t ∈ T .

(c) Show that (a) and (b) are false if we leave out the X → T flat
hypothesis.

1.14. Let S be the spectrum of a complete discrete valuation ring. Let X → S
be a morphism of finite type, and x̃ a closed point of Xs.
(a) Let us suppose X is affine. Let i : X → Y be an open immersion into

a projective scheme Y over S. Show that Y+(x̃) ⊆ X0. Let us set
X+(x̃) = Y+(x̃). Show that X+(x̃) is independent of the choice of Y.

(b) Let U and V be affine open neighborhoods of x̃. Show that U+(x̃) =
V+(x̃).

(c) Let us set X+(x̃) = U+(x̃) for an arbitrary affine open neighborhood
U of x̃. This set is called the formal fiber of X over x̃. Show that
Proposition 1.40 is true for X+(x̃).

1.15. Let S be the spectrum of a complete discrete valuation ring OK . Let
f : X → Y be a morphism of schemes of finite type over S. Let us fix a
closed point x̃ ∈ Xs and let us set ỹ = f(x̃).
(a) Show that f canonically induces a map fx̃ : X+(x̃) → Y+(ỹ).
(b) Let us suppose X , Y are smooth over S. Let d = dimx̃ Xs

and e = dimỹ Ys. Show that there exist formal power series
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F1, . . . , Fe ∈ OK [[T1, . . . , Td]] such that for any finite extension L/K,
via isomorphism (1.8) of Proposition 1.40, the map md

L → me
L induced

by fx̃ is defined by

(t1, . . . , td) �→ (F1(t1, . . . , td), . . . , Fe(t1, . . . , td))

with the Fi are independent of L.
(c) Let G be a smooth group scheme over S, and õ be the unit ele-

ment of Gs and d = dimõ Gs. Show that there exist F1, . . . , Fd ∈
OK [[T1, . . . , Td, V1, . . . , Vd]] such that for any finite subextension L of
K, the map md

L ×md
L → md

L defined by

(t1, . . . , td, v1, . . . , vd) �→ (F1(t1, . . . , td, v1, . . . , vd), . . . ,
Fd(t1, . . . , td, v1, . . . , vd))

induces a group law on md
L � (GK)+(L) that coincides with the one

induced by GK(L). This law is commutative if G is a commutative
group scheme. We call

md
K

:= lim−→
L

md
L,

where the direct limit is taken over the set of finite subextensions of
K, endowed with the group law as above, the formal group of G at õ.

1.16. Let S be the spectrum of a discrete valuation ring and K = K(S). Let
X → S be an arithmetic surface with generic fiber isomorphic to P1

K and
containing a unique exceptional divisor E.
(a) Using Exercise 9.3.1, show that any relatively minimal regular model

of P1
K over S is smooth over S, and that any regular model of P1

K

over S has normal crossings.
(b) Show that E meets at most two other irreducible components, and

that the multiplicity of E is the sum of the multiplicities of the irre-
ducible components it intersects.

(c) Show that the dual graph of Xs is of the form where the top left vertex
represents E, the multiplicities of the vertices are decreasing (resp.
strictly decreasing) from left to right (resp. from top to bottom), and
two of the multiplicities are equal to 1.

E 1

1

1.17. Let OK be a complete discrete valuation ring with algebraically closed
residue field k. Let X be a (normal) model of X := P1

K over OK .
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(a) Show that the irreducible components of (Xs)red are isomorphic to
P1

k, and that the intersection points of (Xs)red are ordinary double
points (use Theorem 7.5.19).

(b) Let x̃ ∈ Xs be a point belonging to a unique irreducible component
Γ1 of Xs, of multiplicity d1. Let X → Y be the contraction of the irre-
ducible components of Xs that are different from Γ1 (Exercise 9.4.5).
Let Z → Y be the minimal desingularization. Using Exercise 1.16
with the model Y, show that X is regular at x̃ if and only if for every
x ∈ X+(x̃), we have [k(x) : K] ≥ d1.

(c) Let us suppose that x̃ ∈ Xs is an intersection point belonging to
Γ1 ∩ Γ2. Let d1, d2 be the multiplicities of these components. Show
that if x̃ is a regular point of X , then for any x ∈ X+(x̃), we have
[k(x) : K] ≥ d1 + d2.

(d) Let x̃ be as in (c) and let us suppose that x̃ is singular in X . We
want to show that there exists an x ∈ X+(x̃) with [k(x) : K] ≤
min{d1, d2}. Let f : X → Y be the contraction of the components of
Xs that are different from Γ1,Γ2, and let g : Z → Y be the minimal
desingularization. Show that there exists an irreducible component
Γ of Zs, different from the strict transforms of Γ1,Γ2, which is of
multiplicity lesser than or equal to min{d1, d2}, and such that g(Γ) =
f(x̃). Deduce from this the existence of an x ∈ X+(x̃) as desired.

1.18. Let G be a connected graph.
(a) Let G1 be a subgraph of G. Show, by induction on the number of

vertices of G1, that β(G) ≥ β(G1).
(b) Let G1, . . . , Gm be subgraphs of G. We suppose that the Gi are pair-

wise without common vertex. Show that β(G) ≥∑1≤i≤m β(Gi).

1.19. Let us once again take the hypotheses and notation of Exercise 7.5.10.
Let G be the graph defined as follows (following an idea communicated
by Moret-Bailly): the vertices of G are the connected curves X1, . . . , Xn

and the intersection points Xi ∩Xj , i 
= j. Each intersection point x and
each Xi � x gives an edge that joins x to Xi. Show that G is a connected
graph, and, by a direct computation, that we have

t(X) =
∑

1≤i≤n

t(Xi) + β(G).

10.2 Reduction of elliptic curves

We study, in the specific case of elliptic curves E, the notions of models and
of reduction introduced in Section 10.1. First, we classify the different types of
reduction of the minimal regular model. It is essentially a consequence of the
classification of graphs (Proposition 1.53), but we are going to give a finer classi-
fication, notably when the residue field is not algebraically closed. Then, we will
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involve ourselves in the Néron model of E. We show that this model exists and
is isomorphic to the smooth locus of the minimal regular model (Theorem 2.14).
We will also discuss the group of components of the Néron model and the fil-
tration induced by the rational points of E. The last subsection makes the cri-
terion for potential good reduction explicit in terms of the modular invariant j
(Proposition 2.33).

In all of this section, S will be a Dedekind scheme of dimension 1, E an elliptic
curve over K = K(S) together with a privileged rational point o ∈ E(K).

10.2.1 Reduction of the minimal regular model

Let us suppose, in this subsection, that S is the spectrum of a discrete valuation
ring OK with residue field k. We will suppose k perfect or char(k) 
= 2, 3 (see also
Remark 2.3). We let E denote the minimal regular model of E over S, and W
the minimal Weierstrass model of E over S. Then W is obtained by contracting
certain vertical divisors on E (Theorem 9.4.35; be careful of the difference in
notation). By Corollary 9.3.27, the canonical divisor KE/S is trivial.

Let Γ1, . . . ,Γn be the irreducible components of the special fiber Es, of respec-
tive multiplicities d1, . . . , dn. By Proposition 9.4.8, if n ≥ 2, then Γi is a conic
over the field ki := H0(Γi,OΓi), and we have Γ2

i = −2[ki : k]. A conic C over a
field k′ that is not smooth cannot be geometrically irreducible because it would
be geometrically integral (if char(k) 
= 2, use Exercise 4.3.22; if char(k) = 2 use
the k perfect hypothesis), and therefore smooth (Proposition 7.4.1). After a suit-
able quadratic extension, C becomes the union of two projective lines meeting
at one point.

Dual graph of Es

Let us suppose k is algebraically closed. Let G be the dual graph of Es

(Definition 1.48), with vertices v1, . . . , vn corresponding respectively to the com-
ponents Γ1, . . . ,Γn. Let us suppose that Γ1 is the irreducible component that
meets {o}. If n = 1, then G is a vertex v1 without edge. Let us suppose
n ≥ 2. Then, for any proper subset I of {1, . . . , n},

∑
i∈I Γi is a divisor with

normal crossings (Lemma 1.52). Let G1 be the subgraph of G whose vertices
are v2, . . . , vn and whose edges are those of G joining two vertices of G1.
Proposition 1.53 classifies all of the possibilities for G1. Moreover, the equality

2di =
∑

1≤j≤n, j �=i

djΓi · Γj (2.13)

(Proposition 9.1.21) for i = 1 implies that G1 has at most two connected com-
ponents because d1 = 1. Taking into account the fact that the classification
of Proposition 1.52 applies to the subgraphs made up of any proper subset of
Γ1, . . . ,Γn, we easily deduce from this that G is of the form Ãn (Figure 25
with n ≥ 2 vertices), or one of the graphs (whose vertices have the indicated
multiplicities) D̃n−1 (n ≥ 5), Ẽn−1 (n = 7, 8, 9) that we saw in the proof of
Proposition 1.53. The multiplicities of the vertices are determined by the equal-
ities (2.13) and d1 = 1.
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A

1 1

11n

Figure 25. Graph of type Ãn.

Let us return to the study of the curve Es itself.

Lemma 2.1. Let us once again suppose k is perfect or char(k) 
= 2, 3. Let
Γ := Ws be the special fiber of the minimal Weierstrass model of E over S. Then
Γ is a geometrically irreducible cubic. Let Γ0 denote the smooth locus of Γ. The
curve Γ verifies one of the following properties:

(1) Γ is smooth over k and is an elliptic curve over k;
(2) Γ admits a unique singular point p, and p is rational over k. Let π : Γ′ → Γ

be the normalization of Γ. Then Γ′ � P1
k. Moreover, we have one of the

following three possibilities:
(2.1) π−1(p) is made up of two k-rational points, and Γ0 � A1

k \ {0};
(2.2) π−1(p) is a point q and k(q) is separable of degree 2 over k;
(2.3) π−1(p) is a rational point and Γ0 � A1

k.

Proof Let ∆ be the minimal discriminant of E. If ∆ ∈ O∗
K , then W is smooth.

As Γ contains a rational point {o} ∩ Γ, it is an elliptic curve (Corollary 7.4.5).
Let us henceforth suppose ∆ is non-invertible. Hence Γ is not smooth. Let us
suppose k is perfect (we leave it to the reader to verify the case char(k) 
= 2, 3
by writing an elliptic equation with coefficients a1 = a3 = 0). Then Γ is singular,
by Corollary 4.3.33. Let us consider the exact sequence of sheaves

0 → OΓ → π∗OΓ′ → S → 0

with a skyscraper sheaf S whose support is the singular locus of Γ. The long
exact cohomology sequence is

0 → k → k → S(Γ) → H1(Γ,OΓ) → H1(Γ′,OΓ′) → 0,

the first two terms being equal to k because Γ′ contains a rational point {o}∩Γ.
As pa(Γ) = pa(E) = 1, and S 
= 0, we obtain H1(Γ′,OΓ′) = 0. Hence Γ′ � P1

k

(Propositions 7.4.1 and 9.4.26(b)), and dimk S(Γ) = 1; hence Γ contains exactly
one singular point p that is rational over k.

The set π−1(p) is the support of the finite scheme Γ′
p. The latter is the

spectrum of A := (π∗OΓ′)p ⊗ k(p). As (π∗OΓ′)p/OΓ,p = S(Γ) is of dimension 1
over k, we deduce from this that A is of dimension 2 over k (as a k-vector space).
Hence SpecA is two rational points, or a quadratic point, or one rational point
(and then A is not reduced), which proves the lemma.

Definition 2.2. We will say that E has split multiplicative reduction, non-split
multiplicative reduction, or additive reduction according to whether we are in
case (2.1), (2.2), or (2.3) of Lemma 2.1.
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We are now going to study the classification of the Es following the notation of
Kodaira. But as k is not algebraically closed, we will add indices in the symbols to
indicate the case of non-split multiplicative reduction and the case of irreducible
components that are not geometrically irreducible. We say that E is of type I0 if
it has good reduction. We say that E is of type I1 (resp. I1,2) if Es is irreducible
and if E has split (resp. non-split) multiplicative reduction. We say that E is of
type II if Es is irreducible and if E has additive reduction.

p

p

Figure 26. Reduction of type I1. Figure 27. Reduction of type II.

In what follows, we will suppose that n ≥ 2. Let us recall that Γ1 ⊃ {o} ∩ Es.
Let ri = [H0(Γi,OΓi) : k] = [k(Γi) ∩ k : k]. We have

2ridi =
∑

1≤j≤n, j �=i

djΓi · Γj (2.14)

(Proposition 9.1.21). It is essentially this equality that will allow us to list the
different possibilities for the configuration of Es. Let us note that ri divides Γi ·Γj

(Exercise 9.2.8). Also note that if p ∈ Γi ∩ Γj is an intersection point, then we
have the inequalities

[k(p) : k] ≥ ri ≥ (dj/2di)Γi · Γj . (2.15)

As Γ1 contains a rational point, we have d1 = r1 = 1. Hence

2 =
∑
i≥2

diΓ1 · Γi, (2.16)

and Γ1 meets the other components in at most two points.
Let us suppose that Γ1 meets the other components in two distinct points.

The equality above immediately implies that these points are rational over k,
and that Es has normal crossings at these points. We then see that Es is as in
Figure 28, with Γi � P1

k and where two consecutive components meet transver-
sally at a k-rational point. We say that Es is of type In. As Ws is isomorphic to
Γ1, we see that E has split multiplicative reduction.

Γ1

ΓnΓ2

Γ2

Γ1

Figure 28. Reduction of type In, n ≥ 2.

Let us suppose that Γ1 meets the other irreducible components at a point p
of degree [k(p) : k] = 2. It follows from equality (2.16) that d2 = Γ1 ·Γ2 = 1 (this
implies, in particular, that Γ1,Γ2 are regular at p, by Proposition 9.1.8(b)), and
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Γ2 is a conic over the field k′ := H0(Γ2,OΓ2) ⊆ k(p). If k′ = k, then Γ2 does
not meet any component other than Γ1 because Γ2

2 = −2. If k′ = k(p), then
Γ2 � P1

k(p) and we have 1 =
∑

i≥3 di(2−1Γi · Γ2). Hence Γ2 meets a component
Γ3 at a point p2 
= p that is regular in Γ3 and with residue field k(p2) = k(p).
We continue the discussion with Γ3, and we find that Es is as in Figure 29, with
Γi � P1

k(p) for 2 ≤ i ≤ n − 1, Γn a conic over k, and with intersection points
having residue field k(p). We will say that Es is of type I2n−1,2 if Γn is singular,
and of type I2n−2,2 otherwise (hence Γn smooth). Over k, these types become
respectively I2n−1 and I2n−2. The reduction of E is non-split multiplicative.

1Γ
Γ

Γ2
3

Γ
Γn

p
2

p
n 1

Figure 29. Reduction of type I2n−2,2 or I2n−1,2.

From now on, Γ1 meets the other components at a unique rational point
p ∈ Es(k). The curve E therefore has additive reduction. If Γ1 meets two other
components, then Es is represented by Figure 30, with Γi � P1

k, and where the
components meet pairwise transversally at p. We say that Es is of type IV.

After the preceding cases, there remains the case when Γ1 meets only one
other component Γ2. We therefore have 2 = d2Γ1 ·Γ2. If Γ1 ·Γ2 = 2, then d2 = 1
and Γ2 is a conic over k. Either Γ2 is singular, and Es is as in Figure 31 (we will
say that Es is of type IV2; over k, this type becomes IV). Or Γ2 is regular; then
Γ2 � P1

k because Γ1 ∩ Γ2 is rational over k by hypothesis, and Es is then as in
Figure 32. In this case we say that Es is of type III.

Γ2 Γ3
Γ1

p

Γ2

Γ1

p

Figure 30. Reduction of type IV. Figure 31. Reduction of type IV2.

Γ1

2Γ

p
Γ51Γ Γ3 Γ4

Γ22

Figure 32. Reduction of type III. Figure 33. Reduction of type I∗0.

From now on, let us suppose that d2 = 2, and hence Γ1 · Γ2 = 1. It follows
that Γ2 � P1

k. We have 3 =
∑

i≥3 diΓ2 · Γi. If the components that meet Γ2 are
of multiplicity 1, then either Es is as in Figure 33 with Γi � P1

k and intersection
points that are rational over k; or Es is as in Figure 34, with Γi � P1

k if i ≤ 3
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and Γ4 � P1
k(p2) with [k(p2) : k] = 2, and where Γ2 ∩ Γ3 is a k-rational point; or

Es is as in Figure 35 with [k(p3) : k] = 3 and Γ3 � P1
k(p3). In these three cases,

we will say, respectively, that Es is of type I∗0, I∗0,2, I∗0,3. Over k, they are all of
type I∗0.

Γ22

Γ3 Γ41Γ
p

2

Γ31Γ

p
3

Γ22

Figure 34. Reduction of type I∗0,2. Figure 35. Reduction of type I∗0,3.

We proceed to the case when one of the components that meet Γ2 is of
multiplicity 2. Then Es is either as in Figure 36, with Γi � P1

k, and the intersec-
tion points rational over k (we then say that Es is of type I∗n−5); or Es is as in
Figure 37, with Γi � P1

k if i ≤ n − 1, and Γn � P1
k(p2) with k(p2) quadratic over

k. We will then say that Es is of type I∗n−4,2 (type I∗n−4 over k). In the figures
that follow, the integers indicate the multiplicities of the irreducible components.
The non-marked components are of multiplicity 1.

Γ1

2

22
2

Γ1
Γn

p
2

2
2 2

2

Figure 36. Type I∗n−5. Figure 37. Type I∗n−4,2.

From now on, let us suppose that Γ2 meets Γ3 with d3 = 3; then Γ3 � P1
k

and the intersection point Γ2∩Γ3 is rational over k. We have 4 =
∑

i≥4 diΓ3 ·Γi,
and di ≥ 2 if Γi ∩ Γ2 
= ∅.

If the components that meet Γ3 are of multiplicity 2, then either Es is rep-
resented by Figure 38, with Γi � P1

k and the intersection points rational over
k; or Γ3 meets a single component Γ4 distinct from Γ2, and Es is represented
by Figure 39, where the intersection point p2 ∈ Γ3 ∩ Γ4 verifies [k(p2) : k] = 2.
Moreover, Γi � P1

k(p2) if i = 4 or 5, and the intersection point of Γ4 and Γ5 is
rational over k(p2). In these two cases, we will respectively say that Es is of type
IV∗ or IV∗

2 (type IV∗ over k).

2 22

3

1Γ

3Γ3

1Γ

2Γ4

Γ5

2

p
2

Figure 38. Type IV∗. Figure 39. Type IV∗
2.

From now on, let us suppose that Γ3 meets Γ4 and that d4 = 4. By an
analogous reasoning, we show that Es is either as in Figure 40 and we say that



 

10.2. Reduction of elliptic curves 489

Es is of type III∗, or as in Figure 41, and we say that Es is of type II∗. In
both cases we have Γi � P1

k and the intersection points are rational over k. The
classification ends here.

1Γ
3

2

3
4

2

2

Figure 40. Reduction of type III∗.

1Γ

2

3 5
4

6

3 4
2

Figure 41. Reduction of type II∗.

Remark 2.3. If k is not perfect, the classification above still gives all of the pos-
sibilities for Es, because the method is purely combinatorial. However, the irre-
ducible components are not necessarily as we have described them. For example,
a component of Es can be of multiplicity 1 without being geometrically reduced.

Remark 2.4. Starting with an elliptic equation for E with coefficients in OK ,
there exists an algorithm, called the Tate algorithm [93], that determines whether
the Weierstrass model associated to the equation is minimal, and that also deter-
mines the reduction type of E. See also [92], IV.9, which contains a more detailed
proof of this algorithm.

Remark 2.5. The classification of Es was first given by Kodaira [52], whose
notation we adopted here. It was also done by Néron [75], chap. III, in a more
arithmetic setting.

Remark 2.6. For curves of genus 2, the classification of the possible special
fibers of the minimal regular model is given in [76] and [74]. The number of
possible types then rises to approximatively 120.

10.2.2 Néron models of elliptic curves

Let S be a Dedekind scheme of dimension 1, with function field K = K(S). Let
(E, o) be an elliptic curve over K (where o ∈ E(K) is a fixed rational point), and
E its minimal regular model over S (whose existence is assured if S is affine, see
Proposition 2.8). Let N denote the open subscheme of E made up of the points
that are smooth over S (Corollary 6.2.12). We are going to show that E is an
Abelian variety, and that N is the Néron model of E over S.

Definition 2.7. Let S be a Dedekind scheme of dimension 1, with function
field K = K(S). Let A be an Abelian variety over K. We define the Néron model
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of A over S to be a scheme A → S which is smooth, separated, and of finite
type, with generic fiber isomorphic to A, and that verifies the following universal
property: for any smooth scheme X over S, the canonical map

MorS(X,A) → MorK(XK , A)

is bijective.

The universal property implies that A is unique up to isomorphism and that
the algebraic group structure of A extends in a unique way to the structure of
a group scheme on A → S (take X = A×S A). The notion of Néron model was
invented by A. Néron [75], who also showed the existence of such a model. The
Néron model is a very powerful tool for the study of the arithmetic properties
of Abelian varieties. Cf. [15] for a modern treatment of the subject, or [7] for a
rapid overview.

Algebraic group law on E

Let us first show that (E, o) can be endowed with the structure of an algebraic
group (and hence of an Abelian variety since E is proper) such that o is the
unit element. In Lemma 2.8 and Proposition 2.9, the field K is arbitrary. For
any extension K ′/K, the elements of E(K ′) are seen both as points of EK′ that
are rational over K ′, and as K-morphisms SpecK ′ → E (isomorphism (1.2) of
Remark 3.1.6).

Lemma 2.8. Let E be an elliptic curve over a field K, endowed with a rational
point o ∈ E(K).

(a) For any (not necessarily algebraic) field extension K → K ′, and for any
(x, y) ∈ E(K ′) × E(K ′), there exists a unique point mK′(x, y) ∈ E(K ′)
such that

mK′(x, y) + o ∼ x + y

as Cartier divisors on EK′ . The map mK′ makes E(K ′) into a commuta-
tive group, with unit element o. Moreover, if K ′ ⊆ K ′′, then mK′ is the
restriction of mK′′ .

(b) Let x ∈ E(K). Then there exists an automorphism of K-schemes tx :
E → E, called the translation by x, such that for any extension K ′ of K,
the map E(K ′) → E(K ′) induced by tx is the translation by x. Moreover,
by considering x as a point x′ of E(K ′), tx′ is obtained from tx by base
change.

Proof (a) By Riemann–Roch, H0(EK′ ,OEK′ (x+ y− o)) 
= 0 (Remark 7.3.33).
Hence x + y − o is linearly equivalent to an effective divisor D of degree 1 over
K ′. Consequently, D is a rational point z. In addition, this point is unique by
Corollary 7.3.12. The rest of the properties can be verified immediately.

(b) Let ξ be the generic point of E and L = K(E). Let i : SpecL → E be
the canonical morphism. By Proposition 7.3.13(b), the canonical map

θ : MorK(E, E) → MorK(SpecL, E) = E(L), f �→ f ◦ i

is bijective. Let ξ′ = mL(x, ξ) ∈ E(L) and let tx : E → E be the morphism
θ−1(ξ′). Then tx(ξ) = ξ′ (we identify ξ with the morphism i). We therefore have
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a linear equivalence of Cartier divisors x+ξ ∼ o+ξ′ on EL. Let j : EL → E×K E
be the morphism IdE ×i. Then j(ξ) ∈ ∆E , the diagonal of E ×K E, and j(ξ′) ∈
Γ′

tx
:= (IdE ×tx)−1(∆E) (this is the graph of tx with permuted coordinates). Let

us consider the Cartier divisor

F := {x} × E + ∆E − ({o} × E + Γ′
tx

)

on X := E ×K E. It follows that j∗F ∼ 0. Let us consider X as a fibered
surface over E via the second projection q : X → E. We have just seen that the
restriction of F to the generic fiber Xξ of X is trivial. Let f ∈ K(X) = K(Xξ)
be such that j∗F = j∗ div(f). Then the support of F − div(f) does not meet
Xξ and is therefore contained in a finite union of closed fibers. Since X → E is
smooth, each closed fiber is a prime divisor, hence F − div(f) is a sum of closed
fibers. In other word, we have

{x} × E + ∆E − ({o} × E + Γ′
tx

) ∼ q∗D

for some Cartier divisor D on E. Let y : SpecK ′ → E be an element of E(K ′).
Then y∗OE(D) � OSpec K′ . By taking the inverse image of the relation above in
E ×K SpecK ′ = X ×E SpecK ′, we obtain the relation x + y − (o + tx(y)) ∼ 0
on EK′ . Hence

tx(y) = mK′(x, y), for every y ∈ E(K ′). (2.17)

If z ∈ E(K), then this relation with K ′ = K and Exercise 3.2.9 imply that
tx ◦ tz = tmK(x,z). By taking for z ∈ E(K) the inverse of x for the group law
defined by mK , we obtain tx ◦ tz = to = IdE . Hence tx is an automorphism.
Similarly, relation (2.17) implies that tx′ is obtained from tx by base change.

Proposition 2.9. Let E be an elliptic curve over a field K, endowed with a
rational point o ∈ E(K). Then E has the structure of an Abelian variety over K
such that o is the unit element and that for any extension K ′ of K, the group law
on E(K ′) defined in Lemma 2.8(a) is induced by the algebraic group structure
on E.

Proof Let us keep the notation of the proof of Lemma 2.8. Let tξ : EL → EL

be the automorphism associated to the point ξ ∈ E(L) = EL(L). The second
projection q : E ×K E → E endows E ×K E with the structure of a minimal
fibered surface over E. Hence tξ extends to an automorphism t : E ×K E →
E×KE of E-schemes (Proposition 9.3.13). Let m : E×KE → E be the morphism
p ◦ t, where p : E ×K E → E is the first projection. Let us show that m verifies
the stated properties. Let x ∈ E(K). We have

t(x, ξ) = (tξ(x), ξ) = (mL(x, ξ), ξ) = (tx(ξ), ξ) ∈ Γ′
tx

,

where Γ′
tx

:= {(y, z) ∈ E ×K E | y = tx(z)}. Hence t({x} × E) ⊆ Γ′
tx

. For any
y ∈ E, we then have t(x, y) = (tx(y), y). It follows from equality (2.17) that

m(x, y) = tx(y) = mK(x, y), if x, y ∈ E(K).

Let invE : E → E be the morphism p◦ t−1 ◦ (o, IdE). For any y ∈ E(K), we have
invE(y) = t−1

y (o), and hence m(y, invE(y)) = ty(invE(y)) = o.
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Let K ′ be an extension of K. As E is geometrically integral, K ′ ⊗K L is the
function field of EK′ (Corollary 3.2.14(c)), and the generic point of EK′ is the
inverse image of ξ under the projection EK′ → E. Hence the construction of m
is compatible with the base change SpecK ′ → SpecK, which implies that the
properties above concerning m and invE are valid over K ′. Hence m, invE induce
the group law mK′ of Lemma 2.8(a) on E(K ′). Consequently, by Exercise 7.4.16,
m indeed defines an algebraic group law on E.

Remark 2.10. With an explicit Weierstrass equation of E, it is possible to
write the group law on E explicitly. Cf. [91], III.2–3. The method is based on
the fact that if x, y ∈ E(K) and if z is the inverse of m(x, y) for the group law
on E(K), then x + y + z ∼ 3o as Cartier divisors on E.

Remark 2.11. The group law on E is commutative, that is to say that we have
a commutative diagram

E ×K E �σ�
�
���m

E ×K E
�����

m

E

where σ is the permutation of the coordinates. Indeed, since the (abstract) group
E(K) is commutative by construction, it suffices to apply Exercise 3.2.9. As a
trivial consequence, if x, y ∈ E(K), then we have tx ◦ ty = ty ◦ tx.

Néron model

Lemma 2.12. Let S be a Dedekind scheme of dimension 1, with function field
K = K(S). Let (E, o) be an elliptic curve over K, E its minimal regular model
over S, and N the open subscheme of the smooth points of E over S. Then the
following properties are true.

(a) The canonical maps N (S) → E(S) → E(K) are bijective.
(b) For any section x ∈ E(S), the translation txK

: E → E associated to
xK ∈ E(K) extends to an automorphism tx : E → E .

(c) Let m : E ×K E → E be the algebraic group law on E defined in
Proposition 2.9. Then the automorphism t = (m, q) : E×K E → E×K E,
where q : E × E → E is the second projection, extends to an automor-
phism t : E ×S N → E ×S N .

(d) Let p : N ×S N → N be the first projection. Then t induces an automor-
phism τ : N ×S N → N ×S N and p ◦ τ defines a smooth group scheme
structure on N → S.

Proof (a) Let ε : SpecK → E be a section. By Corollary 3.3.26, ε extends to
a morphism SpecOS,s → E for any s ∈ S. The latter extends to a morphism
εV : V → E for an open neighborhood V of s (Exercise 3.2.4). As E is separated,
the εV (when s runs through the closed points of S) glue to a morphism S →
E (Proposition 3.3.11). Hence E(S) → E(K) is surjective, and hence bijective
because E is separated over S. As E is regular, the sections E(S) have their
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image in the smooth locus (Corollary 9.1.32), whence the equality N (S) = E(S).
Property (b) results from Proposition 9.3.13.

(c) Let us consider the automorphism t as a birational map t : E ×S N ���
E ×S N . We must first show that t is defined everywhere. For this, we can
suppose that S is local. By the descent of the definition domain by faithfully flat
morphisms (Exercise 5.2.14), and because the formation of E and of N commute
with étale base change and with completion (Proposition 9.3.28), we can suppose
that S is the spectrum of a complete discrete valuation ring with separably closed
residue field.

Abusively, we can imagine the first coordinate of t(x, y) as the translation by
y applied to x. The proof that follows is based on this interpretation. Let λ be a
generic point of Ns and T = SpecON ,λ. Then T is regular, local of dimension 1.
The scheme E ×S N is smooth over E , and is therefore regular (Theorem 4.3.36).
Consequently, E ×S T is also regular. It is therefore a minimal arithmetic surface
over T (Corollary 9.3.30). By Proposition 9.3.13, t extends to an automorphism
of T -schemes E ×S T → E ×S T . As a birational map, t is therefore defined at
the points of E ×S U for some open neighborhood U of λ with E ⊂ U . We are
going to show that t is defined everywhere by performing translations on U . Let
x ∈ N (S) be a section. Let us consider the automorphism

t′ = (tx × tx) ◦ t ◦ (IdE ×t−1
x ) : E ×S tx(U) → E ×S tx(U).

Then t and t′ coincide on SpecK because E is a commutative group
(Remark 2.11); hence they coincide on E×S (U∩tx(U)). Consequently, t is defined
on E×S tx(U). Thus the domain of definition of t contains E×S (∪xtx(U)), where
x runs through the set N (S). Let us show that ∪xtx(U) = N . Let us suppose
k(s) is perfect (hence algebraically closed). Let us fix a closed (hence rational)
point ys ∈ Us. Let zs ∈ Ns be closed. Then ys, zs lift respectively to sections
y, z ∈ N (S) (Corollary 6.2.13). Let x = t−1

y (z). Then tx(y) = ty(x) = z. There-
fore, zs = tx(ys) ∈ tx(U). See Exercise 2.5 for the general case (when k(s) is not
necessarily perfect).

Finally, the automorphism invE : E → E extends to an automorphism of E
(by the uniqueness of the minimal regular model) that induces an automorphism
invN : N → N . It is easy to verify that (IdE ×invN )◦t◦(IdE ×invN ) is the inverse
of t. Hence t is an automorphism.

(d) The image of N ×S N under t is the smooth locus of E ×S N , which is
equal to N ×S N . By construction, at the generic fiber, p ◦ τ and invN induce
the algebraic group structure m, invE on E. To verify that p◦ τ and invN induce
the structure of a group scheme over S (with {o} as unit element), we must
verify that the diagrams in the definition of group schemes are commutative.
But they are commutative at the generic fiber, and hence commutative over S
(Proposition 3.3.11).

Remark 2.13. Here we have used an ad hoc method to prove the existence of
a group scheme structure on N . For Abelian varieties of arbitrary dimension,
the right notion to use is that of the normal law, which is a group law defined
birationally on E . See [7], 1.12 and 1.15.
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Theorem 2.14. Let S be a Dedekind scheme of dimension 1, with function
field K = K(S). Let E be an elliptic curve over K with minimal regular model
E over S. Then the open subscheme N of smooth points of E is the Néron model
of E over S.

Proof By Lemma 2.12, N is a smooth group scheme, separated of finite type
over S (because contained in E), with generic fiber isomorphic to E. It remains
to show the universal property. Let X be a smooth scheme over S, and let
f : Xη → E be a morphism considered as a rational map X ��� N . Let ξ ∈ X
be a point of codimension 1, and T = SpecOX,ξ. As we have seen in the proof
of Lemma 2.12(c), E ×S T → T is a minimal arithmetic surface; its smooth locus
is N ×S T . Hence N (T ) = NT (T ) → EK(T )(K(T )) = E(K(X)) is bijective.
Therefore f is defined at ξ. The following theorem of Weil implies that f is
defined on X.

Theorem 2.15 (Weil). Let G → S be a group scheme that is smooth and
separated over a normal Noetherian scheme S, let X be a smooth scheme over
S, and f : X ��� G a rational map. If f is defined at the points of codimension
1 and at the generic points of all fibers of X → S, then f is defined everywhere.

Proof See [15], 4.4, Theorem 1, or [7], Proposition 1.3. The idea is to consider
the rational map

F : X ×S X ��� G, (x, y) �→ f(x)f(y)−1

(that is to say m ◦ (IdG × invG) ◦ (f × f)) and to show that the domain of
definition of F is the product of the domain of definition of f with itself, and
that it contains the diagonal ∆X .

Example 2.16. Let E be an elliptic curve over Q defined by an affine equation

y2 + y = x3 + 1.

Let W be the Weierstrass model over Z corresponding to this equation. Then
W is smooth over Z outside of p = 3, 5. The fiber W5 contains a unique singular
point q5 defined by p = 5, x = 0, y = 2. This point is regular in W (Kodaira
type II, see Figure 27). The fiber W3 contains a unique singular point at p = 3,
x = 1, and y = 1. This point is also singular in W . Let E be the blowing-up
of W with center at this point. Then E is regular, and its fiber over p = 3 is
the union of two projective lines over F3 meeting at a rational point q3, with
multiplicity 2 (Kodaira type III, see Figure 32). The Néron model is then equal
to E \ {q3, q5}. The fiber Np is connected for p 
= 3, while N3 is made up of two
connected components.

Summary
Let us suppose S is affine. Let W be the minimal Weierstrass model of E over
S. The relations between the models W , E , and N are the following: E is the
minimal desingularization of W ; N is the open subscheme of the points of E that
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are smooth over S. Moreover, these schemes are birational to each other and we
have

H0(E , ωE/S) = H0(N , ωN/S) = H0(W,ωW/S)

as subgroups of H0(E, ωE/K). See Remark 9.4.39.

Component group, filtration

Lemma 2.17. Let k be a field, A a k-algebra that is a subalgebra of a finitely
generated k-algebra B. Then there exists a largest subalgebra Aet of A that
is finite and étale over k. Moreover, the points of SpecAet correspond to the
connected components of SpecA.

Proof An algebra is finite étale over k if and only if it is a finite direct sum of
finite separable extensions of k. Let A1, A2 be two finite étale subalgebras of A.
Then A1 ⊗k A2 is étale over k. The compositum A1A2 is a quotient of A1 ⊗k A2
and is therefore étale over k. We can therefore take for Aet the compositum of the
finite étale subalgebras of A. It remains to show that Aet is finite over k. It is clear
that Aet ⊆ Bet, and that Aet = (A/

√
0)et. We can therefore reduce to the case

when A is integral, finitely generated over k. It follows that Aet ⊆ k ∩ Frac(A)
is an algebraic field that is finitely generated over k; it is therefore finite over k.

By definition, an idempotent element e ∈ A verifies the equation e2 − e = 0.
Hence e ∈ Aet. Consequently, A and Aet have the same idempotent elements, and
their connected components correspond bijectively (Exercise 2.4.6). But SpecAet

is finite over Spec k; its connected components coincide with its points, which
concludes the proof.

Proposition 2.18. Let X be an algebraic variety over a field k.

(a) There exist a unique scheme π0(X), finite étale over k, and a morphism f :
X → π0(X) verifying the following universal property: any k-morphism
X → Z of X to a finite étale k-scheme Z factors in a unique way as

X �

�
f

Z

π0(X)
��

���

(b) The morphism f : X → π0(X) is surjective. For any x ∈ X, the fiber
Xf(x) is the connected component of x in X. In particular, the points of
π0(X) correspond bijectively to the connected components of X.

(c) Let L/k be an extension. Then we have a canonical isomorphism
π0(XL) � π0(X) ×k SpecL, the π0 on the left being that of algebraic
varieties over L.

(d) Let Y be another algebraic variety over k. Then we have a canonical
isomorphism π0(X ×k Y ) � π0(X)×k π0(Y ).

Proof Let X1, . . . , Xn be affine open subschemes that cover X. Then OX(X)
is a subalgebra of ⊕1≤i≤nOX(Xi). We can therefore define OX(X)et. Let us note
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that X has the same connected components as SpecOX(X) (Exercise 2.4.6). Let
us set π0(X) = SpecOX(X)et. It is then easy to verify properties (a) and (b).
The proof of properties (c) and (d) is slightly longer. See [94], Section 6.5, or
[28], I, Section 4, no 6.

Definition 2.19. Let X be an algebraic variety over a field k. The finite étale
k-scheme π0(X) is called the scheme of connected components of X.

Definition 2.20. Let G be an algebraic group over a field k. The connected
component G0 of G containing the unit element of G is called the identity com-
ponent of G, and π0(G) is called the group of components of G.

Corollary 2.21. Let k be a field.

(a) Let X be an algebraic variety over k. Then the set of rational points
π0(X)(k) corresponds to the connected components of X that are geo-
metrically connected. A connected component containing a rational point
is geometrically connected.

(b) Let G be an algebraic group over k; then G0 is an open algebraic subgroup
of G. The scheme π0(G) is a finite étale algebraic group over k.

Proof (a) We can suppose X is connected. Hence π0(X) = Spec k′ for some
finite separable extension k′/k. By Proposition 2.18(c), we have

π0(Xk) � π0(X)×k Spec k = Spec(k′ ⊗k k).

Hence X is geometrically connected if and only if Spec(k′ ⊗k k) is reduced to
a point. As k′ is separable over k, this is equivalent to k′ = k. If C is a con-
nected component of X with C(k) 
= ∅, then its image under X → π0(X) is
a rational point, which implies that C is geometrically connected (we can use
Exercise 3.2.11).

(b) Let o be the unit element of G. As G0 contains o ∈ G(k), its image
π0(G0) is also a rational point. It follows that π0(G0 ×k G0) � π0(G0)×k π0(G0)
is a rational point. The group law m : G ×k G → G therefore maps G0 ×k G0

onto a connected subset of G containing o. We deduce from this that m induces
a morphism G0 ×k G0 → G0. This immediately implies that G is an algebraic
subgroup of G. By the universal property of π0, m induces a morphism

π0(G)×k π0(G) � π0(G×k G) → π0(G).

Likewise, invG induces a morphism π0(G) → π0(G). It is easy to verify that this
induces an algebraic group law on π0(G) whose unit element corresponds to the
identity component of G.

From here to the end of the subsection, S will be the spectrum of a discrete
valuation ring OK with residue field k. As usual, the closed point of S is denoted
by s. We will suppose that k is perfect or that char(k) 
= 2, 3. Let us return to
the Néron model N of E over S.
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Remark 2.22 (Structure of the algebraic group N 0
s ). If E has good reduction,

thenN 0
s = Ns is an elliptic curve over k (Lemma 2.1). If E has split multiplicative

(resp. additive) reduction, then N 0
s is isomorphic to the algebraic group Gm,k

(resp. Ga,k) by the uniqueness of the algebraic group structure on A1
k \{0} (resp.

A1
k), see Exercises 7.4.17–18. If E has non-split multiplicative reduction, N 0

s is
an algebraic group over k that is isomorphic to Gm over a quadratic extension
of k. We say that it is a non-split torus. See Exercise 2.7 for more details.

Reduction type I0 In, n ≥ 1 In,2, n ≥ 1 The rest

N 0
s elliptic Gm,k non-split torus Ga,k

Remark 2.23. With the classification of Es (Subsection 10.2.1), we can deter-
mine the set Ns explicitly. If Es is irreducible, then Ns = N 0

s . Let us suppose Es is
non-irreducible. Then Ns is the complement in Es of the irreducible components
of multiplicity ≥ 2, of the intersection points of Es, and if Es is of type I2n−1,2
(Figure 29), of the singular point of Γn.

Remark 2.24. Let U be a connected component of Ns. Let Γ be the irreducible
component of Es containing U . Then U is geometrically connected if and only
if it is geometrically integral, since U is smooth. This is also equivalent to Γ
geometrically integral (Corollary 3.2.14(c)). Let ΦE denote the group of compo-
nents π0(Ns) of Ns. It follows from Corollary 2.21(a) that the rational points
ΦE(k) correspond to the components Γ that are geometrically integral and of
multiplicity 1 in Es. We can read these components in the classification of the Es.
The components of multiplicity 1 that are not geometrically irreducible are: the
P1

k′ with [k′ : k] ≥ 2; the component Γn if E is of type I2n−1,2 (Figure 29); and
the component Γ2 if E is of type IV2 (Figure 31). As for the set ΦE , it simply
corresponds to the irreducible components of Es of multiplicity 1. Later on, in
Section 10.4, we will see a method to determine the group structure on ΦE(k)
(Exercise 4.7(b)). We then have the following table (n ≥ 1):

Reduction type In III, III∗ IV, IV∗ I∗2n I∗2n+1 The rest

ΦE(k) Z/nZ Z/2Z Z/3Z (Z/2Z)2 Z/4Z 0

We deduce from this the structure of ΦE(k) (n ≥ 2):

Reduction type I2n−2,2 I2n−3,2 IV2, IV∗
2 I∗n−2,2 I∗0,3 The rest

ΦE(k) Z/2Z 0 0 Z/2Z 0 ΦE(k)

The universal property of the Néron model implies that the canonical map
N (S) → E(K), induced by the base change SpecK → S, is bijective. By com-
posing its inverse with the canonical map N (S) → Ns(k), we obtain a reduction
map r : E(K) → Ns(k).
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Lemma 2.25. The map r : E(K) → Ns(k) above is a group homomorphism.

Proof Let T → S be a morphism of schemes. Then we have a commutative
diagram

N ×S N � N

NT ×T NT �

�

NT

�

where the horizontal arrows are the group scheme law and where the vertical
arrows are the canonical projections. We immediately deduce from this that the
canonical map N (S) → N (T ) is a group homomorphism. We obtain the lemma
by applying this remark to T = SpecK and T = Spec k.

Let us fix s ∈ S and let E0(K) = r−1(N 0
s (k)), E1(K) = r−1(õ), where õ is

the unit element of Ns. These are subgroups of E(K), by the lemma above.

Proposition 2.26 (Filtration of E(K)). Let us suppose that S is the spectrum
of a complete discrete valuation ring OK with finite residue field k (e.g., K = Qp).
Then we have a bijection E1(K) � mK , where mK is the maximal ideal of OK ,
and group isomorphisms

E0(K)/E1(K) � N 0
s (k), E(K)/E0(K) � ΦE(k). (2.18)

Proof The k finite hypothesis is only useful to show the surjectivity of
the last of the three homomorphisms. The first bijection is a specific case
of Proposition 1.40(b). The two homomorphisms of (2.18) are injective by
definition. By Corollary 6.2.13, the homomorphism r : E(K) → Ns(k) is sur-
jective. Hence E0(K) → N 0

s (k) is surjective. It remains to show that Ns(k) →
ΦE(k) is surjective. This is equivalent to saying that if U is a connected compo-
nent of Ns that is moreover geometrically connected, then U contains a rational
point.

We can suppose that E does not have good reduction. Let U be a geometri-
cally connected component. Let Γ be the irreducible component of Es containing
U . Then Γ is a geometrically integral conic (see the beginning of Remark 2.24). It
is smooth by Proposition 7.4.1. It follows from the k finite hypothesis that Γ con-
tains a rational point (Exercise 4.3.23) and therefore Γ � P1

k (Proposition 7.4.1).
Now the classification of the Es shows that Γ meets the other irreducible com-
ponents at at most two points. Hence Γ \ U contains at most two points (this
also results from the fact that Uk � N 0

k
as a variety, and that the latter is the

complement of one or two points in P1), which implies that U(k) 
= ∅.

10.2.3 Potential semi-stable reduction

We have already seen the notion of potential good reduction (Definition 1.27).
Let us introduce the notion of potential multiplicative reduction.
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Definition 2.27. Let S be a Dedekind scheme of dimension 1, and let E be an
elliptic curve over K = K(S). We say that E has potential multiplicative reduc-
tion at a closed point s ∈ S if there exists a discrete valuation ring OL that dom-
inates OS,s such that the reduction of EL is multiplicative (Definition 2.2). We
say that E has potential semi-stable reduction if it has potential good or poten-
tial multiplicative reduction. We will show in Proposition 2.33 that E always has
potential semi-stable reduction.

Lemma 2.28. Let C be a smooth projective curve over K of genus g ≥ 1, let
C be a model of C over S, and Γ an irreducible component of Cs of multiplicity
1. Let us suppose that there exists an x ∈ Γ whose inverse image in the normal-
ization of Γ contains at least two points. Then the birational map C ��� Cmin
to the minimal regular model of C over S is an isomorphism over a non-empty
open subset of Γ.

Proof Let π : C1 → C be the minimal desingularization of C (Proposition 9.3.32
and Corollary 8.3.51), ρ1 : C1 → Cmin the canonical morphism, and Γ1 the strict
transform of Γ in C1. We must show that ρ1(Γ1) is not reduced to a point.

Let us suppose the contrary. Then ρ1 factors into a morphism ρ2 : C1 → C2
followed by C2 → Cmin which is the blowing-up of the point ρ1(Γ1) (Lemma 9.2.1).
Let us set Γ2 = ρ2(Γ1). Then Γ2 has multiplicity 1 in (C2)s, and we have
Γ2 � P1

k′ for some extension k′ of k(s) with Γ2
2 = −[k′ : k(s)] (Proposition 9.2.5).

The birational morphism Γ1 → Γ2 is therefore an isomorphism. By hypothe-
sis, π−1(x) ∩ Γ1 contains at least two points. Zariski’s connectedness principle
(Corollary 5.3.16) says that π−1(x) is connected. Hence ρ2(π−1(x)) is a closed
connected subset of C2 that meets Γ2 at at most two points; it is therefore
of dimension 1. Let D be the effective divisor on C2 associated to ρ2(π−1(x))
(endowed with the reduced scheme structure). Then we have

1 = −Γ2
2[k

′ : k(s)]−1 ≥ D · Γ2[k′ : k(s)]−1 = degΓ2
D|Γ2 ≥ 2

(the first inequality results from Proposition 9.1.21(b)), which is absurd.

Corollary 2.29. Let W be a Weierstrass model of E. Let us suppose that there
exists a point of Ws whose inverse image in the normalization of W ′

s contains at
least two points. Then W is minimal and E has split multiplicative reduction at s.

Proof It results from Lemma 2.28 and from Theorem 8.3.20 that W
is dominated by the minimal regular model E , and hence W is minimal
(Corollary 9.4.38). As Ws is singular, the proof of Lemma 2.1 (which does not
depend on the hypothesis on the residue field k(s) once we know that Ws is
singular) shows that E has split multiplicative reduction at s.

Proposition 2.30. Let E be an elliptic curve over K = K(S).

(a) If E has split multiplicative reduction at s, then for any discrete valuation
ring OL dominating OS,s, EL has split multiplicative reduction.

(b) The curve E cannot simultaneously have potential multiplicative reduc-
tion and potential good reduction at the same point s ∈ S.
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Proof (a) Let W be the minimal Weierstrass model of E over OS,s. Then
W ×Spec OS,s

SpecOL is a Weierstrass model of EL that verifies the conditions of
Corollary 2.29. It is therefore minimal, and EL has split multiplicative reduction.

(b) We can suppose S is local and OS,s complete. Let OL1 (resp. OL2) be
a finite extension of OS,s such that EL1 (resp. EL2) has good reduction (resp.
multiplicative reduction). Enlarging OL2 if necessary, we can suppose that EL2

has split multiplicative reduction. There exists a discrete valuation ring OL that
dominates OL1 and OL2 . Then EL has both good reduction and multiplicative
reduction, which is impossible by the uniqueness of the minimal regular model.

In the remainder of the subsection, we are going to determine whether E has
potential good reduction (resp. potential multiplicative reduction) in terms of
the modular invariant j of E. Let E be an elliptic curve over K defined by an
affine Weierstrass equation

y2 + (a1x + a3)y = x3 + a2x
2 + a4x + a6. (2.19)

To this equation, we associate the discriminant ∆ (see Subsection 9.4.4) and the
following invariants:

b2 = a2
1 + 4a2, b4 = 2a4 + a1a3, c4 = b2

2 − 24b4, j = c3
4/∆.

It is well known that j ∈ K is independent of the choice of the equation ([91],
Section III.1). This scalar is called the modular invariant or j-invariant of E. We
also denote it by j(E). By construction, it is clear that j(E) remains the same
after extension of the base field.

Lemma 2.31. Let E be an elliptic curve over a field K.

(a) If char(K) 
= 2, then there exists a finite extension L/K such that E
admits an equation of the form

v2 = u(u − 1)(u − λ), λ ∈ L. (2.20)

(b) If char(K) 
= 3, then there exists a finite extension L/K such that E
admits an equation of the form

v2 + (au + b)v = u3, a, b ∈ L. (2.21)

Proof Let us first fix an equation (2.19) of E.
(a) We can take a1 = a3 = 0. Let L be an extension of K containing the

roots of x3 +a2x
2 +a4x+a6. There exist α, β ∈ L such that the map x �→ αx+β

transforms these roots into 0, 1, λ for some λ ∈ L. Enlarging L if necessary, we
have α3 = γ2 for some γ ∈ L. Let us set u = αx + β and v = γy. Then we have
an equation (2.20) for EL with λ ∈ L.
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(b) Since char(K) 
= 3, we can eliminate a2 in equation (2.19) by a translation
on x. Let α, β, γ ∈ K (considered as variables) and let us set x = u + α, y =
v + βu + γ. We then obtain

v2 + ((2β + a1)u + 2γ + αa1 + a3)v = u3 + A2u
2 + A4u + A6

with
A2 = β2 + a1β − 3α
A4 = (2γ + αa1 + a3)β + (a1γ − 3α2 − a4)
A6 = γ2 + (αa1 + a3)γ − (α3 + a4α + a6).

We want to solve the system

A2 = A4 = A6 = 0. (2.22)

The first two equations are equivalent to

α = (β2 + a1β)/3
(2β + a1)γ = −(αa1 + a3)β + (3α2 + a4).

If there exists a solution of the system A2 = A4 = 0 with 2β + a1 = 0, then
system (2.22) clearly has a solution because the first two equations do not impose
any constraint on γ. In the opposite case, by substituting these relations in A6
and by multiplying by (2β + a1)2, we obtain a polynomial equation of degree
8 in β, with dominant coefficient 1/27. Hence (2.22) always admits a solution
(α, β, γ) in K. Let L be a finite extension of K containing α, β, γ; then EL has
an equation of the form (2.21).

Remark 2.32. In the char(K) 
= 3 case, the existence of an equation of the
form (2.21) over an extension L/K is connected to the existence of 3-torsion
points of E(L). Indeed, if P ∈ E(L)[3] (i.e., 3P = o for the group law on E(L)),
then Lemma 7.4.6 shows that there exists a line H in P2

L such that H∩E = {P}.
It follows that iP (H, EL) = 3. By a suitable change of variables, we can suppose
that P corresponds to the point {u = v = 0} and that the tangent at P is the
line {y = 0}. This implies that a6 = a4 = a2 = 0. Conversely, if we have an
equation of the form (2.21) over L, then the point (0, 0) is an inflexion point,
and hence a point of order 3 in E(L).

Proposition 2.33. Let S be a Dedekind scheme of dimension 1. Let E be an
elliptic curve over K = K(S) and s ∈ S a closed point. Then the following
properties are true.

(a) If j(E) ∈ OS,s, then E has potential good reduction at s.
(b) If j(E) /∈ OS,s, then E has potential multiplicative reduction at s.
(c) The implications above are equivalences.

Proof Property (c) results from (a), (b), and from Proposition 2.30(b). Let us
therefore show (a) and (b). We can suppose S is local and OS,s complete. Let
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L be a finite extension of K as in Lemma 2.31, let B be the integral closure of
OS,s in L, and OL be the localization of B at a maximal ideal. It is consequently
a discrete valuation ring that dominates OK (Proposition 4.1.31).

Let us first treat the case that char(k(s)) 
= 2, and therefore char(K) 
= 2.
Multiplying u and v if necessary by an invertible element of a quadratic extension
of L, we can suppose that λ ∈ OL in equation (2.20) of EL. A direct computation
shows that

j(E) = 28 (λ2 − λ + 1)3

λ2(λ − 1)2 .

Equation (2.20) induces a Weierstrass model W of EL over SpecOL, with dis-
criminant ∆ = 24λ2(λ − 1)2 ∈ L∗. If j(E) ∈ OS,s, then we immediately verify
that λ, λ − 1 ∈ O∗

L. Hence ∆ ∈ O∗
L and EL has good reduction over SpecOL.

If j(E) /∈ OS,s, then λ or λ − 1 belongs to the maximal ideal of OL. Let us
suppose that it is λ. Then the point {u = v = 0} of Ws is singular, and there are
two points v/u = ±

√
−1 in the normalization of Ws that lie above this point.

Consequently, EL has multiplicative reduction (Corollary 2.29).
Let us now suppose char(k(s)) 
= 3. Let us consider equation (2.21) of EL.

Enlarging L again and multiplying u and v by an invertible element if necessary,
we can suppose that a, b ∈ OL, and that at least one of the two is invertible. Let
W be the Weierstrass model of EL over OL associated to equation (2.21). Let ∆
be its discriminant. A direct computation shows that

∆ = b3(a3 − 27b), j(E) = a3(a3 − 24b)3/∆.

If j(E) ∈ OS,s, we easily deduce from this that ∆ ∈ O∗
L, and hence EL has good

reduction. Let us suppose j(E) /∈ OS,s. We have two possibilities. The first is
that b belongs to the maximal ideal of OL. Then a ∈ O∗

L, Ws contains a singular
point x defined by u = v = 0, and there exist two points v/u = 0 or −a lying
above x in the normalization of Ws. Hence EL has multiplicative reduction, by
Corollary 2.29. The second possibility is that b ∈ O∗

L and a3−27b belongs to the
maximal ideal of OL. In this case, let us set c = a/3, u = u1 − c2, v = v1 + c3.
Then Ws contains an affine open subscheme with equation

v2
1 + 3c̃u1v1 = u3

1 − 3c̃2u2
1,

where c̃ is the image of c in the residue field of OL. Enlarging L if necessary, we
can suppose that the polynomial T 2 + 3T + 3 has its two (distinct) roots in the
residue field of OL. We then see that in the normalization of Ws, there exist two
points above the singular point {u1 = v1 = 0}, which are {u1 = v1−(c̃u1)α = 0},
with α root of T 2 + 3T + 3. Hence EL has multiplicative reduction.

Remark 2.34. For curves of higher genus, there does not exist any criterion for
potential good reduction as simple as that of Proposition 2.33. For curves of genus
2, an analogue exists using Igusa invariants [48] (see also [59], Théorème 1). For
an Abelian variety A, we have a criterion for good reduction, called the criterion
of Néron–Ogg–Shafarevich, and a criterion for potential good reduction in terms
of the torsion points of A ([88], Theorems 1–2).
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Exercises

2.1. Let E be the minimal regular model of an elliptic curve as in
Subsection 10.2.1. Let Γ be an irreducible component of Es that is a singular
conic over k. Show that for any x ∈ E(K), we have {x} ∩ Γ = ∅.

2.2. Let E be an elliptic curve over a discrete valuation field as in
Subsection 10.2.1. Let E ′ be the regular model of E with normal cross-
ings.
(a) Let us suppose that the reduction of E is of type II or III. Show

that E ′
s is as in Figure 42 (use Exercise 9.2.9(d)). The integers are the

multiplicities of the components.

6

3 2
II III 2

4

Figure 42. Models with normal crossings for types II and III.

(b) Let us suppose that the reduction of E is of type IV or IV2. Show that
E ′

s is represented by Figure 43, the figure on the left corresponding to
type IV and the one on the right to type IV2. The irreducible compo-
nents are projective lines over k, except Γ, which is a projective line
over a quadratic extension of k.

33

Γ

Figure 43. Models with normal crossings for types IV, IV2.

(c) If the reduction of E is of type I2n−1,2 (Figure 29 with Γn singular),
show that E ′

s can be obtained by replacing Γn by Γ′
n � P1

k(p), and
by adding a line Γn+1 � P1

k of multiplicity 2, the intersection point
Γ′

n ∩ Γn+1 having residue field k(p).

+1
’

Γn

1Γ
Γ

Γ2
3

p
2

p
2Γn

Γn

1

Figure 44. Model with normal crossings for type I2n−1,2.

(d) Show that outside of the preceding cases, E already has normal
crossings.

2.3. Let E be an elliptic curve over a discrete valuation field K. By refining
the computations of Lemma 2.31 and of Proposition 2.33, show that there
exists a separable extension L/K of degree at most 24 such that EL has
good reduction or multiplicative reduction.
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2.4. Let (E, o) be an elliptic curve over a field K. For any extension K ′/K, let
us consider the map

fK′ : E(K ′) → Pic0(EK′), x �→ OEK′ (x− o).

Show that fK′ is a group isomorphism and that its construction is com-
patible with base change. Deduce from this that E is isomorphic to its
Jacobian.

2.5. Let t : E ×S N ��� E ×S N be the birational map of Lemma 2.12(c), with
S local, OS,s complete, and k(s) separably closed.
(a) Let x ∈ N (S) be a section. Show that t|E×Sx can be identified with

the translation tx on E .
(b) Let x, x′ ∈ N (S) be such that xs 
= x′

s. Let us consider their graphs
Γtx

and Γtx′ in N ×S N . Let us suppose that Γtx
∩ Γtx′ 
= ∅. Show

that it is a closed subset of N ×S N , of codimension ≥ 2 (use the
regularity of N ×S N ), and that the first projection p : N ×S N → N
induces an isomorphism from Γtx ∩Γtx′ onto an irreducible component
of Ns. Deduce from this that Γtx ∩Γtx′ contains a rational point of Ns

(Proposition 3.2.20), and conclude with a contradiction.
(c) Let Us be a dense open subset of Ns. Show that the union of the

tx(Us), where x runs through the set N (S), is equal to Ns. Using
the method of the proof of Lemma 2.12(c), deduce from this that t is
defined everywhere even when k(s) is not perfect.

(d) Let us suppose that k(s) is perfect and that the reduction of E is of
type I1 or II. Show that the translation tx fixes the singular point of Es.
In particular, (b) is false if we consider the graphs of the translations
in E ×S E .

2.6. Let A be an Abelian variety over the function field K of a Dedekind scheme
S of dimension 1. Let A → S be its Néron model (of which we admit the
existence). Let A0 := ∪s∈SA0

s be the union of the identity components of
the fibers As (including the generic fiber).
(a) Show that there exist a non-empty open subscheme V of S and a

smooth projective scheme A′ → V with generic fiber isomorphic to A.
(b) Show that there exist a non-empty open subscheme U of V such that

A′
U � AU .

(c) Deduce from this that AU → U is smooth projective, with geometri-
cally connected fibers, and that A0 is an open subset and open group
subscheme in A. We call it the identity component of A.

2.7. Let T be an algebraic group over a field k. We say that T is a torus of
dimension 1 if there exists a finite extension k′/k such that Tk′ � Gm;k′ .
Let us suppose that dimT = 1 and that T is not isomorphic to Gm,k.
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(a) Show that T � P1
k \{q} as algebraic varieties, where q is a closed point

such that k(q) is separable of degree 2 over k. Show that there exists an
algebraic group isomorphism f : Tk(q) → Gm,k(q) (use Exercise 7.4.18).

(b) Let σ ∈ Gal(k(q)/k) be a generator. It canonically induces k-automor-
phisms of Tk(q) and of Gm,k(q) that we indifferently denote by σ. Let
us set g = σ−1fσf−1 : Gm,k(q) → Gm,k(q). Show that g is a k(q)-
automorphism, and that g 
= Id (otherwise f would be defined over
k).

(c) Show that g is the automorphism inv : z → z−1 on Gm. Deduce from
this that f induces an isomorphism of abstract groups

T (k) � {z ∈ k(q)∗ | σ(z)z = 1}.

(d) Let θ be a generator of k(q) over k and θ2+aθ+b = 0 its characteristic
polynomial over k. Show that T � Spec k[X, Y ]/(X2 +aXY +bY 2−1)
as an algebraic variety.

2.8. Give a new proof of the fact that the curve of Example 1.28 has potential
good reduction at 2.

2.9. Give an example of an elliptic curve over Q that has potential good reduc-
tion at every prime number p. Show that no elliptic curve can have potential
multiplicative reduction at every prime number.

10.3 Stable reduction of algebraic curves

When we are interested in the classification of smooth projective curves over a
field k, we are led to study the families of such curves. And, inevitably, families
appear that degenerate, that is to say that at least one member of the family
becomes a singular curve. This is the phenomenon of bad reduction cf. Section
10.1. Among the singular curves, the simplest ones are those whose singularities
are ordinary double points (Definition 7.5.13). These curves (with moreover a
combinatorial condition on the graph, see Definition 3.1 below) are called stable
curves. The introduction of these curves was first motivated by the study of the
moduli space of smooth curves (cf. the fundamental article [26]). But it turns
out that the notion is also very important in arithmetic geometry. It allows us
to have a better understanding of the different reductions of an algebraic curve.
The profound nature of the stable reduction resides in the representation of the
Galois group of the base field in the Tate module of the Jacobian of the curve.
This aspect will unfortunately not be developed here. It appears furtively in
Proposition 3.42. The reader can refer to [15], [26], [1].

10.3.1 Stable curves

In this subsection, the base scheme will, most of the time, be the spectrum of a
field.
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Definition 3.1. Let C be an algebraic curve over an algebraically closed field
k. We say that C is semi-stable if it is reduced, and if its singular points are
ordinary double points (Definition 7.5.13). We say that C is stable if, moreover,
the following conditions are verified:

(1) C is connected and projective, of arithmetic genus pa(C) ≥ 2.
(2) Let Γ be an irreducible component of C that is isomorphic to P1

k. Then
it intersects the other irreducible components at at least three points.

Definition 3.2. We say that a curve C over a field k is semi-stable (resp. stable)
if its extension Ck to the algebraic closure k of k is a semi-stable (resp. stable)
curve over k.

Example 3.3. A smooth curve over a field k is semi-stable. It is stable if it
is moreover geometrically connected and of genus ≥ 2. In Figure 45, we have
represented curves that are unions of projective lines over k (except Γ, which is
a rational curve with an ordinary double point) that meet at ordinary double
points. The curve on the left is semi-stable but not stable, while the one on the
right is stable.

Γ Γ

Figure 45. Semi-stable curve and stable curve.

Example 3.4. Let k be a field with char(k) 
= 2, p(x) ∈ k[x] a polynomial whose
roots in k are of order at most 2. Let U be the affine plane curve y2 = p(x). Then
U is semi-stable. Indeed, we can suppose k is algebraically closed. Let u ∈ U be
a closed point with coordinates (a, b). The Jacobian criterion shows that U is
smooth at u if p(a) 
= 0 or if a is a simple root of p(x). Let us suppose that a is
a double root. Then y2 = (x− a)2q(x) with q(a) 
= 0. Exercise 1.3.9 implies that
q(x) = h(x)2 with h(x) ∈ k[[x]]∗. We easily deduce from this that

ÔU,u � k[[x− a, y]]/(y − (x− a)h(x))(y + (x− a)h(x)) = k[[z, v]]/(zv)

with z = y − (x− a)h(x), v = y + (x− a)h(x). This shows that u is an ordinary
double point. We can also see this by computing the normalization of U . Indeed,
by writing p(x) = p1(x)p2(x)2 with p1(x) separable, it is easy to see that the
integral closure of OU (U) is k[x, w]/(w2−p1(x)), with w = y/p2(x). Note that if
p1(x) /∈ k, then U is irreducible, and that if p1(x) ∈ k, then U has two irreducible
components.

Example 3.5. Let us keep the hypotheses of Example 3.4 and let us suppose,
moreover, that p(x) is of degree d ≥ 5. Let V be the affine curve z2 = p(1/t)tr,
where r = d if d is even and r = d+1 otherwise. Then U and V can be glued along
Spec k[x, y, 1/x]/(y2 − p(x)) via the identification x = 1/t and y = t−r/2z. We
then obtain a projective curve D over k (because D is, in an evident manner, a
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degree 2-covering of P1
k) that is geometrically connected (because U is) and semi-

stable, by Example 3.4 (the points of D\U are smooth). Using Proposition 7.5.4,
we find that the arithmetic genus of D is (r − 2)/2 ≥ 2. Consequently, D is a
stable curve over k.

Example 3.6 (Stable curves of genus 2). Let k be an algebraically closed field.
Using Proposition 7.5.4, we easily see that there exist seven possible stable curves
of genus 2 over k, as represented in Figure 46. The integers indicate the genus
of the normalization of the component, and the non-marked components are
rational.

1

2

1

1 1

Figure 46. List of the stable curves of genus 2.

Proposition 3.7. Let C be a semi-stable curve over a field k.

(a) If C is regular, then it is smooth over k.
(b) Let us suppose C is singular at a point x. Let π : C′ → C be the nor-

malization morphism. Then for y ∈ π−1(x), k(x) and k(y) are separable
over k.

(c) Let x ∈ C be a singular point and let us suppose that the points of π−1(x)
are rational over k; then π−1(x) contains exactly two points y1, y2. Let
V be an affine open neighborhood of x such that Vsing = {x}. Then we
have

OC(V ) = {f ∈ OC′(π−1(V )) | f(y1) = f(y2)}, ÔC,x � k[[u, v]]/(uv).

(d) The curve C is an l.c.i. over k.

Proof (a) We can suppose C = SpecA affine, regular, and integral. We already
know that Cks is regular over the separable closure ks of k (Corollary 4.3.24).
We can therefore suppose that k is separably closed. By hypothesis, C is geo-
metrically reduced. Let B be the integral closure of A in K(C) ⊗k k. Then for
any b ∈ B, there exists a power q ≥ 1 of char(k) such that bq ∈ K(C). As bq is
integral over A, we have bq ∈ A. Consequently, if p is a prime ideal of A, then√

pB is a prime ideal of B. In other words, as Ck → C is a homeomorphism
(Proposition 3.2.7), the normalization morphism (Ck)

′ → Ck is bijective. As Ck
is semi-stable, and in particular its singular points are double points, (Ck)

′ → Ck
is an isomorphism.

(b) We can suppose k is separably closed, C = SpecA affine, and that x
is the unique singular point of C. Let x denote the point of Ck lying above
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x. By (a), x is the unique singular point of Ck. Let π : SpecB → SpecA and
SpecD → Spec(A⊗kk) be the normalization morphisms. Then A⊗kk ⊆ B⊗kk ⊆
D, and dimk D/(A ⊗k k) = 1 because Ck has a unique singular point that
is moreover an ordinary double point. As A 
= B, we deduce from this that
D = B ⊗k k, and therefore that dimk B/A = 1. In addition, SpecD → SpecB
is a homeomorphism, and hence π−1(x) contains exactly two points y1, y2. Let
m be the maximal ideal of A corresponding to the point x. We have B/A �
(B/m)/k(x) and surjective homomorphisms of k-vector spaces

(B/m)/k(x) → (B/mB)/k(x) → (k(y1)⊕ k(y2))/k(x).

This immediately implies that k(x) = k(y1) = k(y2) = k.
(c) As the points of π−1(x) are rational over k, x is also rational over k. The

projection morphisms C ′
k
→ C ′ and Ck → C are therefore bijections above the

points of π−1(x) and x, whence Cardπ−1(x) = 2. The other properties can be
shown as in Proposition 7.5.15.

(d) Let x ∈ C. Let us show that dimk(x) Ω1
C,x ⊗OC,x

k(x) ≤ 2. Let us first
suppose that k is algebraically closed. Let x ∈ C be a closed point. The tangent
space TC,x to C at x coincides with that of Spec ÔC,x. It follows from (c) that
dimk TC,x ≤ 2. Hence dimk(x) Ω1

C,x ⊗ k(x) ≤ 2 (Lemma 6.2.1). In the general
case, let k be the algebraic closure of k and x ∈ Ck a point lying above x. Then
we have Ω1

C
k
,x = Ω1

C,x ⊗OC,x
OC

k
,x (Propositions 5.1.14(a) and 6.1.24(a)). It

follows that

dimk(x) Ω1
C,x ⊗OC,x

k(x) = dimk(x) Ω1
C

k
,x ⊗OC

k
,x

k(x) ≤ 2.

By Lemma 6.2.4, C is locally a closed (hence principal) subscheme of a smooth
surface over k. Consequently C is an l.c.i. over k.

Let us note that a faster proof consists of saying that the property of being an
l.c.i. is invariant under faithfully flat morphisms (Remark 6.3.23), and it therefore
suffices to show that in the case when k is algebraically closed, Spec ÔC,x is an
l.c.i., which follows from (c). But the proof above gives a more precise result: C
is locally a curve on a smooth surface over k.

Definition 3.8. Let C be a semi-stable curve over a field k, let π : C ′ → C be
the normalization morphism, and x ∈ C a singular point. We will say that x is a
split ordinary double point (or simply that x is split) if the points of π−1(x) are
all rational over k. This implies that x is rational over k. Proposition 3.7(b) says
that every singular point becomes split over a finite separable extension of k.

Example 3.9. If C is the special fiber of the minimal Weierstrass model of an
elliptic curve E and if E has multiplicative reduction, then C is semi-stable.
Its singular point is a split ordinary double point if and only if E has split
multiplicative reduction.

Example 3.10. Let p(x) ∈ k[x] be as in Example 3.4. We can write p(x) =
p1(x)p2(x)2 with p1, p2 separable (in fact, p2(x) = gcd{p(x), p′(x)}). Then the
curve Spec k[x, y]/(y2−p(x)) has split ordinary double points if and only if p2(x)
has all of its roots in k and if p1(a) ∈ k2 for every root a of p2(x).
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Let x be a point on a curve C over a field. Let Z1, Z2 be two distinct irre-
ducible components passing through x. In what follows, we will say that Z1, Z2
meet transversally at x if we have the relation TC,x = TZ1,x⊕TZ2,x of the tangent
spaces.

Lemma 3.11. Let C be a semi-stable curve over a field k, x ∈ C a split ordinary
double point such that at least two irreducible components of C pass through
x. Then x belongs to exactly two irreducible components Z1, Z2. Moreover, they
are smooth at x and meet transversally at x.

Proof Let O′
C,x be the integral closure of OC,x, p1, . . . , pn (n ≥ 2) the minimal

prime ideals of OC,x. We have the inclusions

OC,x � ⊕1≤i≤nOC,x/pi ⊆ O′
C,x.

As dimk(x) O′
C,x/OC,x = 1 by Proposition 3.7(c), the second inclusion is an

equality. Let y1, y2 be the points of the normalization C ′ → C lying above x. Then
O′

C,x = OC′,y1 ⊕ OC′,y2 , which implies that n = 2, and that OC,x/pi = OC′,yi

(up to reordering). It follows that the Zi are regular, and hence smooth, at x

(since x is rational over k). Moreover, ÔC,x/(pi) � ÔC′,yi is integral, and hence
the pi generate minimal prime ideals in ÔC,x � k[[u, v]]/(uv). It follows that
ÔC,x/(p1, p2) � k[[u, v]]/(uv, u, v) = k, which implies that p1 + p2 is equal to
the maximal ideal of OC,x, and hence TC,x = TZ1,x + TZ2,x. It is a direct sum
because dimk(x) TC,x > 1.

Lemma 3.12. Let C be a semi-stable curve over a field k. Let π : C ′ → C be
the normalization morphism.

(a) We have an exact sequence

0 → π∗ωC′/k → ωC/k → F → 0, (3.23)

where F is a skyscraper sheaf with support equal to Csing and such that
Fx = k(x) for every x ∈ Csing.

(b) Let D be the divisor
∑

y∈π−1(Csing)[y] on C ′. Then

π∗ωC/k � ωC′/k(D). (3.24)

Proof As π is an isomorphism above the regular open subscheme Reg(C) of
C, π∗ωC/k � ωC′/k on π−1(Reg(C)). Hence the lemma is of local nature around
the singular points. We can suppose C = SpecA, C ′ = SpecB, and that C has
only one singular point x. By Lemma 6.4.26(b) and Exercise 6.4.9(a), we have

ωB/k = (ωA/k ⊗A B)⊗B I = ωA/k ⊗A I,

where I is the ideal {a ∈ A | aB ⊆ A} of A and of B. Let m be the maximal ideal
of A corresponding to the point x. Then I ⊆ m. Let k′/k be a finite extension such
that π−1(x) = {y1, y2} ⊂ C ′(k′). If f ∈ mB, then f(y1) = f(y2) = 0. It follows
from Proposition 3.7(c) that mB ⊆ A⊗k k′. In other words, (m(B/A))⊗k k′ = 0.
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Hence m(B/A) = 0 and m = I, which proves that

ωA/k/ωB/k � ωA/k ⊗A A/I � A/m = k(x),

whence exact sequence (3.23). As mB ⊆ A, we have mB = m. Hence B/I = B/m.
It remains to show that B/m = ⊕y∈π−1(x)k(y). As SpecB/m = C ′

x = π−1(x), it
suffices to show that C ′

x is reduced, or even that it is geometrically reduced. We
can therefore suppose k is algebraically closed. Now in that case, dimk B/A = 1
(Lemma 7.5.12(c)), and hence dimk B/m = 2 = Cardπ−1(x). This implies that
B/m = ⊕y∈π−1(x)k(y), and therefore that m = OC′(−D).

Corollary 3.13. Let C be a stable curve over a field k. Then the dualizing sheaf
ωC/k is ample.

Proof We can suppose k is algebraically closed because the formation of ωC/k

commutes with the base change k → k (Theorem 6.4.9(b)); likewise, the ample-
ness of a sheaf is invariant under this base change (Exercise 5.1.29).

Let Γ be an irreducible component of C and ρ : Γ′ → Γ the normalization
morphism. By restricting isomorphism (3.24) to Γ′, we obtain

ρ∗(ωC |Γ) � ωΓ′/k(E),

where E is the divisor
∑

y∈π−1(Csing)∩Γ′ [y] on Γ′. This implies that

deg ωC |Γ = deg ρ∗(ωC |Γ) = 2pa(Γ′)− 2 + Card(π−1(Csing) ∩ Γ′)

= 2pa(Γ)− 2 + Card({C \ Γ} ∩ Γ).

(Proposition 7.5.4). If pa(Γ) = 0, then, by hypothesis, {C \ Γ} ∩ Γ contains at
least three points, and hence deg ωC |Γ > 0. If pa(Γ) = 1, then {C \ Γ}∩Γ contains
at least one point, because otherwise C = Γ and C would be of genus 1. Hence
deg ωC |Γ > 0. Finally, if pa(Γ) ≥ 2, then the same inequality is trivially true.
Consequently, degωC |Γ > 0 for every irreducible component Γ, which proves
that ωC/k is ample (Proposition 7.5.5).

Definition 3.14. Let f : X → S be a morphism of finite type to a scheme S.
We say that f is semi-stable, or that X is a semi-stable curve over S, if f is flat
and if for any s ∈ S, the fiber Xs is a semi-stable curve over k(s). We say that
f is stable of genus g ≥ 2, or that X is a stable curve over S of genus g ≥ 2, if f
is proper, flat, with stable fibers of arithmetic genus g.

Proposition 3.15. Let f : X → S be a semi-stable curve over a scheme S.

(a) Let S′ → S be a morphism. Then X ×S S′ → S′ is semi-stable. If f is
stable, then the same holds for X ×S S′ → S′.

(b) If S is locally Noetherian, then X → S is an l.c.i.
(c) If S is a Dedekind scheme and if the generic fiber of X → S is normal,

then X is normal.
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Proof (a) results from the fact that flat (resp. proper) morphisms remain
flat (resp. proper) after base change (Propositions 4.3.3 and 3.3.16), and
from the definition of semi-stable and stable curves. (b) is a consequence of
Corollary 6.3.24 and of Proposition 3.7(d). Finally, (c) results from Lemma 4.1.18
because the fibers of f are reduced.

Remark 3.16. Let us suppose X → S is stable and S affine. Then ωX/S is
an ample sheaf on X by Corollary 3.13 and Remark 5.3.25. In particular, f is
projective. We can even show that ω⊗n

X/S is very ample for every n ≥ 3 ([26],
Corollary of Theorem 1.2).

Definition 3.17. Let C be a semi-stable connected projective curve over a field
k, with split ordinary double points, and irreducible components Γ1, . . . ,Γn. The
dual graph of C is the graph G whose vertices are the irreducible components of
C; and each ordinary double point x defines an edge whose end vertices corre-
spond to the irreducible components containing x (the two end vertices are equal
if x only belongs to one component). For example, Figure 47 represents the dual
graphs of the curves of Figure 45.

Figure 47. Dual graphs of semi-stable curves.

The following lemma is analogous to Proposition 1.51(b).

Lemma 3.18. Let C, G be as above. Let β(G) be the Betti number of G. Let
Γ′

i denote the normalization of Γi. Then we have

pa(C) = β(G) +
∑

1≤i≤n

pa(Γ′
i).

Proof Let π : C ′ → C be the normalization morphism. Then we have an exact
sequence

0 → OC → π∗OC′ → F → 0,

where F is a skyscraper sheaf with support equal to the set I of singular points
of C, and we have Fx = k(x) = k for every x ∈ I. Consequently,

1− pa(C) = χk(OC) = χk(O′
C)− Card I = n −

∑
1≤i≤n

pa(Γ′
i)− Card I,

whence the desired equality since β(G) = Card I − n + 1.

Remark 3.19. If k is algebraically closed, then β(G) is equal to the toric rank
of Pic0(C) (Lemma 7.5.18).

10.3.2 Stable reduction

Let us return to curves over a Dedekind domain. We will begin by studying the
formal structure of semi-stable curves over a Noetherian local ring.
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Lemma 3.20. Let ρ : (A,mA) → (B,mB) be a homomorphism of Noetherian
local rings that induces an isomorphism A/mA � B/mB , and u, v ∈ mB elements
such that uv ∈ mAB, and mB = uB + vB + mAB.

(a) There exist sequences (un)n≥0, (vn)n≥0, (εn)n≥0 with u0 = u, v0 = v,
un, vn ∈ mB , εn ∈ mA, such that

un+1 − un ∈ mn+1
A B, vn+1 − vn ∈ mn+1

A B, εn+1 − εn ∈ mn+1
A ,

and unvn − ρ(εn) ∈ mn+1
A B.

(b) There exist an α ∈ mA and a surjective homomorphism

ψ : Â[[x, y]]/(xy − α) → B̂

such that ψ(x)− u, ψ(y)− v ∈ mAB̂.
(c) Let us suppose B is flat over A and that (B/mAB)̂ �

(A/mA)[[w, z]]/(wz). Then ψ is an isomorphism.

Proof (a) For simplicity, we also denote the image ρ(a) of an element a ∈ A by
a. We are going to construct the sequences by induction on n. We therefore take
u0 = u, v0 = v, and ε0 = 0. Let us suppose that we have constructed un, vn, εn.
We have uB + vB ⊆ unB + vnB + mAB. Hence

mn+1
A B ⊆ ρ(mn+1

A ) + unmn+1
A B + vnmn+1

A B + mn+2
A B.

Let us write (unvn − εn) = δn+1 + unbn + vncn + dn as in this decomposition.
Then

(un − cn)(vn − bn) = (εn + δn+1) + (bncn + dn).

Let us set un+1 = un − cn, vn+1 = vn − bn, and εn+1 = εn + δn+1. It can then
immediately be seen that un+1, vn+1, εn+1 verify the required properties.

(b) For any n ≥ 0, let us consider the homomorphism

ϕn : A[x, y]/(mA, x, y)n → B/mn
B

that sends x, y respectively to the images of un, vn in B/mn
B . Let In be the

ideal (mA, x, y)n of A[x, y]. This induces a homomorphism of projective systems
(A[x, y]/In)n → (B/mn

B)n. As

mB = mAB + unB + vnB = mA + unA + vnA + m2
B ,

it can immediately be seen that the ϕn are surjective and that ϕn+1(In) =
mn

B/mn+1
B . This implies that the exact sequence of projective systems

0 → (Kerϕn)n → (A[x, y]/In)n → (B/mn
B)n → 0

verifies the conditions of Lemma 1.3.1, whence a surjective homomorphism ϕ :
Â[[x, y]] → B̂. Let α ∈ Â be the element induced by the sequence (εn)n. Then
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α ∈ lim←−n
(mA/mn

A) = mAÂ (Theorem 1.3.16(a)). We have ϕ(x)ϕ(y) = ϕ(α).

Hence ϕ induces a surjective homomorphism ψ : Â[[x, y]]/(xy − α) → B̂. By
construction, the image of ψ(x) − u in B/mn

B coincides with that of un − u0,
and hence belongs to (mAB + mn

B)/mn
B . Now lim←−n

((mAB + mn
B)/mn

B) = mAB̂

(Corollary 1.3.14), whence ψ(x) − u ∈ mAB̂. Likewise for ψ(y) − v. Finally, by
multiplying α by an element of the form 1 + δ, δ ∈ mAÂ, and by dividing y by
this same element, we reduce to α ∈ mA.

(c) By tensoring the exact sequence of Â-modules

0 → Kerψ → Â[[x, y]]/(xy − α) → B̂ → 0

by Â/mAÂ, and because B̂ is flat over Â, we obtain an exact sequence

0 → Kerψ/(mA Kerψ) → (A/mA)[[x, y]]/(xy) → (B/mAB)̂→ 0

(Proposition 1.2.6). Now the homomorphism on the right is not necessarily an
isomorphism, and hence Kerψ = mA Kerψ, which implies that Kerψ = 0.

Lemma 3.21. Let X be an integral flat curve over a discrete valuation ring OK

with residue field k. Let x ∈ Xs be a closed point such that X \{x} is regular. We
suppose that there exists a non-zero c ∈ OK with valuation e = ν(c) ≥ 1 such
that ÔX,x � ÔK [[u, v]]/(uv − c). Then we have a sequence of proper birational
morphisms

Xn → · · · → X1 → X0 = X

where Xi is normal, with a unique closed singular point xi, and where Xi+1 → Xi

is the blowing-up of Xi with (reduced) center xi. The sequence stops at n = [e/2],
and the fiber of Xn → X above x is a chain of e − 1 projective lines over k, of
multiplicity 1 in (Xn)s, that meet transversally at rational points. In particular,
e depends only on OX,x and not on the choice of u, v.

Proof Let Y = SpecOX,x and Z = Spec ÔX,x. As the desingularization is
local on X, we can replace X by Y , and x by the closed point y of Y . Let us
first compare the desingularization of Y to that of Z, without hypothesis on the
structure of OX,x.

Let f : Z → Y be the canonical morphism, ρ : Y1 → Y the blowing-up of
Y with center y. Then the base change ρ̂ : Z1 = Y1 ×Y Z → Z is the blowing-
up of Z with center its closed point z (Proposition 8.1.12(c)), and f induces
a canonical morphism f1 : Z1 → Y1. Moreover, f1 induces, by restriction, a
bijection ρ̂−1(z) → ρ−1(y). For any closed point z1 ∈ ρ̂−1(z), the canonical
homomorphism ÔY1,f(z1) → ÔZ1,z1 is an isomorphism (proof analogous to that
of Lemma 8.3.49(b)). If

Yn → · · · → Y1 → Y

is a sequence of blowing-ups of closed points in the special fibers, then we con-
struct, as above, a sequence

Zn → · · · → Z1 → Z (3.25)

of blowing-ups of closed points in the special fibers, the two sequences of mor-
phisms having the same fibers and Yi having the same formal completions at the
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closed points as Zi. Hence Yn is regular if and only if Z is regular. Conversely,
such a sequence on Z is always constructed in this way, from a sequence on Y
(proof analogous to that of Lemma 8.3.48).

By applying the result above with X = SpecOS,s[u, v]/(uv − c) and x the
point (0, 0) of Xs, we obtain a sequence of blowing-ups (3.25) with n = [e/2],
described by Example 8.3.53. Getting back to our original X (without changing
Z), and applying, once more, the comparison above, we obtain a desingular-
ization Yn → Y of Y whose fiber above y is a chain of e − 1 projective lines
represented by Figure 11, Section 8.3.

Corollary 3.22. Let X → S be a semi-stable curve over a Dedekind scheme S
of dimension 1. Let s ∈ S, x ∈ Xs be a singular point of Xs.

(a) There exists a Dedekind scheme S′, étale over S, such that any point
x′ ∈ X ′ := X ×S S′ lying above x, belonging to a fiber X ′

s′ , is a split
ordinary double point of X ′

s′ → Spec k(s′).
(b) Under the conditions of (a), we have an isomorphism

ÔX′,x′ � ÔS′,s′ [[u, v]]/(uv − c) (3.26)

for some c ∈ ms′OS′,s′ . If Xη is smooth, then c 
= 0.
(c) Let ex be the valuation of c for the normalized valuation of OS′,s′ . Then

ex is independent of the choice of S′, s′, and of x′.

Proof (a) By virtue of Proposition 3.7(c), there exists a finite separable exten-
sion k′ of k(s) such that the singular points of Xs ×Spec k(s) Spec k′ are split.
As in the proof of Corollary 5.3.17, there exists a discrete valuation ring OK′

that is étale over OS,s, with residue field k′. It can immediately be seen that
S′ = SpecOK′ verifies the desired properties.

(b) Let t′ be a uniformizing parameter for OS′,s′ . By Exercise 1.3.8 and
Proposition 3.7(c), we have isomorphisms

ÔX′,x′/(t′) � ÔX′
s′ ,x′ � ÔS′,s′ [[u, v]]/(uv, t) = k(s)[[u, v]]/(uv).

Lemma 3.20 then implies isomorphism (3.26). Let us suppose Xη is smooth; then
X ′ also has a smooth generic fiber. When passing to the completion of OS′,s′ , X ′

remains semi-stable with smooth generic fiber, and we do not change ÔX′,x′ . We
can therefore suppose OS′,s′ is complete, and hence excellent (Theorem 8.2.39).
As X ′ is normal, it follows that ÔX′,x′ is normal (Proposition 8.2.41), and hence
integral, which implies that c 
= 0.

(c) It is clear that ex remains unchanged if we replace S′ by an étale scheme
S′′ → S′ and x′ by a point x′′ ∈ X ′×S′ S′′ lying above x′. By Exercise 9.3.5, and
by restricting S if necessary, we can then suppose that S′ → S is finite Galois. In
that case, the Galois group G := Gal(K(S′)/K(S)) acts on X ′ and X ′/G � X
(because X ′ → S is projective). Moreover, G acts transitively on the set of points
x′ ∈ X ′ lying above x (Exercise 2.3.20(a)), and therefore induces isomorphisms
between the rings OX′,x′ , which immediately implies that ex is independent of
the choice of the point x′.
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Definition 3.23. Let X → S be a semi-stable curve over a Dedekind scheme S
of dimension 1, with smooth generic fiber. Let x be a singular point of a closed
fiber Xs. The integer ex ≥ 1 defined in the corollary above is called the thickness
of x in X.

Example 3.24. Let E be an elliptic curve over a discrete valuation field K,
with multiplicative reduction. Hence the reduction of E is of type In or In,2 with
n ≥ 1. Let W be the minimal Weierstrass model of E over SpecOK . Then the
thickness of the singular point of Ws is equal to n. Indeed, by definition we can
make an étale extension to reduce the computation of the case In,2 (non-split
multiplicative reduction) to the case In (split multiplicative reduction). Now in
the split case, the thickness can be computed with the minimal desingularization
as in the corollary above.

Corollary 3.25. Let X → S be a semi-stable projective curve over a Dedekind
scheme of dimension 1, with smooth generic fiber Xη. Let π : X ′ → X be the
minimal desingularization, x ∈ Xs a split ordinary double point, of thickness e
in X. Then π−1(x) is made up of a chain of e− 1 projective lines over k(s) that
meet transversally at rational points. These lines are of multiplicity 1 in X ′

s, and
have self-intersection −2 in X ′. See Figure 48.

x
(x)π 1

Figure 48. Minimal desingularization of an ordinary double point.

Proof By Lemma 3.21, we have a desingularization X ′ → X whose fiber above
x is a chain of e − 1 projective lines over k(s) represented by Figure 48. As
these lines have self-intersection −2 (Proposition 9.1.21(b)), X ′ → X is indeed
a minimal desingularization (Proposition 9.3.32).

Remark 3.26. As desingularization is a local process on X, the X → S projec-
tive hypothesis is not necessary at all. We have added this hypothesis to be able to
talk about the self-intersection and to use Castelnuovo’s criterion. However, the
result stays valid without X → S being projective. We just need to define the self-
intersection of a divisor Γ in π−1(x) as being the number Γ2 := degk(s) OX′(Γ)|Γ.

Definition 3.27. Let S be a Dedekind scheme of dimension 1. Let C be a
smooth projective curve over K(S). We say that C has semi-stable reduction
(resp. stable reduction) at s ∈ S if there exists a model C of C over SpecOS,s

that is semi-stable (resp. stable) over SpecOS,s. The special fiber Cs of a stable
model over SpecOS,s is called the stable reduction of C at s. We will see below
(Theorem 3.34) that the stable model (and therefore the stable reduction) is
unique.

We say that C has semi-stable (resp. stable) reduction over S if the property
is true for every s ∈ S. A model C of C over S is called a stable model if C → S
is a stable curve.
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Example 3.28. If C has good reduction at s, then it has stable (and a fortiori
semi-stable) reduction at s.

Example 3.29. Let C be a hyperelliptic curve over a discrete valuation field
K, defined by an affine equation y2 = P (x), and of genus g ≥ 2. Let us moreover
suppose that the residue field k of OK is of characteristic different from 2, that
P (x) is monic, with coefficients in OK , and that its image p(x) ∈ k[x] only has
roots (in k) of order at most 2. Then C has stable reduction, and its stable
reduction is the curve D of Example 3.5. Indeed, the stable model of C over
OK is the union of the affine open subschemes SpecOK [x, y]/(y2 − P (x)) and
SpecOK [t, z]/(z2 − P (1/w)wr), where r is defined in Example 3.5.

Lemma 3.30. Let S be a Dedekind scheme of dimension 1, C a smooth pro-
jective curve over K(S), C → S a model of C. Let S′ be a Dedekind scheme of
dimension 1 endowed with a surjective morphism S′ → S.

(a) Let us suppose that C ×S S′ → S′ is semi-stable (resp. stable). Then
C → S is semi-stable (resp. stable).

(b) Let D be a model of C over S such that there exists an isomorphism
D ×S S′ � C ×S S′. Then the isomorphism comes from an isomorphism
D � C over S.

Proof (a) If we have C ×S S′ semi-stable over S′, as S′ → S is surjective, this
clearly implies that C → S is semi-stable. If C ×S S′ is stable, then g ≥ 2. The
same holds for C → SpecK(S). We easily deduce from this that C is stable.

(b) Let Γ be the graph of the birational map D ��� C. Then the projection
morphism p : Γ → C becomes an isomorphism over S′. Hence p is birational, pro-
jective, and quasi-finite, and as C is normal, p is an isomorphism (Corollary 4.4.6).
We deduce from this thatD ��� C is defined everywhere. By symmetry, its inverse
is also defined everywhere. Consequently, D → C is an isomorphism.

Lemma 3.31. Let C be as in Lemma 3.30 and C → S a semi-stable model of
C over S. Let s be a closed point of S. Let us suppose that k(s) is separably
closed. Let ∆1, . . . ,∆m be irreducible components of Cs verifying the following
conditions:

(i) ∆i � P1
k(s);

(ii) ∆i ∩∆j = ∅ if |i− j| ≥ 2 and ∆i ∩∆i+1 is reduced to a point;
(iii) the union ∪i∆i meets the other irreducible components of Cs at at most

two points, and these points belong to ∆1 ∪∆m.

In other words, the ∆i form a chain of the P1
k(s) that meet the other irreducible

components at at most two points of the outer components ∆1,∆m. Let us
suppose that there exists a contraction morphism f : C → D of the components
∆1, . . . ,∆m. Then D → S is semi-stable.

Proof We can suppose S is local. Let us note that the intersection points
are all rational over k(s) (Proposition 3.7(b)). Let r ∈ {1, 2} be the number
of intersection points of ∪i∆i with the other irreducible components of Cs. Let
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π : Es → Ds be the finite birational morphism that consists of replacing the point
f(∪i∆i) by a point that is regular if r = 1, and that is an ordinary double point
if r = 2 (see the construction before Lemma 7.5.12). Then Es is semi-stable,
and its irreducible components are birational to the irreducible components of
Cs that are not contracted by f . We are going to show that π is an isomorphism,
which will prove the lemma.

The dual graph of Es (Definition 3.17) is obtained by suitably deleting m
vertices and m edges in the dual graph of Cs. See Figure 49 for the different
possibilities (the solid vertices correspond to the components ∆i). Looking at
this figure, it becomes apparent that the dual graph of Es has the same number
of connected components and the same Betti number as the dual graph of Cs.
By applying Lemma 3.18 to the connected components of these two curves, we
obtain pa(Es) = pa(Cs). It follows from Proposition 5.3.28 that

pa(Es) = pa(Cs) = pa(C) = pa(Ds).

By Lemma 7.5.18(a), π is an isomorphism.

To study schemes over a discrete valuation ring, we sometimes need to do
base changes that are not morphisms of finite type. In the two following lemmas,
we are interested in this type of situation.

Figure 49. Dual graphs of Cs and of Es.

Lemma 3.32. Let OK be a discrete valuation ring, with field of fractions K and
residue field k, and with uniformizing parameter t. Let k′ be a (not necessarily
finite) algebraic extension of k. Then there exists a discrete valuation ring OL

that dominates OK , with residue field k′, ramification index eOL/OK
= 1, and

such that L is separable algebraic over K. (See also [41], III.0.10.3.1, for the case
of arbitrary Noetherian local rings).

Proof Let Ks be the separable closure of K. Let us consider the set F of discrete
valuation rings OF dominating OK such that F ⊆ Ks, eOF /OK

= 1, and that
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the residue field of OF is contained in k′. This set is non-empty and stable under
reunion of ascending sequences. By Zorn’s lemma, it therefore admits a maximal
element OL. It remains to show that the residue field l of OL is equal to k′. Let
us suppose the contrary. Then there exists an α ∈ k′ \ l. Let P (T ) ∈ OL[T ] be
a monic polynomial whose image in l[T ] is the minimal polynomial of α over l.
Then P (T ) is irreducible in K[T ] and A := OL[T ]/(P (T )) is a finite normal OL-
algebra (Lemma 4.1.18) that is local because A ⊗OL

l is a field. It is therefore
a discrete valuation ring, with residue field k′[α], and we have A ∈ F , which
contradicts the maximality hypothesis on OL.

Lemma 3.33. Let OK be a discrete valuation ring with residue field k, and
let OL be a discrete valuation ring that dominates OK , with field of fractions L
algebraic over K. Then the following properties are true.

(a) For any projective scheme X → SpecOL, there exist a discrete valuation
subring OK′ of OL with K ′ finite over K, and a projective scheme X ′ →
SpecOK′ such that X � X ′ ×Spec OK′ SpecOL.

(b) Let us moreover suppose that L is separable over K, that eOL/OK
= 1,

and that its residue field is separable algebraic over k. Let C be a smooth
projective curve over OK . Then the formation of the minimal regular
model and of the canonical model of C over OK (if they exist) commutes
with the base change SpecOL → SpecOK .

Proof (a) The scheme X is defined by a homogeneous OL-algebra

OL[T0, . . . , Tn]/(F1, . . . , Fm).

Let A be the sub-OK-algebra of OL generated by the coefficients of the polyno-
mials Fi; then the Fi define a projective scheme Y over A such that YOL

� X.
Let K ′ = Frac(A), OK′ := OL∩K ′ ⊇ A, and X ′ = Y ×Spec A SpecOK′ . Then K ′

is finite over K, OK′ is a discrete valuation ring, and X � X ′×Spec OK′ SpecOL,
which shows (a).

(b) Under the hypotheses on OL, any OK′ as in (a) is étale over OK . By
(a), any model of CL over OL is defined over an OK′ that is étale over OK . The
lemma then results from Proposition 1.17.

Theorem 3.34. Let S be an affine Dedekind scheme of dimension 1. Let C be
a smooth projective curve over K = K(S), of genus g ≥ 1. Let us suppose that
C has semi-stable reduction over S.

(a) The minimal regular model Cmin of C over S is semi-stable over S.
(b) Let us suppose g ≥ 2 and that C is geometrically connected over K.

Then the canonical model Ccan of C over S is a stable curve over S, and
it is the unique stable model of C over S.

(c) The curve C admits a semi-stable model over S. If C has stable reduction
over S, then it admits a stable model over S.

Proof (c) is an immediate consequence of (a), (b), and of the existence of the
models Cmin, Ccan (Propositions 1.8 and 9.4.20). For the proof of (a) and (b),
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we can suppose S is local. Hence C admits a semi-stable model C → S (we
will suppose C is stable in the proof of uniqueness in (b)). By Lemmas 3.30
and 3.33, we can suppose that k(s) is separably closed. This implies that for
any semi-stable curve over k(s), the singular points are split and the irreducible
components are geometrically integral. In particular, any irreducible component
isomorphic to a line P1

k′ is isomorphic to P1
k(s).

(a) Let C′ → C be the minimal desingularization of C. By Corollary 3.25,
C′ is semi-stable. We can therefore suppose that C itself is already regular. By
definition, there exists a morphism of models π : C → Cmin. Let x ∈ Cmin be a
point such that dimπ−1(x) = 1. Using the characterization of the exceptional
divisors (Castelnuovo’s criterion) and Proposition 9.1.21(b), we see that π−1(x)
is a chain of the P1

k(s) that meet the other irreducible components at a point
on an outer component of the chain. It follows from Lemma 3.31 that Cmin is
semi-stable.

(b) By (a), Cmin is semi-stable. Let ρ : Cmin → Ccan be the canonical mor-
phism. By Corollary 8.3.6, (Cmin)s is geometrically connected over k(s). Hence
so is (Ccan)s. Let us show that Ccan is semi-stable. Let x ∈ Ccan be a point such
that dim ρ−1(x) = 1. By the definition of ρ (9.4.21) and Proposition 9.4.8, the
irreducible components of ρ−1(x) are the P1

k(s) with self-intersection −2. Using
Proposition 9.1.21(b), we see that ρ−1(x) is a chain of projective lines that meet
the other components of (Cmin)s at two points distributed between the outer
components. It follows from Lemma 3.31 that Ccan is semi-stable.

Let us now show that Ccan → S is stable. This comes down to saying that
Z := (Ccan)s is stable over k(s). Let ∆ be an irreducible component of Z that is
isomorphic to P1

k(s). Let us suppose that ∆ meets the other components at one

or two points, a corollary 3.25 shows that the strict transform ∆̃ of ∆ in Cmin
is a projective line that meets the other components at at most two points (in
fact exactly two, because otherwise it would be an exceptional divisor); hence
∆̃2 = −2 and ∆̃ is contracted to one point by ρ, a contradiction. As the singular
points of Z are split, it is clear that Z

k(s) is stable, whence Z is stable.
It remains to show that any stable model C of C over S is isomorphic to

Ccan. Let C′ → C be the minimal desingularization. Using the description given
in Corollary 3.25, we immediately see that C′ � Cmin, and that the morphism
Cmin → C consists of the contraction of the P1

k(s) with self-intersection −2 in
Cmin, which proves that C � Ccan.

Example 3.35. Let E be an elliptic curve over K(S). It follows from
Theorem 3.34 that E has semi-stable reduction at a point s ∈ S if and
only if it has good reduction or multiplicative reduction at s (in the sense of
Definition 2.2).

Corollary 3.36. Let S be a Dedekind scheme of dimension 1, C a smooth pro-
jective curve over K(S) with pa(C) ≥ 1, and S′ a Dedekind scheme of dimension 1
that dominates S. Let K ′ = K(S′).
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(a) If C has semi-stable (resp. stable) reduction over S, then CK′ has semi-
stable (resp. stable) reduction over S′. If C is a semi-stable (resp. stable)
model of C over S, then C ×S S′ is a semi-stable (resp. stable) model of
CK′ over S′.

(b) Let Cs be the stable reduction (of which we suppose the existence) of C
at a point s ∈ S. Let s′ ∈ S′ lie above s. Then the stable reduction of
CK′ at s′ is isomorphic to Cs ×Spec k(s) Spec k(s′).

(c) Let us moreover suppose either that S′ → S is étale surjective, or
that S = SpecOK is local and S′ = Spec ÔK or S′ = SpecOL as in
Lemma 3.33(b). If CK′ has semi-stable (resp. stable) reduction over S′,
then C has semi-stable (resp. stable) reduction over S.

Proof (a) is an immediate consequence of Proposition 3.15(a), and (b) results
from (a). Let us show (c). We know that Cmin ×S S′ is the minimal regular
model of CK(S′) over S′ (Proposition 1.17, Lemma 3.33), and it is semi-stable
by Theorem 3.34(a). Hence Cmin is semi-stable (Lemma 3.30(a)).

Corollary 3.37. Let S be a Dedekind scheme of dimension 1. Let C be a smooth
projective curve over K = K(S), admitting a stable model C over S. Then any
K-automorphism of C extends uniquely to an S-automorphism of C.

Proof As in Proposition 1.16, the existence of the extension comes from
the uniqueness of the stable model. But let us explain this in more detail.
By definition, a stable model C comes with an isomorphism f : CK � C.
Let σ : C → C be a K-automorphism. Then we have at our disposal two
stable models (C, f) and (C, σ−1f) of C over S. The uniqueness of the sta-
ble model can now be worded as saying that the birational map of models
f−1σf : (C, f) ��� (C, σ−1f) is an automorphism τ : C → C. This automor-
phism extends σ in the sense that τK makes the following diagram commutative

CK �τK

�
f

CK

�
f

C �σ C

The extension is unique because C is separated (Proposition 3.3.11).

Proposition 3.38. Let X → S be a stable curve over a Dedekind scheme S,
with smooth generic fiber. Then for any s ∈ S, the canonical map Aut(Xη) →
Aut(Xs) is injective.

Proof We can suppose S is local. Let S′ be the spectrum of a discrete val-
uation ring OK′ with algebraically closed residue field that dominates OS,s

(Lemma 3.32). It suffices to show the proposition for XS′ → S′ (Exercise 5.2.13).
We can therefore suppose that k(s) is already algebraically closed.

Let σ ∈ Aut(Xη). By Corollary 3.37, it acts on X, and it has finite order (see
the references in Exercise 7.4.6(c)). Let us suppose that it acts trivially on Xs.
Let us set W = X/〈σ〉. As σ acts transitively on the fibers of X → W , it follows
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that Xs → Ws is a bijective map. As k(s) is algebraically closed, this implies
that Xs → Ws is purely inseparable (Exercise 5.3.7(b)). Let Γ be an irreducible
component of Xs and ∆ its image in Ws. Then the morphism between the
normalizations Γ′ → ∆′ is purely inseparable, and hence bijective. Consequently,
the image of an ordinary double point of Xs is a double point w ∈ Ws (i.e., there
exist two points lying above w in the normalization of W ′

s). Let Y be the semi-
stable curve over k(s) associated to Ws (Definition 7.5.13). Then pa(Xs) = pa(Y )
and pa(Y ) ≤ pa(Ws), which implies that 2 ≤ pa(Xη) ≤ pa(Wη). By applying
Hurwitz’s formula to the finite separable morphism Xη → Wη that is of degree
the order of σ, we obtain that σ = 1.

Remark 3.39. Let X → S be a stable curve over a scheme S. We can show
that there exists a finite unramified S-scheme A such that we have a bijection

AutT (XT ) � MorS(T,A)

for every S-scheme T , compatible with morphisms T ′ → T of S-schemes in the
natural sense. See [26], Theorem 1.11. We say that the functor T �→ AutT (XT )
is representable by the scheme A. It is easy to show that the fact that A is finite
and unramified implies Proposition 3.38.

10.3.3 Some sufficient conditions for the existence
of the stable model

Corollary 7.5.24 characterizes curves with ordinary multiple singularities by the
vanishing of the unipotent rank. We are going to apply this result to obtain the
stable reduction.

Lemma 3.40. Let f : X → Y be a birational morphism of arithmetic surfaces
over a discrete valuation ring OK with algebraically closed residue field k. Then
Xs and Ys have the same Abelian (resp. toric) rank. Moreover, if the gcd of
the multiplicities of the irreducible components of Xs is equal to 1, then the
unipotent rank is also the same for Xs and Ys.

Proof We can suppose that f is the blowing-up of a closed point y ∈ Ys

(Theorem 9.2.2). Let E ⊂ Xs be the exceptional divisor. As this curve is rational,
we immediately deduce from this that the Abelian rank is invariant. Let my be
the number of points lying above y in the normalization of (Ys)red, and x1, . . . , xr

be the points of f−1(y) belonging to the strict transform of Ys. Taking into
account the fact that E is normal, it is easy to establish that my =

∑
i(mxi −1).

It follows from Lemma 7.5.18 that Pic0(Xs) and Pic0(Ys) have the same toric
rank. Finally, if the hypothesis on the gcd of the multiplicities is verified for Xs,
then it is also verified for Ys (Exercise 9.2.9(c)). It follows that

dimk H1(Xs,OXs
) = pa(Xη) = pa(Yη) = dimk H1(Ys,OYs

),

whence the invariance of the unipotent rank since the sum of the Abelian, toric,
and unipotent ranks of a projective curve over k is equal to dimk H1(C,OC).
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Remark 3.41. The hypothesis on the gcd of the multiplicities is not necessary.
Indeed, using the Leray spectral sequence, we can show that there exists an
isomorphism H1(Y,OY ) � H1(X,OX) (see the proof of [15], Theorem 9.7.1),
which implies an isomorphism H1(Ys,OYs

) � H1(Xs,OXs
) (Exercise 5.3.13(b)).

Proposition 3.42. Let S be the spectrum of a discrete valuation ring with
algebraically closed residue field k. Let X → S be an arithmetic surface such that
Xs is connected, that the gcd of the multiplicities of the irreducible components
of Xs is equal to 1, and that Xs has unipotent rank zero. Then the following
properties are true.

(a) The curve (Xs)red is semi-stable.
(b) Let us suppose pa(Xη) ≥ 1. Then the minimal regular model of X is

semi-stable.

Proof Let Z0 = (Xs)red. If C is a projective curve over k, we will write
h1(OC) = dimk H1(C,OC).

(a) Let Y be the reduced projective curve with ordinary multiple singularities
associated to Z0 (Definition 7.5.13). Then the unipotent rank u of Pic0(Xs) is
the sum of two terms that are positive or zero

u = (h1(OXs
)− h1(OZ0)) + (h1(OZ0)− h1(OY )) (3.27)

(see formula (5.23) of the proof of Theorem 7.5.19). Let π : Y → Z0 denote the
birational morphism. We have h1(OZ0) = h1(OY ). It follows from Lemma 7.5.18
that π is an isomorphism, and therefore that Z0 has ordinary multiple singular-
ities. As X is regular of dimension 2, we have dimk(x) TZ0,x ≤ dimk(x) TX,x ≤ 2
for any x ∈ Xs. Therefore the singular points of Z0 are ordinary double points
(Proposition 7.5.15).

(b) Let us suppose that Xs is not reduced. Let us show that there exists an
exceptional divisor E on X that is of multiplicity ≥ 2. With Lemma 3.40, this
will imply that the minimal model is semi-stable. The proof of Corollary 9.1.24
gives a chain of divisors Z0 < Z1 < · · · < Zr+1 = Xs such that Zi+1 − Zi is a
prime divisor ∆i, that ∆i · Zi > 0, and that H0(Zi,OZi

) = H0(Z0,OZ0) = k
(see also Exercise 9.1.14). As h1(OZi+1) ≥ h1(OZi

), equality (3.27) implies that
h1(OXs

) = h1(OZr
). The exact sequence

0 → OX(−Zr)|∆r → OXs → OZr → 0 (3.28)

(see exact sequence (1.2) of Section 9.1) and equality (3.27) imply that

0 = χ(OXs
)− χ(OZr

) = χ(OX(−Zr)|∆r
) = −Zr ·∆r + 1− pa(∆r).

Consequently, pa(∆r) = 0 and ∆2
r = −∆r ·Zr = −1. Hence ∆r is an exceptional

divisor. Moreover, 2∆r ≤ Zr+∆r ≤ Xs; hence ∆r has multiplicity ≥ 2 in Xs.

Remark 3.43. Using Remark 3.41, the method above allows us to show
Proposition 3.42 without hypothesis on the gcd of the multiplicities.
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When we want to compute the stable reduction of a curve given by explicit
equations, it can occur that the computation is easier to do with affine mod-
els. We are going to give here a generalization of Corollary 1.25. The following
proposition says that if we have the semi-stable reduction of certain pieces of
C, and if these pieces are sufficiently large, then they glue to give a semi-stable
reduction of C.

For any reduced curve U over a field k, we let Û denote the projective curve
obtained by adding regular points to U , as in Exercise 4.1.17. We will temporarily
say that a semi-stable (not necessarily projective) curve U over k is quasi-stable
if Uk does not contain any rational irreducible component (i.e., isomorphic to an
open subscheme of P1

k
) that meets the other components in at most one point, nor

any rational irreducible projective component that meets the other components
at exactly two points. This implies that the connected components of Ûk have
arithmetic genus pa ≥ 1.

Proposition 3.44. Let OK be a discrete valuation ring with perfect residue field
k. Let C be a smooth, projective, geometrically connected curve over K, of genus
g(C) ≥ 2. Let W 0

1 , . . . , W 0
m be flat quasi-projective schemes over S = SpecOK ,

such that W 0
i,η is isomorphic to an open subscheme of C. We make the following

hypotheses:

(i) For every i ≤ m, the curve Ui := W 0
i,s is semi-stable over k with

∑
1≤i≤m

pa(Ûi) ≥ pa(C).

(ii) The valuations of K(C) induced by the generic points of the Ui are
pairwise non-equivalent.

Then C has stable reduction over S. Moreover, if the Ui are quasi-stable, then
the disjoint union of the Ui is isomorphic to an open subscheme of the stable
reduction (Ccan)s, and Ûi is isomorphic to the Zariski closure of Ui in (Ccan)s.

Proof The proof is done in several steps.
(1) Some simplifications. Using Lemmas 3.32–33, we reduce to the case when

k is algebraically closed. With Corollary 3.36, we reduce to OK complete. With-
out changing the condition on pa(Ûi), we can remove the rational irreducible
components of Ui that meet the other irreducible components of Ui at at most
one point. Each W 0

i is an open subscheme of a model Wi of C over S. By contrac-
tion of the irreducible components of Wi,s that do not meet Ui (Theorem 8.3.36),
and of the irreducible components of Ui that are isomorphic to P1

k and meet the
other irreducible components of Ui at two points (the proof of Lemma 3.31 says
that these components are contracted to ordinary double points), we can sup-
pose that Ui is dense in Wi,s and that Ui is quasi-stable. Finally, adding (a finite
number of) semi-stable points to Ui if necessary (which increases pa(Ûi)), and
contracting the P1

k in the new Ui, we can suppose that every semi-stable point
of Wi,s belongs to Ui.
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(2) Construction of a model that contains the disjoint union of the Ui. Let
W0 be the closure of the diagonal of Cm in W1 ×S W2 ×S · · · ×S Wm. Let us
consider the normalization W → W0 of W0. Then W is the smallest model of
C over S that dominates the Wi (this is a consequence of Theorem 8.3.20). Let
pi : W → Wi denote the canonical birational morphism and ∆i ⊂ Ws the strict
transform of Wi,s. By the minimality of W , we have Ws = ∪i∆i. In particular,
the irreducible components of Ws have multiplicity 1, and hence Ws is reduced
(Exercise 8.3.3). We are going to show that pi is an isomorphism above Ui. The
condition that

∑
i pa(Ûi) ≥ pa(C) will not be used.

We can suppose that m = 2 (reason by induction with U1 and ∪i≥2Ui in the
general case). Let x ∈ U1 be a point above which p1 is not an isomorphism. Then
p−1

1 (x) is a reduced connected curve (Proposition 8.3.22) contained in ∆2, and
therefore equal to a connected component ∆20 of ∆2. By Lemma 3.45 applied
to X = W and E = ∆20, we have pa(∆20) = 0, and F := ∆20 ∩ ∆1 contains
at most two points. The first condition implies that ∆20 has ordinary multiple
singularities (Corollary 7.5.24) and is a union of projective lines. The morphism
p2 induces an isomorphism

p2 : Ws \∆1 → W2,s \ p2(∆1)

because it is finite birational. Let V2 = p2(∆20 \ F ) � ∆20 \ F . As ∆20 \ F
is open in Ws \ ∆1, V2 is open in W2,s \ p2(F ), and hence open in W2,s. If
V2 has at least three irreducible components, then it is easy to see that the
condition pa(∆20) = 0 implies that there exists an irreducible component Γ of
V2 that meets the other components of W2,s at at most one point. As Γ ∩ U2
is an irreducible rational component of U2, this contradicts the U2 quasi-stable
hypothesis. Hence V2 has at most two irreducible components, it is therefore semi-
stable, and consequently contained in U2. As p2(∆20) meets the other irreducible
components of W2,s at p2(F ), and hence at at most two points, we easily see that
this again contradicts the U2 quasi-stable hypothesis. We have therefore shown
that p−1

i (Ui) → Ui is an isomorphism for every i ≤ m. As pi(Uj) is finite if j 
= i,
we have p−1

i (Ui) ∩ p−1
j (Uj) = ∅ if i 
= j.

(3) Existence of the stable reduction. Let p : C → W be the minimal desin-
gularization with normal crossings (Corollary 8.3.51 and Proposition 9.3.36).
Let Zi be the Zariski closure of p−1(p−1

i (Ui)) in C, endowed with the reduced
structure. For any double point x ∈ p−1

i (Ui), p−1(x) is a point or a chain of
projective lines that meet the other irreducible components of Cs at two points
(Corollary 3.25). We then easily see that pa(Zi) = pa(Ûi). As Zi is semi-stable,
we have the relation pa(Zi) = a(Zi) + t(Zi) with the Abelian and toric ranks of
Zi. By Exercise 7.5.10, we have

a(Cs) + t(Cs) ≥
∑

1≤i≤m

(
a(Zi) + t(Zi)

)
≥ pa(C) = dimk H1(Cs,OCs

)

(the last equality comes from Corollary 9.1.24 and from the fact that Cs has
irreducible components of multiplicity 1). It follows that the unipotent rank
of Cs is zero (Definition 7.5.21), and therefore that C has stable reduction, by
Proposition 3.42 and Theorem 3.34(b).
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(4) End of the proof. We can show that ∪ip
−1
i (Ui) ⊆ Ws is an open subscheme

of the stable reduction of C. Since it is semi-stable, it suffices to show that W
is dominated by the canonical (hence stable, by Theorem 3.34) model Ccan of C
over S. For any regular model C that dominates W , the hypothesis that the Ui

are quasi-stable implies that no irreducible component of the strict transform of
∆i in C is a projective line with self-intersection −1 or −2. Hence the minimal
regular model Cmin, as well as the canonical model Ccan, dominate W .

Let ∆′
i be the strict transform of ∆i in Ccan. As p−1

i (Ui) is isomorphic to a
dense open subscheme of ∆′

i, we have a birational morphism Ûi → ∆′
i. We then

have pa(∆′
i) ≥ pa(Ûi). The same reasoning as in (3) implies that pa(∆′

i) = pa(Ûi),
and therefore that Ûi → ∆′

i is an isomorphism.

Lemma 3.45. Let OK be a discrete valuation ring with algebraically closed
residue field k. Let X → SpecOK be a normal fibered surface, with Xs reduced
and connected, f : X → Y a contraction morphism of a reduced connected curve
E ⊆ Xs, and y = f(E). Let us suppose that Ys is semi-stable at y. Let Y ′

s denote
the strict transform of Ys in X and r the cardinal of E∩Y ′

s . Then we have r ≤ 2,
and pa(E) = 0.

Proof Let us consider the birational morphism π : Y ′
s → Ys. It is an iso-

morphism outside of y. We have E ∩ Y ′
s = E ∩ f−1(y) = π−1(y). Above

y, π is either an isomorphism, or the normalization of y. Hence r ≤ 2. As
pa(Ys) = pa(Yη) = pa(Xη), this immediately implies the equality

pa(Y ′
s ) = pa(Xη)− r + 1. (3.29)

We have an exact sequence

0 → OXs → OE ⊕OY ′
s
→ F → 0

where F is a skyscraper sheaf whose support is equal to E ∩ Y ′
s . It follows that

pa(Xs) = pa(E) + pa(Y ′
s ) + dimk H0(Xs,F)− 1 ≥ pa(E) + pa(Xη).

Now pa(Xs) = pa(Xη), and hence pa(E) = 0.

Example 3.46. Let us once more take the hyperelliptic curve C of Exam-
ple 1.30, defined by a polynomial P (x) = (x3 + ax + b)(x2g−1 + tcx + td) with
(4a3 + 27b2)b ∈ O∗

K . Let us moreover suppose that k is perfect, of characteristic
char(k) prime to g − 1, and that c = t4g−5c2, d = t4g−3d2 with c2 ∈ O∗

K and
d2 ∈ OK . We have an affine scheme W 0

1 := SpecOK [x, y, 1/x]/(y2−P (x)) whose
special fiber U1 is smooth, with pa(Û1) = 1. We have another affine scheme

W 0
2 = SpecOK [x2, y2]/(y2

2 − (t6x3
2 + at2x2 + b)(x2g−1

2 + c2x2 + d2)),

with x2 = t−2x, y2 = t−(2g−1)y. Its generic fiber is an open subscheme of C, and
its special fiber

U2 = Spec k[x2, y2]/(y2
2 − (x2g−1

2 + c̃2x2 + d̃2)),

where c̃2 and d̃2 are the images of c2, d2 in k, is semi-stable because X2g−1 +
c2X + d2 has at most double roots in k. We have pa(Û2) = g− 1. It follows from
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Proposition 3.44 that C has stable reduction over OK , and that the special fiber
of the stable model is the union of Û1 and of Û2. These two components meet at
the unique point {q} = Û2\U2. Finally, Û2 is smooth if disc(X2g−1+c2X+d2) ∈
O∗

K , otherwise it has a unique ordinary double point that is rational over k.

U U1 2

q

Example 3.47. Let OK be a discrete valuation ring, with residue field k of
characteristic char(k) 
= 3 and containing the third roots of unity. Let C be the
normal projective curve over K with field of functions defined by the equation

y3 = (x3 + at3n)(x3 + 1), n ≥ 1, a ∈ O∗
K . (3.30)

We verify that C is geometrically connected (Corollary 3.2.14). The curve C is the
union of the affine curves defined respectively by equation (3.30) and the equation
y3

1 = (1 + at3nx3
1)(1 + x3

1), with x1 = 1/x and y1 = y/x2. With the Jacobian
criterion, we see that C is smooth over K. The inclusion K(x) ⊂ K(x, y) = K(C)
induces a morphism f : C → P1

K of degree 3. Over K, f is ramified at six points,
corresponding to the roots of (x3+t3na)(x3+1), with ramification index 3 in each
of these points. By Hurwitz’s formula 7.4.16, we deduce from this that g(C) = 4.
Let us consider the affine scheme

W 0 = SpecOK [x, u, v]/(ux− tn, v3 − (1 + au3)(1 + x3)).

Then W 0
η is isomorphic to an open subscheme of C (identifying v with y/x). Its

special fiber is the union of two elliptic curves meeting at three points x = u = 0,
v3 = 1. Let Z be the curve Ŵ 0

s . Then a(Z) = 2 and t(Z) ≥ 2. As pa(Z) ≤ g(C) =
4, we deduce from this that t(Z) = 2, and therefore that u(Z) = 0. It follows
that Z is semi-stable. By Proposition 3.44, Z is the stable reduction of C over
OK . Each point qi corresponds to x = u = 0 and v a third root of unity.

q qq1 2 3

Proposition 3.48. ([82], Appendice) Let S be the spectrum of a discrete
valuation ring OK . Let X be a semi-stable quasi-projective curve over S, endowed
with the action of a finite group G. Then the quotient scheme Y = X/G is semi-
stable. More precisely, let x ∈ Xs be a closed point, y its image in Ys. Then we
have the following properties:

(a) if X is smooth at x, then Y is smooth at y;
(b) if x is an ordinary double point of Xs, then y is a smooth or ordinary

double point;
(c) let I ′ be the image of the inertia group I at x in AutOK

(OX,x). If x is
split of thickness m, and if y is a double point, then y is split of thickness
mn, where n is the order of I ′.
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Proof We decompose f : X → Y into X → X/I → Y . Then X/I → Y
is étale at the image of x in X/I (Exercise 4.3.19(d)). It therefore suffices to
study X → X/I. In other words, we can suppose that G = I. Then x is the
unique point of f−1(y). Let A = OY,y and B = OX,x. Then B = (f∗OX)y

is finite over A. Moreover, replacing I by I ′ if necessary, we can suppose that
I ⊆ AutOK

(B) ⊆ AutÔK
(B̂). Finally, as X → X/G commutes with flat base

change (Exercise 4.3.18), and as the semi-stability of Y over OK can be tested
on a discrete valuation ring dominating OK (Lemma 3.30(a)), we can replace
OK by a suitable discrete valuation ring, and suppose that OK is complete, x is
rational over k(s), and that x is split if it is an ordinary double point in Xs. As
B̂ = B ⊗A Â (Exercise 4.3.17), we have

Frac(B̂) = B ⊗A Frac(Â) = K(X)⊗K(Y ) Frac(Â).

For simplicity, we will suppose that Xη is smooth. In particular, B̂ is integral
(Corollary 3.22(b)). It follows that

[Frac(B̂) : Frac(Â)] = [K(X) : K(Y )] = n.

For the remainder of the proof, we let t denote a uniformizing parameter for OK ,
and k the residue field of OK , and we denote the class of b ∈ B modulo t by b̃.

(a) If X is smooth at x, then B̂ = OK [[u]] for some u ∈ B̂. Let w ∈ Â be the
norm of u ∈ B̂. Then we have the inclusions C := OK [[w]] ⊆ Â ⊆ B̂, which are
finite homomorphisms. We have Frac(B̂) = B̂ ⊗C Frac(C) by the finiteness. By
Exercise 5.1.15(a), we have

[Frac(B̂) : Frac(C)] ≤ dimk(B̂ ⊗C C/(t, w)) = dimk k[[ũ]]/(w̃).

As σ(ũ) ∈ ũk[[ũ]]∗ for every σ ∈ I, we have w̃ ∈ ũnk[[ũ]]∗. Hence the member on
the right-hand side of the inequality above is equal to n = [Frac(B̂) : Frac(Â)].
Consequently, OK [[w]] → Â is finite and birational; it is therefore an equality
since OK [[w]] is normal, which implies that Y is smooth at y.

(b) Let us suppose that x is a double point of Xs. We have B̂ = OK [[u, v]]
with uv = tm, m ≥ 1. The group I acts on the set of minimal prime ideals of
B̂/(t), which are (ũ) and (ṽ). Let I0 be the subgroup

I0 = {σ ∈ I | σ(ũ) ∈ ũ(B̂/(t))}
of elements that leave each of these minimal prime ideals globally invariant. Let
us first suppose that I = I0. Let u1, v1 be the respective norms of u, v in Â.
Then u1v1 = tnm. Let us set C = OK [[u1, v1]] ⊆ Â and let us estimate the
degree [Frac(B̂) : Frac(C)]. Let p = (t, u1) ∈ SpecC, T = k[[ṽ1]] \ {0}. As
ũ1 ∈ ũn(B̂/(t))∗, we have

B̂ ⊗C k(p) = T−1(B̂ ⊗C C/p) = T−1k[[ũ, ṽ]]/(ũn, ũṽ) = T−1k[[ṽ]] = k((ṽ)).

Now k((ṽ)) is of dimension n over k((ṽ1)) = k(p). We therefore have

[Frac(B̂) : Frac(C)] ≤ dimk(p)(B̂ ⊗C k(p)) = n.

As in (a), this implies that C = Â. Consequently, y is a split ordinary double
point of Ys, of thickness nm.
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There remains the case when I0 
= I. It is then a subgroup of I of index 2.
From the above, X/I0 is semi-stable and has a split ordinary double point in
the image of x in X/I0. The quotient X/I is the quotient of X/I0 by the group
I/I0 of order 2 that permutes the minimal prime ideal of B̂(t). We thus reduce
to the case when I0 = 1 and I is of order 2, generated by a permutation τ . Let
w = u + τ(u), C = OK [[w]]. Then B̂ = OK [[u, τ(u)]], and v ∈ (τ(u), t). We have

B̂ ⊗C C/(t, w) = B̂/(t, w) = k[[ũ]]/(ũτ(ũ)) = k[[ũ]]/(ũ2).

A reasoning similar to that above shows that [Frac(B̂) : Frac(C)] ≤ 2 = n and
therefore that Â = C = OK [[w]], which implies that Y is smooth at y.

Remark 3.49. Let us suppose that X is integral (e.g., with smooth connected
generic fiber), and that G → AutS(X) is injective. Let D be the decomposition
group at x. Then the canonical map D → AutOK

(OX,x) is injective. Hence, the
inertia group I at x can be identified with its image I ′. In Examples 3.46 and
3.47, the curves C over K are Galois coverings of P1

K , with group G respectively
equal to Z/2Z and Z/3Z. In the first case, the quotient of the stable model of C
by G is a semi-stable model having a unique ordinary double point of thickness
2 (this comes from the relation x = t2x2); hence q has thickness 1. In the case
of Example 3.47, the inertia groups at the double points q1, q2, q3 are trivial. As
the thickness of the image of the qi in the quotient is n (this comes from the
relation xu = tn), the qi have thickness n.

Remark 3.50. Proposition 3.48 is true in the following more general situation:
let f : X → Y be a finite dominant morphism with X semi-stable over S,
and Y normal. Then Y is semi-stable. Moreover, if X is smooth, then so is
Y . See [82], Appendix, Proposition 5. See Exercise 3.19 for the case when f is
purely inseparable. In the Galois case, we can replace S by a normal, excellent,
locally Noetherian scheme. The proof is the same as the one above. See [50],
Proposition 4.2.

Remark 3.51. By admitting the stable reduction theorem (4.3), we can show
the following assertion: let f : C → E be a finite morphism of smooth, projective,
geometrically connected curves over K, where K is the function field of an affine
Dedekind scheme S. Let us suppose that C admits a stable (resp. smooth) model
C over S and that g(E) ≥ 2 (resp. g(E) ≥ 1). Then E admits a stable (resp.
smooth) model E over S, and f extends to a dominant (resp. finite) morphism
C → E . See [60], Corollaries 4.7 and 4.10. The particular case when C → E is
Galois results immediately from Proposition 3.48.

Exercises

3.1. Let C be a stable curve over a field k. Show that pa(C) = dimk H1(C,OC).

3.2. Let C be a semi-stable, projective, geometrically connected curve over a
field k. Show that if ωC/k is ample, then pa(C) ≥ 2 and C is stable. This
is the converse of Corollary 3.13.
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3.3. Let C be a semi-stable curve over a field k. Let π : C ′ → C be the
normalization morphism. Show that we have canonical homomorphisms

Ω1
C/k → π∗π∗Ω1

C/k → π∗Ω1
C′/k → π∗ωC′/k

whose composition is an isomorphism.

3.4. Let C be a semi-stable curve over a field k, and let π : C ′ → C be the
normalization morphism. Show that for any closed point x ∈ C, we have

dimk(x)(π∗OC′)x ⊗OC,x
k(x) ≤ 2.

In particular, π−1(x) contains at most two points.

3.5. Let C be a reduced curve over a field k. Let C ′ → C be the normalization
morphism. Show that C is semi-stable if and only if for every non-smooth
closed point x ∈ C, we have k(x) separable over k, C ′ ×C Spec k(x)
reduced, and dimk(x) O′

C,x/OC,x = 1, where O′
C,x is the integral closure

of OC,x in its total ring of fractions.

3.6. Let C be a semi-stable curve over a field k, with split singular points.
(a) Let π : C ′ → C be the normalization morphism. Show that

Autk(C) can be identified with the elements σ ∈ Autk(C ′) such that
σ(π−1(x)) = π−1(x) for every x ∈ C (use Proposition 3.7(c)).

(b) Let us suppose C is geometrically connected over k and k infi-
nite. Admitting the fact that the group of automorphisms of a
smooth projective curve of genus ≥ 2 is finite (see the references
in Exercise 7.4.6(c)), show that C is stable if and only if Autk(C) is
finite.

3.7. Let C be a stable curve over a field k. Using Lemma 3.12(a), show that
ωC/k is generated by its global sections if and only if C is geometrically
integral.

3.8. Let C be a smooth conic over a discrete valuation field K.
(a) Show that if C has semi-stable reduction overOK , then there exists an

étale extension OL/OK such that C(L) 
= ∅ (use Exercise 6.2.7(b)).
(b) Let OL be a discrete valuation ring that is étale over OK . Let us

suppose that C(L) 
= ∅. We want to show that C has semi-stable
reduction over OK .
(1) Show that there exists a ring R, finite, étale, Galois over OK ,

such that L ⊆ Frac(R).
(2) Let C be a relatively minimal regular model of C over OK . Show

that Gal(Frac(R)/K) acts transitively on the irreducible compo-
nents of the special fiber of CR (Exercises 3.3.23 and 9.3.1(a)),
and that C is semi-stable.

3.9. Let X, Y be schemes of finite type over a locally Noetherian scheme S,
and let f : X → Y be a surjective étale morphism. Show that X → S is
semi-stable if and only if Y → S is semi-stable.
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3.10. Let p > 2 be a prime and r ≥ 1. Let C be the smooth plane curve

C = ProjQp[x, y, z]/((x2 − 2y2 + z2)(x2 − z2) + pry3z).

(a) Show that the same equation defines a stable scheme C over Zp, whose
special fiber is the union of two lines and a smooth conic.

y = 0 +22 2 2 zx

x

x + z = 0 

= 0 z

(b) Show that the thickness of the intersection point of the two lines is
equal to 2r, and that the other double points have thickness r.

3.11. Let X → S be a semi-stable projective curve over a Dedekind scheme of
dimension 1, with smooth generic fiber. Show that there exists a finite flat
morphism S′ → S of degree 2 with S′ Dedekind such that the minimal
desingularization of X ×S S′ is an arithmetic surface over S′ with normal
crossings.

3.12. Let S be a Dedekind scheme of dimension 1, C a smooth, projective,
geometrically connected curve of genus g ≥ 2 over K(S). Show that any
semi-stable model of C over S (if it exists) dominates the stable model of
C over S.

3.13. Let S be a Dedekind scheme of dimension 1, T → S a smooth surjective
morphism with T integral. Let C be a smooth projective curve over K(S).
Let us suppose that there exists a semi-stable curve X → T with generic
fiber isomorphic to CK(T ). Show that X has semi-stable reduction over S
(use Exercise 6.2.7(b)).

3.14. Let C be a semi-stable curve over a field k, and x ∈ C a split ordinary
double point. Let A0 be the localization of k[u, v]/(uv) at the maximal
ideal (u, v). Hence the completions of A0 and of A1 := OC,x are isomor-
phic. We are going to show that there exists a local ring R that is étale
over A0 and over A1.
(a) Show that we can take R = A1 if A1 is not integral. Let us suppose,

in what follows, that A1 is integral.
(b) Let A′

1 be the integral closure of A1. Then SpecA′
1 contains two closed

points y1, y2. Show that there exists an f ∈ A′
1 such that f(y1) = 1

and f(y2) = 0. Show that a := f2 − f ∈ A1.
(c) Let us consider D := A1[w]/(w2 − w − a). Show that D is étale over

A1. Let us write f = a1/a2 with ai ∈ A1. Show that we have the
relation

(a2w − a1)(a2w − a2 + a1) = 0
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in D. Let m be a maximal ideal of D. Show that Dm is the local ring
of a semi-stable curve at a split and non-integral ordinary double
point. Using (a), show that R = Dm has the desired properties.

3.15. Let X be an integral semi-stable curve over a discrete valuation ring OK ,
and let x ∈ Xs be a split ordinary double point, of thickness n ≥ 1. Let
B0 be the localization of OK [u, v]/(uv− tn) at the maximal ideal (u, v, t),
so that the completions of B0 and of B1 := OX,x are isomorphic. As in
Exercise 3.14, we are going to show that there exists a ring R that is étale
over B0 and over B1.
(a) Let us first suppose that OXs,x is not integral. Let ũ, ṽ be generators

of mxOXs,x such that ũṽ = 0. Show that they lift to elements u, v ∈
B1 such that uv = tn. Show that we can take R = B1.

(b) Let k be the residue field of OK . Show that there exists a finite étale
homomorphism B1 → D := B1[w]/(w2 −w− b) for some b ∈ B1 such
that D ⊗OK

k is not integral. Conclude as in Exercise 3.14(c).

Remark. More generally, the Artin approximation theorem implies the
following statement ([10], Corollary 2.6): let A1, A2 be two Noetherian
local rings, localizations of finitely generated algebras over an excellent
Dedekind ring OK . Let us suppose that their completions Â0, Â1 are
OK-isomorphic. Then there exists a local ring R that is étale over A0 and
over A1.

3.16. Let us replace the hypothesis of Proposition 3.44(i) by Ui := (W 0
i )s,red

smooth while keeping the same inequality. Show that C has semi-stable
reduction and that the dual graph of any semi-stable reduction of C is a
tree.

3.17. Let OK be a discrete valuation ring with algebraically closed residue
field k. Let Y be a normal fibered surface over OK with Ys connected.
Let us recall that for a connected projective curve Z over k, a(Z) and
t(Z) denote, respectively, the Abelian rank and the toric rank of Z
(Definition 7.5.21).
(a) Let f : X → Y be a birational morphism with X normal. Let us

suppose that the exceptional locus E of f is connected. Directly using
the definition (Lemma 7.5.18(b)), show that

t(Xs) = t(Ys) + t(E), a(Xs) = a(Ys) + a(E).

(b) Show that if Ys is a reduced curve with ordinary multiple singularities,
and if X is cohomologically flat over OK , then Xs has unipotent rank
zero.

(c) Let Y be as in (b). Show that YK is smooth over K, and that the
minimal desingularization of Y is a semi-stable curve over OK .

3.18. Let X be an integral semi-stable quasi-projective curve over a Dedekind
scheme S. Let G be a finite subgroup of AutS(X) and Y = X/G. Let us
fix a closed point s ∈ S.
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(a) Let ξ ∈ Y be a generic point of Ys and ξ1, . . . , ξr the points of Xs

lying above ξ. Show that

CardG =
∑

1≤i≤r

[k(ξi) : k(ξ)] = r[k(ξ1) : k(ξ)].

(b) Let D (resp. I) be the decomposition (resp. inertia) group at ξ1.
Show that CardG = r CardD, and that the separable closure of k(ξ)
in k(ξ1) is Galois with Galois group D/I.

(c) Show that the morphism Xs/G → Ys is purely inseparable. Deduce
from this that if the order of G is prime to char(k(s)), then Xs/G →
Ys is birational and is in fact an isomorphism. Moreover, with the
notation of (b), we will have D → Autk(s)({ξi}) injective.

3.19. Let C be a smooth curve over a discrete valuation field K, with charac-
teristic char(K) = p > 0. We suppose that C admits a semi-stable model
C over OK (i.e., a semi-stable curve over OK such that Cη � C).
(a) Let FC/OK

: C → C(p) be the relative Frobenius. Show that C(p) is
semi-stable over OK (use Exercise 3.2.20(b)).

(b) Let D be a smooth curve over K and f : C → D a finite purely
inseparable morphism. Show that f decomposes into a sequence of
Frobenius morphisms (use Exercise 4.1.19). Deduce from this that D
admits a semi-stable model D over OK and that f extends to a finite
purely inseparable morphism C → D, with D stable (resp. smooth) if
C is stable (resp. smooth).

3.20. Let K be a discrete valuation field with perfect residue field k and
char(K) = p > 0. Let f : C → D be a finite purely inseparable morphism
of smooth, projective, geometrically connected curves of genus g ≥ 2
over K. Let us suppose that D has stable reduction over OK and that
C(K) 
= ∅. We want to show that C also has stable reduction over OK .
We can suppose K is complete and k algebraically closed.
(a) Let D be the stable model of D over OK . Let C → D be the nor-

malization of D in K(C). Show that it is a finite purely inseparable
morphism (Theorem 8.2.39(a) and Exercise 5.3.9).

(b) Show that a(Cs) = a(Ds) and t(Cs) = t(Ds). Let C̃ → C be a
desingularization of C. Show that C̃s has unipotent rank zero (use
Exercise 3.17(a)), and that C has stable reduction over OK .

10.4 Deligne–Mumford theorem

Let C be a smooth projective curve over a discrete valuation field K. It does not
always have semi-stable reduction over OK . For example, by Theorem 3.34(a),
the curves of Examples 1.12, 1.14 do not have semi-stable reduction.
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Definition 4.1. Let C be a smooth, projective, geometrically connected curve
over K(S), where S is a Dedekind scheme of dimension 1. Let L be a finite
extension of K(S) and S′ the normalization of S in L. This is a Dedekind scheme
of dimension 1 (Proposition 4.1.31). We will say that C has semi-stable (resp.
stable) reduction over S′ if CL has semi-stable (resp. stable) reduction over S′.

Remark 4.2. Let us suppose g(C) = 0. Let L/K be a finite separable extension
such that C(L) 
= ∅ (Proposition 3.2.20). Hence CL � P1

L, which, of course,
has good reduction over OL. Hence C has semi-stable reduction over SpecOL.
If C is of genus 1, then after a finite separable extension, we can suppose that
C(K) 
= ∅, and hence that C is an elliptic curve. We have seen (Proposition 2.33,
Example 3.35) that there exists a finite extension L/K such that CL has semi-
stable reduction over SpecOL. We can even choose L/K separable (Exercise 2.3
or Exercise 4.2).

The aim of this section is in the first place to show the following theorem,
which is the central result of the theory of reduction of algebraic curves:

Theorem 4.3 (Deligne–Mumford, [26]). Let S be a Dedekind scheme of
dimension 1, C a smooth, projective, geometrically connected curve of genus
g ≥ 2 over K(S). Then there exists a Dedekind scheme S′ that is finite flat over
S such that CK(S′) has a unique stable model over S′. Moreover, we can take
K(S′) separable over K(S).

Remark 4.4. This theorem was first proven by Deligne and Mumford in [26]
using the theorem of Grothendieck on the semi-Abelian reduction of Abelian
varieties, and a theorem of Raynaud that links the reduction of a regular model
of C over S to that of the Néron model of Jac(C) over S. See Remarks 4.24–
26. Mumford had previously given a proof in characteristic 
= 2 using the theta
function. Afterwards, there were different proofs: Artin–Winters [11], which we
are going to present in this section; Bosch–Lütkebohmert [14] and van der Put
[79] using rigid analytic geometry; Saito [84] with the theory of vanishing cycles.
When S is local, this last work gives, moreover, a characterization of the case
when S′ → S is wildly ramified, i.e., not tamely ramified (see Theorem 4.47).

In the last subsection, we will give examples of computations of the stable
reduction and will indicate some results making it possible to know better the
extension S′ → S needed to realize the stable reduction.

10.4.1 Simplifications on the base scheme

For the proof of Theorem 4.3, we can first carry out simplifications at the level
of S. Let us note that to give S′ is equivalent to giving the finite separable
extension K ′ = K(S′) of K(S) because S′ is simply the normalization of S in
K(S′) (see Definition 4.1.24 and Proposition 4.1.25). Note that the uniqueness
of the stable model has already been proven (Theorem 3.34(b)).

Lemma 4.5. Theorem 4.3 is true if it is true for every S that is the spectrum
of a complete discrete valuation ring with algebraically closed residue field.
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Proof We will say that a Dedekind scheme S verifies property (P) if
Theorem 4.3 is true for every curve C over K(S) as in the statement of the
theorem. Let us therefore suppose that S verifies (P) if it is the spectrum of a
complete discrete valuation ring with algebraically closed residue field. If L/F is
an algebraic extension and if OF is a discrete valuation ring, then OL will denote
the integral closure of OF in L.

(1) If S is the spectrum of a discrete valuation ring OK with algebraically
closed residue field, then S verifies (P). Let ÔK be the completion of OK . Its
residue field is that of OK , and hence algebraically closed. Therefore, there exists
a finite separable extension L/K̂ such that C has stable reduction over SpecOL.
Let K ′/K be a finite separable extension such that L � K ′ ⊗K K̂, and such
that OK′ verifies ÔK′ � ÔK ⊗OK

OK′ = OL (Exercise 4.3). It follows from
Corollary 3.36(c) that C has stable reduction over OK′ .

(2) If S is the spectrum of a discrete valuation ring OK , then S verifies (P).
The proof above shows that we can suppose OK is complete. Let O be a discrete
valuation ring dominating OK , with residue field equal to the algebraic closure
of k, and with field of fractions L separable algebraic over K (Lemma 3.32).
As OK is complete, and hence Henselian (Example 8.3.34), O is equal to the
integral closure OL of OK in L. By step (1) above, there exists a finite separable
extension L′/L such that C has stable reduction over OL′ . The stable model of
CL′ is defined over a finitely generated sub-OK-algebra B of OL′ . It follows that
C has stable reduction over OFrac(B).

(3) The general case. The curve C has good reduction at every s ∈ S except
for a finite number of points s1, . . . , sn (Proposition 1.21(a)). By step (2) above,
there exist finite separable extensions Li of K such that C has stable reduction
over OLi

, the integral closure of OS,si
in Li. Let L be the compositum of the Li

in a separable closure of K and S′ the normalization of S in L. Let s′ ∈ S′ lie
above a point s ∈ S. If C has good reduction at s, then CL has good reduction
at s′. Otherwise, s = si for some i ≤ n. As Li ⊆ L, the scheme S′ ×S SpecOS,s

dominates SpecOLi
. It follows that CL has stable reduction over S′×S SpecOS,s

(Corollary 3.36(a)); and therefore, it has stable reduction at s′, which is a closed
point of S′ ×S SpecOS,s.

The case of residue characteristic 0

The proof of Theorem 4.3 is relatively simple when char(k) = 0. It results
from Theorem 9.2.26 (with D = Xs), from the following proposition, and from
Theorem 3.34(b).

Proposition 4.6. Let OK be a discrete valuation ring with algebraically closed
residue field k. Let C be a smooth projective curve over K, C a regular model of C
over S with normal crossings, and d1, . . . , dn the multiplicities of the irreducible
components of Cs. Let us suppose that char(k) is prime to the di. Then C has
semi-stable reduction over OL for any discrete valuation ring OL dominating
OK , with ramification index e = eL/K divisible by d1, . . . , dn. More precisely,
the normalization C′ of C ×Spec OK

SpecOL is semi-stable over OL.



 

10.4. Deligne–Mumford theorem 535

Proof Let x ∈ Cs be a closed point. We are going to determine the inte-
gral closure of OC,x ⊗OK

OL. Let t be a uniformizing parameter for OK . By
Proposition 9.2.34, in a neighborhood of x, C is a closed subscheme of a scheme
Z that is smooth over OK , and there exists a system of parameters (t, U, V ) for
Z at x such that OC,x = OZ,x/(F ), where F = Ud1−tb or F = Ud1V d2−tb, with
b ∈ O∗

Z,x and where the di are the multiplicities of the irreducible components
passing through x. Let τ be a uniformizing parameter for OL. Then t = τeλ with
λ ∈ O∗

L. Let

B := OZ,x ⊗OK
OL, A := OC,x ⊗OK

OL = B/(F ).

Then B is the local ring at a closed point of a scheme that is smooth over OL;
its maximal ideal is generated by (U, V, τ). Hence B̂ = ÔL[[U, V ]]. We let u, v, a
denote the respective images of U, V, b in A, and A′ the integral closure of A.

In preparation for the remainder of the proof, let us note that for any
integer q ≥ 1 prime to char(k), there exists a primitive qth root of unity
ξq ∈ ÔK (there exists one in k, and we apply Corollary 6.2.13 to the smooth
scheme Spec ÔK [T ]/(T q − 1)). Moreover, as k is algebraically closed, we have
λb ∈ (B∗)q(1 + mB). There therefore exists a c ∈ B̂∗ such that λb = cq

(Exercise 1.3.9).
Let us first consider the case F = Ud1 − tb. Let r = e/d1 and w = uτ−r ∈

Frac(A). Then wd1 = λa. Let us consider

D := B[W ]/(W d1 − λb, U − τ rW ) = A[W ]/(W d1 − λa, u− τ rW ).

This is a finite algebra over A and D⊗OL
L � A⊗OL

L. Let c ∈ B̂∗ be such that
cd1 = λb. We have

D ⊗B B̂ = ÔL[[U, V ]][W ]/(W d1 − cd1 , U − τ rW )

= ⊕1≤i≤d1ÔL[[U, V ]]/(U − τ rξi
d1

c).
(4.31)

Let m be a maximal ideal of D. It follows from Exercise 4.3.17 that there exists
an i ≤ d1 such that

D̂m � ÔL[[U, V ]]/(U − τ rξi
d1

c) = ÔL[[V ]]. (4.32)

Consequently, D is regular and therefore normal; it therefore coincides with A′.
Let us now suppose F = Ud1V d2 − tb. Let d = gcd{d1, d2}, qi = di/d,

r = e/(q1q2d). Let us set w = (uq1vq2τ−q1q2r) ∈ Frac(A). Then wd = λa. Let
α1, β1 ≥ 1 be such that α1q1 = β1q2 − 1. Let us set u1 = uβ1vα1τ−α1q1r. Then
uq2

1 = uwα1 . In a similar way, we let α2 = mq1 −β1, β2 = mq2 −α1 > 0 for some
integer m > 0. Then α2q2 = β2q1 − 1, and we define v1 = vβ2uα2τ−α2q2r. We
have vq1

1 = vwα2 and

u1v1 = uβ1+α2vα1+β2τ−(α1q1+α2q2)r = umq1vmq2τ−(α1q1+(mq1−β1)q2)r = wmτ r.

In light of these relations, let us consider

D := B[U1, V1, W ]/I,
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where I is the ideal generated by

Uq2
1 − UWα1 , V q1

1 − V Wα2 , U1V1 − τ rWm, W d − λb,

and Uq1V q2 − τ q1q2rW (the latter in fact belongs to the ideal generated by the
first elements). We also have F ∈ I, and hence D is an A-algebra. It is easy to
see that D ⊗OL

L � A ⊗OL
L, Frac(D) = Frac(A), and that D is finite over A.

Let c ∈ B̂∗ be such that λb = cd. Then B̂ = ÔL[[Ucα1 , V cα2 ]]. We easily see that

D ⊗B B̂ = ⊕1≤j≤dÔL[[U1, V1]]/(U1V1 − τ rξmj
d cm). (4.33)

For any maximal ideal m of D, there exists a j ≤ d such that

D̂m � ÔL[[U1, V1]]/(U1V1 − τ rξmj
d cm). (4.34)

This is a normal ring (Lemma 4.1.18). Hence so is Dm (Exercise 4.1.6). Conse-
quently, D is normal and therefore coincides with A′.

Isomorphisms (4.32) and (4.34) imply that for any closed point x′ ∈ C′, ÔC′
s,x′

is either isomorphic to k[[V ]], or isomorphic to k[[U1, V1]]/(U1V1). Hence C′ is
semi-stable over SpecOL.

Corollary 4.7. Let OK be a discrete valuation ring with perfect residue field
k and residue characteristic p ≥ 0. Let C be a smooth projective curve over K.
Let us suppose that C admits a regular model with normal crossings C over OK ,
such that the multiplicities di of the irreducible components of Cs are all prime
to p. Then CK′ has semi-stable reduction over OK′ for any discrete valuation
ring OK′ that dominates OK , with ramification index divisible by all of the di.

Proof This is a standard descent from Proposition 4.6. Let OL be a discrete
valuation ring that dominates OK , with residue field k and with ramification
index 1 over OK (Lemma 3.32). Then OL is a direct limit of discrete valuation
rings which are finite and with ramification index 1 (hence étale) over OK . It
follows that COL

is a regular model with normal crossings of CL. Let L′ be the
compositum of K ′ and L in an algebraic closure of K, OL′ a discrete valuation
ring dominating OK′ and with field of fractions L′ (OL′ is a localization of the
integral closure of OK′ in OL). By Proposition 4.6, CL′ has semi-stable reduction
over OL′ . Now OL′ has ramification index 1 over OK′ and residue field separable
over that of OK′ . It follows from Corollary 3.36(c) that CK′ has semi-stable
reduction over OK′ .

Remark 4.8. Let us keep the hypotheses of Proposition 4.6. Let Γ0 be an irre-
ducible component of Cs, of multiplicity d0. Let ∆ be an irreducible component
of C′

s lying above Γ0. Let us study the morphism ∆ → Γ0. Let x1, . . . , xr be the
intersection points of Γ0 with the other components of Cs, with xi belonging to a
component of multiplicity di (i ≥ 1). Then isomorphisms (4.32) and (4.34) show
that the morphism ∆ → Γ0 is étale outside of the points x1, . . . , xr, and that
it is ramified with ramification index ei := d0/(d0, di) above xi. Moreover, by
(4.33), there are exactly (d0, di) points in C′ lying above xi. Let ∆1, . . . ,∆� be
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the irreducible components of C′
s lying above Γ0. If x ∈ Γ0 is not an intersection

point, then (4.31) shows that there are exactly d0 points of C′ lying above x. It
follows that

d0 =
∑

1≤j≤�

[K(∆i) : K(Γ0)].

Let us suppose OL is Galois over OK (this is automatic if K is complete and
e prime to char(k)). We then have d0 = �[K(∆) : K(Γ0)]. Hence ∆ → Γ0 is
of degree d0/�, and there are (d0, di)/� points of ∆ lying above xi. Hurwitz’s
formula (Theorem 7.4.16) implies that

2g(∆)− 2 =
d0

�
(2g(Γ0)− 2) +

∑
1≤i≤r

(d0, di)
�

(
d0

(d0, di)
− 1
)

. (4.35)

On the other hand, there is no formula for the number of components � (there
is, however, a constraint: � divides (d0, di) as soon as Γi meets Γ0). Once this
number is known by an ad hoc examination, the preceding computations allow
us to determine the stable reduction of CL.

2Γ0

x1 x x62

Example 4.9. Let us keep the notation of Proposition 4.6. Let us suppose that
char(k) 
= 2 and that Cs is as in the figure above. Then the number of irreducible
components � of C′

s lying above Γ0 is 1 because it divides (d0, d1) = 1. We deduce
from the above that C′

s is made up of a curve of genus 2 that meets six projective
lines transversally at six points lying respectively over x1, . . . , x6. Consequently,
CL has good reduction over every extension L of K of even ramification index.

Remark 4.10. When the residue characteristic p is zero or large enough with
respect to g (if p > g + 1), we can also show Theorem 4.3 using coverings. See
Remark 4.31.

10.4.2 Proof of Artin–Winters

We are going to give the principles of the proof of Theorem 4.3 by Artin–Winters
[11]. Let C be a smooth projective curve over a discrete valuation field K, and
let C be a regular model of C over OK . The principal ingredients of the proof are
Proposition 4.17 which compares the torsion points of the groups Pic(Cs) and
Pic(C), and Theorem 4.19 which gives information on the ‘component group’
Φ(X).

Picard groups and component group

Let OK be a discrete valuation ring with algebraically closed residue field k. Let
X → S be an arithmetic surface over OK , with Xs connected. We are going to
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associate a finite commutative group Φ(X) to it. Let Γ1, . . . ,Γn be the irreducible
components of Xs, of respective multiplicities d1, . . . , dn. Let D = Z0(Xs) be the
free commutative group generated by the Γi, and let Γ∗

1, . . . ,Γ
∗
n be a dual basis

of the basis Γ1, . . . ,Γn of D. Let α be the homomorphism

α : D → D∨, Z �→
∑

1≤i≤n

(Z · Γi)Γ∗
i ,

where D∨ is the dual of D.The kernel of α is generated by d−1Xs, where d is
the gcd of the di (Theorem 9.1.23). Let G be the group defined by the exact
sequence

0 → d−1XsZ → D
α−→ D∨ → G → 0. (4.36)

This is a finitely generated group. We can decompose G as follows. Let β : D∨ →
Z be the homomorphism that sends

∑
i aiΓ∗

i to
∑

i aidi; then Imα ⊆ Kerβ.

Definition 4.11. We set Φ(X) = Kerβ/ Imα.

We have an exact sequence

0 → Φ(X) → G → dZ → 0.

Exact sequence (4.36) implies that G ⊗Z Q has dimension 1 as a vector space
over Q. Hence Φ(X) is a torsion group, and hence finite. It is also the subgroup
of torsion points Gtors of G.

Remark 4.12. Let us suppose Xη is smooth and geometrically connected. Let
N be the Néron model of Jac(Xη) over S and Φ its group of components
(Definition 2.20). By a theorem of Raynaud ([15], Theorem 9.6.1), the group
Φ(k) is isomorphic to Φ(X). This implies, in particular, that Φ(X) is a bira-
tional invariant in the class of regular models of Xη over OK . We leave it to the
reader to verify this fact (Exercise 4.7) without using Raynaud’s theorem.

We are going to link the Picard group Pic(Xη) to the group Φ(X)
(Proposition 4.17). For this, we need two preliminary results. Let t be a uni-
formizing parameter for OK . For any scheme Y over S, let us set YN =
Y ×S Spec(OK/tN+1OK) for any N ≥ 0. We have Y0 = Ys.

Definition 4.13. Let G be a commutative group, and � an integer. We say
that G is �-divisible if the multiplication by � homomorphism �G : G → G is
surjective. We say that G is uniquely �-divisible if �G is an isomorphism. Let us
recall that G[�] denotes the subgroup Ker �G.

Lemma 4.14. Let S be the spectrum of a discrete valuation ring OK with
residue field k. Let Y → S be a projective scheme.

(a) Let us suppose k is algebraically closed. Then for any N ≥ 0 and for any
integer � ≥ 1 prime to char(k), the kernel of the canonical homomorphism
Pic(YN+1) → Pic(YN ) is uniquely �-divisible. Moreover, Pic(YN+1)[�] →
Pic(YN )[�] is bijective.
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(b) The canonical homomorphism Pic(Y ) → lim←−N
Pic(YN ) is injective.

Proof (a) As in the proof of Lemma 7.5.11, we have an exact sequence

0 → V → Pic(YN+1) → Pic(YN ) → H2(Y, tN+1OYN+1)

where V is isomorphic to Ker(H1(Y,OYN+1) → H1(Y,OYN
)). Here we need

the k algebraically closed hypothesis. As V is a k-vector space, and � is prime
to char(k), it is uniquely �-divisible. The bijectivity of the homomorphism
Pic(YN+1)[�] → Pic(YN )[�] results from this property and from the fact that
the multiplication by � is injective in its cokernel.

(b) Let L be an invertible sheaf on Y such that L|YN
is free over OYN

for every N ≥ 0. Let AN be the set of bases (⊂ H0(Y,L|YN
)) of L|YN

. By
Nakayama, if πN : H0(Y,L|YN+1) → H0(Y,L|YN

) denotes the canonical homo-
morphism, then we have AN+1 = π−1

N (AN ). By Lemma 5.3.10(b), the inverse sys-
tem (H0(Y,L|YN

))N verifies the Mittag–Leffler condition (Exercise 1.3.15); the
same therefore holds for (AN )N . Consequently, the inverse limit of sets lim←−N

AN

is non–empty (Exercise 1.3.15(b)). Let

e ∈ lim←−
N

AN ⊂ lim←−
N

H0(Y,L|YN
) � H0(Y,L)⊗OK

ÔK

(the isomorphism comes from Corollary 5.3.11). By multiplying e by a suitable
element of Ô∗

K , we can suppose that e ∈ H0(Y,L). Let F = L/eOY . Then
F|Y0 = 0. By Nakayama’s lemma, Fy = 0 for every y ∈ Ys. Hence the support
SuppF is a closed subset of Y that does not meet Ys. As Y is proper over S,
this implies that SuppF = ∅ and F = 0. Hence L = eOY .

Remark 4.15. We can show that the homomorphism of Lemma 4.14(b) is
surjective if OK is complete. This is a consequence of the algebraization theorem
of coherent sheaves of Grothendieck. See Exercise 4.4.

Lemma 4.16. Let X be a regular, Noetherian, connected scheme, and U be
an open subset of X. Then the canonical homomorphism Pic(X) → Pic(U) is
surjective.

Proof By identifying invertible sheaves with Weil divisors ((Propositions 7.2.14
and 7.2.16), it suffices to show that every prime divisor Z on U is the restriction
to U of a Weil divisor Z ′ on X. For Z ′, we can take the Zariski closure of Z in X.
Note that the homomorphism is injective if codim(X\U, X) ≥ 2 (Lemma 9.2.17).

Let us return to the situation before Definition 4.11. We have a homomor-
phism λ : D → Pic(X) that to each divisor Z ∈ D associates the isomorphism
class of the sheaf OX(Z), and a homomorphism ϕ : Pic(X) → D∨ defined by
ϕ(L) =

∑
1≤i≤n(degL|Γi)Γ

∗
i . We have ϕ ◦ λ = α.

Proposition 4.17. Let S be the spectrum of a discrete valuation ring with
algebraically closed residue field k. Let X → S be an arithmetic surface with Xs
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connected. Let d be the gcd of the multiplicities of the irreducible components of
Xs. Then for any integer � prime to char(k) and to d, we have an exact sequence

0 → Pic(X)[�] → Pic(Xη)[�] → Φ(X)[�], (4.37)

and Pic(X)[�] is isomorphic to a subgroup of Pic(Xs)[�].

Proof The open immersion Xη → X canonically induces a homomorphism
Pic(X) → Pic(Xη) that is surjective by Lemma 4.16. Its kernel can clearly be
identified with the divisors with support in Xs, that is to say Imλ. We have a
commutative diagram of exact sequences:

0 � Kerλ � D �λ Pic(X) �

�
ϕ

Pic(Xη) �

�
ψ

0

0 � d−1XsZ � D �α D∨ � G � 0
There therefore exists a homomorphism ψ : Pic(Xη) → G that completes the
commutative diagram. This induces an exact sequence

0 → Kerψ[�] → Pic(Xη)[�] → G[�] = Φ(X)[�].

The surjective homomorphism Pic(X) → Pic(Xη) induces a surjective homomor-
phism Kerϕ → Kerψ, whose kernel is d-torsion because dKerα ⊆ Kerλ. As D∨

is free over Z and � is prime to d, we have Pic(X)[�] = Kerϕ[�] � Kerψ[�].
It remains to show that Pic(X)[�] injects into Pic(Xs)[�]. But that is just
Lemma 4.14.

Remark 4.18. Let us suppose OK is complete. With the help of the alge-
braization theorem (Remark 4.15), we can show ([11], Proposition 2.5, or [29],
Corollaire 3.3) that we have an exact sequence

0 → Pic(Xs)[�] → Pic(Xη)[�] → Φ(X)[�] → 0.

Generators of the component group

Let T = (d1, . . . , dn, k1, . . . , kn, M) be a type (Definition 1.55). We can associate
a group G to it in the following manner. Let L = Zn with a basis ε1, . . . , εn,
let α : L → L∨ be the linear map given by εi �→ ∑

j mijε
∗
j , where the mij

are the coefficients of the matrix M , and where the ε∗
j form a dual basis of

the εj . Set G = L∨/α(L). If T is the type associated to an arithmetic surface
X (Example 1.56), then G coincides with the group defined by exact sequence
(4.36). We let β(T ) denote the first Betti number of the graph associated to T
(see Definition 1.46). The following result is a technical, but crucial, ingredient
in the proof of Theorem 4.3.
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Theorem 4.19 ([11], Theorem 1.16). Let g ≥ 1. Then there exists an integer
c ≥ 1, depending only on g, such that for any type T of genus g, there exists a
subgroup H of G, of index [G : H] dividing c, and generated by at most β(T )+1
elements.

The proof is very technical, and we will not reproduce it here. See [11],
Section 1, and [29], Section 4. A very succinct idea of the proof is the following.
We first show that we can suppose T is minimal (i.e., ki ≥ 0 for every i). Let
G be the graph of T . By Proposition 1.57, G is made up of a subgraph G0 with
a bounded (uniquely as a function of g) number of vertices and of edges, and
of a bounded (in the same manner) number of paths

∑
1, . . . ,

∑
r of the form

dAN with N ≥ 3. We then delete an edge e in the middle of a path
∑

i. By
suitably modifying the coefficients mij and ki of the end vertices of the edge
e, we once again obtain a type T ′ (possibly not minimal) of genus ≤ g, or the
‘disjoint union’ (in the sense of graphs) of two types T1, T2 of genus ≤ g. After
‘contraction’ of the exceptional curves (i.e., the vertices with ki < 0) in the new
types, and by repeating this operations for all of the paths dAN , we arrive at a
graph bounded like G0. For such a graph, we can take H = {0} as a subgroup.
The real difficulty lies in the comparison of the group G when we pass from T
to T ′ or T1

∐
T2.

Corollary 4.20. Let OK be a discrete valuation ring with algebraically closed
residue field. Let g ≥ 1. Then there exists an integer c ≥ 1, depending only
on g, such that for any arithmetic surface X over OK , with smooth geometri-
cally connected generic fiber of genus g, the group Φ(X) admits a subgroup of
index dividing c and generated by at most t(Xs) elements, where t(Xs) is the
toric rank of Xs. In particular, for any prime number � not dividing c, we have
dimF�

Φ(X)[�] ≤ t(Xs).

Proof We know that t(Xs) and Φ(X) are independent of the choice of a reg-
ular model of Xη over OK (Lemma 3.40 and Exercise 4.7(c)). We can therefore
suppose that X has normal crossings. Let T be the type associated to Xs, and
t = t(Xs). Then T is of genus g, and we have β(T ) ≤ t (Proposition 1.51(c)). Let c
be the constant given by Theorem 4.19. Let H be a subgroup of G of index divid-
ing c and generated by t+1 elements. Then Htors is a subgroup of Φ(X) of index
dividing c. Let p be an arbitrary prime number. Then dimFp

H/pH ≤ t + 1. As
H ⊗Z Q � G⊗Z Q � Q (see exact sequence (4.36)), we have dimFp Htors/(p) ≤ t.
We immediately deduce from this that Htors is generated by t elements. Finally,
if � is a prime number not dividing c, then Φ(X)[�] = Htors[�]. The latter is
clearly an F�-vector space of dimension ≤ t.

Remark 4.21. Using the description by Grothendieck of Φ(X) via the Tate
module of Jac(Xη), and Lorenzini’s filtration of this module [61], we can give an
explicit bound for c, to wit: there exists a functorial subgroup Φ3(X) of Φ(X),
generated by t(Xs) elements, and such that

[Φ(X) : Φ3(X)] ≤ 22g−2a−2t. (4.38)

Indeed, if char(k) = 0, this is an easy consequence of [61], Corollary 1.7 (see
also [31], Corollary 3.4, for an optimal result for the prime-to-p part of Φ(X),
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where p is the residue characteristic of K). In the general case, we note that
Φ(X) only depends on combinatorial data of the graph of Xs. Now this graph is
the graph of the special fiber of an arithmetic surface over a discrete valuation
ring of equal characteristic 0 ([95], Theorem 4.3), whence inequality (4.38) in the
general case. Let us, however, note that the proof above depends on the theorem
on the semi-Abelian reduction of Abelian varieties.

Proof of Theorem 4.3. By Lemma 4.5, we can suppose that S is the spectrum
of a complete discrete valuation ring with algebraically closed residue field. Let
C be a smooth, projective, geometrically connected curve of genus g ≥ 2 over
K = K(S). Let � be a prime number different from char(k) and strictly greater
than the constant c given in Corollary 4.20. After a finite separable extension of
K, we can suppose that C(K) 
= ∅ (Proposition 3.2.20), and that the points of
Pic(C)[�] = Jac(C)[�] are all rational over K (Theorems 7.4.38(a) and 7.4.39).
Let X be a regular model of C over S, and a, t, u the Abelian, toric, and unipotent
ranks of Xs respectively. Then X is cohomologically flat over S because Xs has at
least one irreducible component of multiplicity 1 (Corollary 9.1.24), and therefore
g = a + t + u. Exact sequence (4.37) of Proposition 4.17 implies that

2g = dimF�
Pic(C)[�] ≤ dimF�

Φ(X)[�] + dimF�
Pic(Xs)[�].

By Corollaries 4.20 and 7.5.23, we then have 2g ≤ t + (2a + t) = 2g − 2u. Hence
u = 0. By Proposition 3.42, this implies that C has stable reduction.

Remark 4.22. We have seen in the proof above that C has stable reduction
as soon as C(K) 
= ∅ and that the points of Jac(C)[�] are rational over K for
an integer � prime to char(k) and sufficiently large. In fact, we can replace this
‘sufficiently large’ by � ≥ 3. See [1], Proposition 5.10, or [29], Théorème 5.15.

Definition 4.23. Let S be a Dedekind scheme of dimension 1 with function
field K, and let A be an Abelian variety over K. Let A0 denote the identity
component of the Néron model of A over S (Definition 2.7 and Exercise 2.6). We
say that A has semi-Abelian reduction at s if A0

s is a semi-Abelian variety. That
is, there exists an exact sequence of algebraic groups

0 → T → A0
s → B → 0

where T is a torus (that is to say that over k(s), T is isomorphic to a power of
the multiplicative group Gm) and where B is an Abelian variety over k(s).

Remark 4.24. Let A be the Jacobian of a smooth projective curve C, and let
C be a regular model of C over S. Let us suppose k(s) is algebraically closed and
that the gcd of the multiplicities of the irreducible components of Cs is equal to 1
(e.g., if C(K) 
= ∅). A theorem of Raynaud ([15], Theorem 9.5/4) then stipulates
that we have an isomorphism of algebraic groups A0

s � Pic0
Cs/k(s). Unfortunately,

we have not defined the right-hand term. Let us say that in terms of abstract
groups, we have, in particular, an isomorphism A0

s(k(s)) � Pic0(Cs).
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Remark 4.25 (Semi-Abelian reduction theorem of Grothendieck, [42]). For any
Abelian variety A over K, there exists a Dedekind scheme S′, finite flat over S,
such that AK(S′) has semi-Abelian reduction at every point of S′.

Remark 4.26 ([26], Theorem 2.4). Let C be a smooth, projective, geometrically
connected curve of genus g ≥ 2 over K. Then C has stable reduction at s
if and only if Jac(C) has semi-Abelian reduction at s. When C(K) 
= ∅, this
is essentially Remark 4.24 and Proposition 3.42. But the proof is more difficult
without this hypothesis. This theorem, together with the semi-Abelian reduction
theorem, implies Theorem 4.3. This is the approach of Deligne–Mumford, and
also that of Artin–Winters, who prove directly that Jac(C) has potential semi-
Abelian reduction. Let us note that, conversely, one can show that Theorem 4.3
implies the semi-Abelian reduction theorem for every Abelian variety.

10.4.3 Examples of computations of the potential
stable reduction

Theorem 4.3 guarantees that any smooth, projective, geometrically connected
curve C of genus g ≥ 2 over a discrete valuation field K obtains stable reduction
after a suitable finite extension of K. However, there is no general method to
compute this stable reduction when the residue field is of positive characteris-
tic. We will state without proof Proposition 4.30 which describes a method to
determine the potential stable reduction (definition below) of a curve that is a
tame Galois covering of a curve of which we know the stable reduction. Then,
we give a method that allows us to find ‘pieces’ of the potential stable reduc-
tion (Proposition 4.37). Some ‘numerical’ examples will be treated explicitly.
Finally, we will give a quick word on the minimal extension that realizes the
stable reduction.

Definition 4.27. Let C be a smooth, projective, geometrically connected curve
of genus g ≥ 2 over a discrete valuation field K. Let L be a finite separable
extension of K such that C admits a stable model C over OL (integral closure of
OK in L). Let s′ ∈ SpecOL be a closed point. The curve C ×Spec OL

Spec k(s′) is
called the potential stable reduction of C.

Lemma 4.28. The potential stable reduction is unique up to isomorphism.

Proof Let F/K be the Galois closure of L/K. Let s′, s′′ ∈ SpecOL be two
closed points. Then they are the respective images of two closed points t′, t′′ ∈
SpecOF . The latter are conjugated under the action of Gal(F/K). It follows
that

Cs′ = Ct
′ � Ct

′′ = Cs′′

(where x̄ means the algebraic closure of the residue field k(x)). Hence Cs′ does
not depend on the choice of the point s′. A similar argument implies that it
does not depend either on the choice of L: if we have another extension L′, it
suffices to consider the Galois closure of their compositum in a separable closure
of K.
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Remark 4.29. Let C be a smooth, projective, geometrically connected curve
of genus 2 over a discrete valuation field K. Then it is a hyperelliptic curve
(Proposition 7.4.9). It therefore possesses an affine equation of the form

y2 + Q(x)y = P (x), 5 ≤ max{2 degQ,degP} ≤ 6

(Proposition 7.4.24). The potential stable reduction of C can then be computed
explicitly as a function of the valuations of certain Igusa invariants associated to
this equation. See [59], Théorème 1. Such an algorithm is not known in higher
genus.

Proposition 4.30. Let OK be a discrete valuation ring with residue field k.
Let f : C → D be a finite morphism (also called covering) of smooth, projective,
geometrically connected curves over K. Let us suppose that f is Galois with
group G of order prime to char(k), and that D admits a semi-stable model D0
over OK . Then the potential stable reduction of C can be obtained by following
the steps below:

(1) Let B ⊂ D be the branch locus of f . We take a finite separable exten-
sion M/K to make the points of B rational over M . We replace D0 by
D0 ×Spec OK

SpecOM , where OM is a discrete valuation ring that domi-
nates OK and has field of fractions M .

(2) By composing successive blowing-ups starting at D0, we obtain a bira-
tional morphism D → D0 with D semi-stable and such that the closure of
B in D is a disjoint union of sections contained in the smooth locus of D.

(3) Let C0 → D be the normalization of D in K(CM ). Let F be the set of
irreducible components ∆ of Ds such that either pa(∆) ≥ 1, or ∆ contains
at least three points of B∪ (Ds)sing. Let e∆ denote the ramification index
eΓ/∆ for an irreducible component Γ of (C0)s lying above ∆ (this integer
is independent of the choice of Γ). Let us set e = lcm{e∆ | ∆ ∈ F}, and
e = 1 if F is empty.

Then for any extension of discrete valuation rings OL/OM of ramification index
divisible by e, the normalization C of DOL

in K(CL) is a semi-stable model of CL.

Proof This result is classical. See, for example, [60], Theorem 2.3. The extension
L/K obtained in this manner is almost the smallest possible ([60], Theorem 3.9).
This proposition is convenient for computing the reduction of cyclic coverings of
P1

K of order prime to char(k).

Remark 4.31. Let OK be a discrete valuation ring with char(K) 
= 2 and
residue characteristic p ≥ 0. Let C be a smooth, projective, geometrically con-
nected curve of genus g ≥ 2 over K. Let us suppose that p = 0 or p > g + 1.
Then we can show that C has stable reduction over a finite extension of K, inde-
pendently of Theorem 4.3. Indeed, by [39], Proposition 8.1, there exists a finite
extension M/K such that CM admits a finite morphism f : CM → P1

M of degree
g + 1. Let N be the Galois closure of K(P1

M ) in K(CM ) and C̃ the normaliza-
tion of CM in N . Then C̃ → P1

M is a Galois morphism, of degree prime to p.
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Proposition 4.30 implies that C̃ has semi-stable reduction over a finite extension
L of M , and Proposition 3.48 implies that C also has semi-stable (hence stable)
reduction over L.

A particular case of Proposition 4.30 is the following theorem of
Grothendieck:

Corollary 4.32 (Grothendieck). Let f : C → D be a Galois covering with group
G as in Proposition 4.30. Let us moreover suppose that f is étale, and that D
admits a smooth model D over OK . Then there exists a discrete valuation ring
OL that is tamely ramified over OK , of degree [L : K] dividing CardG, such
that CL admits a smooth model C over OL and that f extends to a finite étale
Galois morphism C → DOL

with group G.

Proof As f is étale, we do not need steps (1)–(2) of Proposition 4.30, and the
integer e defined in step (3) is the ramification index of Ds in an irreducible
component Γ of (C0)s, where C0 is the normalization of D in K(C). It therefore
divides the order of G. Let OL/OK be a totally ramified extension (i.e., there
is no extension of the residue fields) of degree e. Let C be the normalization of
DOL

in K(CL). Then C → DOL
is not ramified at the points of codimension 1,

which implies that the branch locus is empty (Exercise 8.2.15). In other words,
C → DOL

is étale. In particular, C is smooth over SpecOL. This morphism factors
through C/G → DOL

, which is finite birational, and is therefore an isomorphism.

Remark 4.33. Let f : C → D be a Galois covering as in Proposition 4.30 but
with group G of order divisible by p = char(k), then the situation is completely
different. Few general results are known. Let us, however, cite a theorem of
Raynaud [82]: let us suppose that f is étale, that G is a p-group, and that D has
good reduction. Then the potential stable reduction Cs of C has toric rank zero.
In other words, the irreducible components of Cs are smooth, and its dual graph
is a tree. But in general, Cs itself is not smooth. See Example 4.38. Moreover,
contrarily to the tame case, it is in general difficult to produce explicitly an
extension of K over which C has stable reduction, except by passing through
the torsion points of Jac(C) (see, for instance, [29], Corollaire 5.18).

Lemma 4.34 (Going-down theorem). Let f : X → Y be a surjective integral
morphism of integral schemes with Y normal and [K(X) : K(Y )] finite. Let
y ∈ Y and let Y0 be an irreducible subset of Y containing y. Then for any
x ∈ f−1(y), there exists an irreducible subset X0 of X such that x ∈ X0 and
f(X0) = Y0.

Proof Let Z be the normalization of Y in K(X). Then Z is integral and
surjective over Y , and it dominates X. It therefore suffices to show the assertion
for Z → Y . In other words, we can suppose that X is normal. Let L be the
separable closure of K(Y ) in K(X) and X ′ the normalization of Y in L. Then
X → X ′ is a homeomorphism (Exercise 5.3.9). We can therefore replace X
by X ′ and suppose K(X) separable over K(Y ). The same reasoning as at the
beginning shows that we can even suppose K(X)/K(Y ) Galois, with group G.
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This then implies that Y = X/G, and that G acts transitively on the fibers of
X → Y (Exercise 2.3.21). Let ξ0 be the generic point of Y0 and ξ′

0 ∈ f−1(ξ0).
Then f({ξ′

0}) = {ξ0}. Let x0 ∈ {ξ′
0} ∩ f−1(y). There exists a σ ∈ G such that

σ(x0) = x. Then X0 = σ({ξ′
0}) has the desired properties. See also [65], (5.E),

Theorem 5(v).

Lemma 4.35. Let Z be a curve over a field and z ∈ Z a closed point. Let mZ,z

be the number of points of the normalization Z ′ of Z that lie above z. Then
mZ,z is equal to the number of irreducible components of ÔZ,z.

Proof This is Proposition 8.2.41(c). But the proof is elementary in the case of
curves. Let q1, . . . , qn be the minimal prime ideals of ÔZ,z. Then

(ÔZ,z)′ = ⊕1≤j≤n(ÔZ,z/qj)′,

where the exponent ′ means the integral closure in the total ring of fractions.
Let m = mZ,z and let z1, . . . , zm be the points of Z ′ lying above z. Then

O′
Z,z ⊗OZ,z

ÔZ,z � ⊕1≤i≤mÔZ′,zi

(Exercise 4.3.17). The second member is regular (Lemma 4.2.26) since OZ′,zi
is

regular. It follows that (ÔZ,z)′ = O′
Z,z ⊗OZ,z

ÔZ,z. By comparing the number of
idempotent elements in the identities above, we find that n = m.

Corollary 4.36. Let f : X → Y be a finite surjective morphism of integral
fibered surfaces over an excellent Dedekind scheme S. Let us suppose, moreover,
that Y is normal. Let y ∈ Ys be a closed point and x ∈ f−1(y).

(a) Let cy be the number of irreducible components of Ys passing through y,
and let cx be defined in a similar manner. Then cx ≥ cy.

(b) We have mXs,x ≥ mYs,y.

Proof (a) Let Γ1,Γ2, . . . ,Γc be the irreducible components of Ys passing
through y. By Lemma 4.34, they each lift to irreducible components of Xs passing
through x. Hence cx ≥ cy.

(b) Let A = ÔY,y. This is a normal ring (Proposition 8.2.41(b)). Let us
consider the finite surjective morphism g : Z = X ×Y SpecA → SpecA. Then
g−1(y) can be identified with Xy and we have ÔZs,x = ÔXs,x. By Lemma 4.35
and (a), at least mYs,y irreducible components of Zs pass through x. This is
a fortiori true when we replace Zs by Spec ÔZs,x, whence mXs,x = mZs,x ≥
mYs,y.

Let us recall that for a reduced curve U over a field k, the projective comple-
tion Û of U is the projective curve over k obtained by completing U by regular
points, as in Exercise 4.1.17. The following proposition says that if we have a
piece of reduction of C that is nearly stable, then this piece will stay in the
potential stable reduction of C.



 

10.4. Deligne–Mumford theorem 547

Proposition 4.37. Let S be the spectrum of a discrete valuation ring OK ,
with residue field k. Let C be a smooth, projective, geometrically connected
curve of genus g ≥ 2 over K. Let W 0 be a normal quasi-projective scheme over
S, with generic fiber isomorphic to an open subscheme of C. We suppose that the
projective completion Û of U := (W 0

s )red is stable, or connected and smooth of
genus 1. Then there exists a finite surjective morphism from a closed subscheme
of the potential stable reduction of C onto Ûk. It is an isomorphism if W 0

s is
reduced.

Proof In the proof of Lemma 8.3.49(d), we saw that the normalization of
W 0 ×S Spec ÔK comes from the normalization of W 0 by base change. As W 0

is normal, W 0 ×S Spec ÔK is also normal. We can therefore suppose OK is
complete. After a finite étale extension of OK , we can suppose that the singular
points of Û are split. Let W be a normal projective scheme over S such that W 0

is an open subscheme of W . After contracting some irreducible components of
Ws (Theorem 8.3.36), we can suppose that U is dense in Ws. Let L be a finite
extension of K such that CL has stable reduction over OL, the integral closure
of OK in L. Let us set S′ = SpecOL.

Let us consider f : W ′ → W , the finite morphism composed of the normal-
ization W ′ → W ×S S′ and of the projection onto W . Let Γ be an irreducible
component of Ws and ∆ an irreducible component of W ′

s′ lying above Γ. Let
y ∈ U ∩ Γ be a singular point of U and x ∈ f−1(y). By Corollary 4.36, if y is
an intersection point in Ws, then x is an intersection point in W ′

s′ ; if U is irre-
ducible at y, then m∆,x ≥ mU,y = 2 because W is excellent since OK is supposed
complete.

Let π : Z → W ′ be the minimal desingularization. Let us show that Z → Cmin
is an isomorphism. This comes down to showing that the strict transform ∆̃ ⊆ Zs

of an arbitrary irreducible component ∆ of W ′
s′ is not an exceptional divisor.

Let us suppose the contrary. As C is semi-stable and Z → Cmin is a sequence of
blowing-ups of closed points, it is easy to see that every exceptional divisor of
Z is a projective line (over an extension of k) that meets the other irreducible
components at at most two points. Hence ∆̃ is regular, and it is therefore the
normalization of ∆. Let x ∈ ∆ be a point lying above a singular point of U ,
and let z ∈ π−1(x). Then π−1(x) is either reduced to z, in which case π is
an isomorphism in a neighborhood of z (Corollary 4.4.6), or a connected curve
(Corollary 5.3.16). In both cases, z is an intersection point in Zs′ if f(x) is an
intersection point in U . If U is irreducible at f(x), then m∆,x ≥ 2, and π−1(x) is
a connected curve that meets ∆̃ at m∆,x points. The Û stable hypothesis then
implies that ∆̃ contains at least three intersection points, a contradiction.

The properties of the ∆̃ that we have just shown imply that any irre-
ducible component of Zs′ that is contracted to a point of the stable model Ccan
(Proposition 9.4.8) cannot be a ∆̃ and is therefore contracted to a point in W ′.
It follows that Z → W ′ factors through a birational morphism ρ : Ccan → W ′.
Let W̃ ′

s′ be the strict transform of W ′
s′ in Ccan. This is a semi-stable curve;

hence the finite surjective morphism W̃ ′
s′ → (Ws)red induces a finite surjective
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morphism W̃ ′
s′ → Û . If W 0

s is reduced, and hence geometrically reduced since U
is semi-stable, the same holds for Ws. Hence W ′ = W ×S S′ (Lemma 4.1.18),
and W̃ ′

s′ → Û is consequently finite birational. As these are semi-stable curves,
we easily deduce from this that it is an isomorphism.

Note that the proof of the proposition follows immediately if no irreducible
component of Û is rational.

Example 4.38. Let K = Q2. Let us consider the smooth, projective, hyperel-
liptic curve C over K defined by an affine equation

y2 = x8 − 5x6 + 10x4 − 10x2 + 5.

Let σ be the automorphism of K(C) defined by σ(x) = −x and σ(y) = −y, and
G the group of order 2 generated by σ. Then C → D := C/G is a finite étale
morphism. Indeed, K(C)G = K(u, v), where u = x2 − 1 and v = xy, and D is
described by a hyperelliptic equation

v2 = u5 + 1.

Hurwitz’s formula then implies that C → D is étale. We are going to see that D
has potential good reduction, and that this is not the case for C.

Let us set v = 2v1+1, u = 22/5u1. Then v2
1+v1 = u5

1. This is the equation of a
hyperelliptic curve of genus 2 = g(D) over F2. Hence D has good reduction over
K[22/5] (Corollary 1.25). Let us replace K by K[22/5]. Let us set x = 1+21/5x1.
Then we have

v2
1 + v1 = (x2

1 + 24/5x1)5.

As K(v1, x1) = K(C), the equation above therefore defines an affine scheme W 0

over OK , whose generic fiber is an open subscheme of C and whose special fiber
is smooth, defined by the equation v2

2 + v2 = x5
1 (we translate v1 by x5

1 on F2)
of a smooth hyperelliptic curve of genus 2. Hence C does not have potential
good reduction, by Proposition 4.37. If we go further with the computation or
if we admit Remark 4.33, then we find that the potential stable reduction of C
consists of the union of a smooth curve of genus 2 (that we have just found) and
a smooth curve of genus 1, the two irreducible components meeting transversally
at one point.

Example 4.39. Let C be the plane curve x4 + y4 + z4 = 0 that we have
already come across in Example 1.12. We are going to show that its potential
stable reduction at 2 consists of three elliptic curves that meet a projective
line at three points. See Figure 50. We consider C as a curve over K := Q2.
We have K(C) = K(u, v), where u = x/z and v = y/z, with the relation
u4 + v4 + 1 = 0. Let E be the smooth projective curve of genus 1, with affine
equation w2 + v4 + 1 = 0. Then we have a morphism C → E of degree 2
corresponding to the injection K(E) → K(C) that sends w to u2 and v to v. In
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Example 1.28 we have already studied the reduction of a curve with an equation
close to that of E. Let ξ8 ∈ K be a primitive eighth root of unity. Let us set

ξ8v = (1 + v1 + α)/(v1 + α), w = (2w1 + βv1 + γ)/(v1 + α)2

where α, β, γ ∈ K are chosen so that |α| = |2|−1/4, |β| = |2|1/2, |γ| = 1 and that

w2
1 + (βv1 + γ)w1 = v3

1 .

See Example 1.28 for the computations. Let L/K be a finite extension containing
ξ8, α, β, and γ. Let Z0 be the smooth scheme SpecOL[w1, v1]. Its generic fiber
is an open subscheme of EL.

Let W 0 → Z0 be the normalization of Z0 in K(CL). Then W 0
s → Z0

s is
surjective and finite. Restricting W 0 if necessary, the curve U = (W 0

s )red is
then smooth with g(Û) ≥ 1. By Proposition 4.37, the potential stable reduction
Cs of C contains a curve Γ of geometric genus pa(Γ′) ≥ 1 (where Γ′ is the
normalization of Γ). Let τ : C → C be the automorphism of order 3 defined
by (x, y, z) �→ (y, z, x). It acts on Cs. Let us show that τ(Γ) 
= Γ. Let η be the
generic point of U , and let νη be the valuation of K(CL) associated to the ring
OW 0,η. We have

νη(v) = νη(1 + v1 + α)− νη(v1 + α) = νη(α)− νη(α) = 0,

which means that the image of v in k(η) ⊆ k(Γ) is non-zero. We have τ(v) = 1/u.
As

2νη(u) = νη(w) = νη(2w1 + βv1 + γ)− 2νη(v1 + α) = 0− 2νη(α) > 0,

νη(τ(v)) = νη(1/u) < 0 and τ(Γ) 
= Γ. Consequently, Cs contains three irre-
ducible curves of geometric genus ≥ 1. As it is of genus g(C) = 3, these curves
are smooth of genus 1. Taking into account the symmetry imposed by the auto-
morphism τ , we see that the only possibility for Cs is as in Figure 50.

Let σ be the automorphism of order 2 of C defined by u �→ −u and v �→ v.
Then σ acts on Γ and leaves invariant the intersection point q of Γ with the
projective line, and Γ/〈σ〉 is isomorphic to the good reduction Zs of E. As
Γ → Zs is ramified at q (Exercise 4.3.19), Hurwitz’s formula implies that Γ → Zs

is purely inseparable. In other words, σ acts trivially on Γ. The same type of
reasoning and Proposition 3.38 imply that σ must permute the two other elliptic
components of Cs.

g= 0

g= 1g= 1g= 1

Figure 50. Potential stable reduction of the curve x4 + y4 + z4 = 0.
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Example 4.40. Let K = Qp with p > 2. Let a, b be integers such that 1 ≤
a, b ≤ p − 1 and that a + b is prime to p. Let us consider the normal projective
curve Fa,b over K whose function field is

K(C) = K(x, y), yp = xa(x− 1)b.

This is a smooth projective curve (because char(K) = 0), geometrically con-
nected because K(C) ∩ K = K. The inclusion K(x) ⊂ K(x, y) induces a finite
morphism C → P1

K that is ramified at the points x = 0, 1,∞. Hurwitz’s formula
implies that g(C) = (p − 1)/2. We are going to show that the potential stable
reduction of Fa,b is smooth and hyperelliptic.

Let F (x) = xa(x − 1)b and α = a/(a + b) ∈ O∗
K . Then F ′(α) = 0 and

F (α), F ′′(α) ∈ O∗
K . Let ξp be a primitive pth root of unity and λ = ξp − 1. Then

|λ| = |p|1/(p−1). Let L be a finite extension of K containing λ and F (α)1/p. Let
us set x = λp/2u + α and y = λv + F (α)1/p. Then

F (x) = F (α) + λp
(
(F ′′(α)/2)u2 +

∑
i≥3

aiλ
(i−2)p/2ui

)
, ai = F (i)(α)/i! ∈ Z[α]

and a simple computation shows that

vp + (pλ−(p−1))F (α)1/pv = (F ′′(α)/2)u2 + λP (u) + λQ(v)

with P (u), Q(v) polynomials with coefficients in OL. This equation defines an
affine scheme W 0 whose special fiber is given by

vp + βv = γu2 (4.39)

with β, γ ∈ F∗
p. Restricting W 0 if necessary, we have W 0 smooth over OL, and

its special fiber is a smooth curve that is an open subscheme of a smooth pro-
jective curve of genus (p − 1)/2 = g(C). Hence CL has good reduction over OL

(Corollary 1.25), and the reduction is none other than the hyperelliptic curve
with equation (4.39). After a change of variables with coefficients in Fp, equation
(4.39) becomes vp − v = u2.

Remark 4.41. Let m ≥ 3, and let a, b, c ∈ Z be such that a + b + c = 0. Let
Fm

a,b,c be the smooth projective curve over K = Qp whose function field is

K(Fm
a,b,c) = K(x, y), ym = (−1)cxa(1− x)b.

Let us suppose that p ≥ 5, or that p = 3 and (3, m/(m, abc), abc) = 1. Then
Coleman and McCallum ([22], Theorem 3.4) have computed a semi-stable (and
stable if g(Fm

a,b,c) ≥ 2) model of Fm
a,b,c over a finite extension of OK . This allowed

them to compute certain Jacobi sums.
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Example 4.42. Let C be the Klein curve x3y + y3z + z3x = 0 over Q. It has
good reduction outside of p = 7 (Exercise 1.4). Let ξ7 be a primitive seventh
root of unity. It is well known that the group of automorphisms of C

Q
is of order

168 and contains an element τ of order 7 defined over K = Q(ξ7) ([19], Section
232). Hurwitz’s formula implies that C/〈τ〉 is of genus 0, and hence isomorphic
to P1

K because C(K) 
= ∅, and that the morphism C → C/〈τ〉 is ramified at
three points of P1(K). This implies that over a finite extension L of K, we have
K(C) = L(x, y) with y7 = xa(x − 1)b, 1 ≤ a, b ≤ 6, and a + b prime to 7.
Example 4.40 implies that C has potential good reduction, and that the latter
is the hyperelliptic curve y2 = x7 − x.

Remark 4.43. Given a curve C, using an explicit equation of C to determine
its potential stable reduction is not always possible nor always desirable. On the
other hand, in interesting cases, the potential stable reduction can be found by
exploiting the intrinsic properties of the curve. For example, the potential stable
reduction of the modular curves X0(N) at p is known if at most a power 2 of
p divides N ([27] if p2 does not divide N , and [32] if p2 divides N exactly and
p ≥ 5).

To conclude, we mention some results concerning the field extensions neces-
sary to obtain the stable reduction. From here to the end of the section, we fix
a Henselian (e.g., complete) discrete valuation ring OK with algebraically closed
residue field k of characteristic p = char(k) ≥ 0. Further, C will be a smooth,
projective, geometrically connected curve of genus g ≥ 2 over K. We will say that
an extension L/K realizes the stable reduction of C if CL has stable reduction
over OL.

Theorem 4.44. There exists a finite extension L of K with the following
properties:

(a) The extension L realizes the stable reduction of C, and it is minimal
in the sense that any extension that realizes the stable reduction of C
contains L; moreover, L/K is Galois.

(b) Let Cs be the potential stable reduction of C; then we have an injective
canonical homomorphism Gal(L/K) ↪→ Autk(Cs).

Proof (a) We use the analogous statement for the semi-Abelian reduction of
Abelian varieties over K ([29], théorème 5.15), and the equivalence between
the stable reduction of C and the semi-Abelian reduction of Jac(C) ([26],
Theorem 2.4). (b) Use [29], lemme 5.16.

Proposition 4.45. If p = 0 or if p > 2g + 1, then C has stable reduction over
a tamely ramified extension of K.

Proof Indeed, this is true for the semi-Abelian reduction of Abelian varieties
(see the proof of [88], Section 2, Corollary 2(a)). We can also show that for any
stable curve Z of genus g over k, the prime factors of Card(Autk(Z)) are at most
equal to 2g + 1, and then apply the theorem above.
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Proposition 4.46. Let C be as above and let C be the minimal regular model
with normal crossings of C over OK . Let us suppose that the multiplicities of the
irreducible components of Cs are all prime to p, so that C has stable reduction
over a tamely ramified extension of K (Corollary 4.7). Let d be the lcm of the
multiplicities of the irreducible components Γ such that pa(Γ) ≥ 1 or that Γ meets
the other components at at least three points. Then the minimal extension L/K
is the unique extension of K with ramification index d.

Proof This result is relatively easy to show. See, for example, [96],
Proposition 1.

The following theorem, due to T. Saito, characterizes the L/K tamely rami-
fied condition by numerical properties of the special fiber of the minimal regular
model with normal crossings.

Theorem 4.47. Let C be as above and let us suppose p > 0. Let C be a minimal
regular model with normal crossings of C. Let L/K be the minimal extension
that realizes the stable reduction of C. Then L/K is tamely ramified if and only
if the following condition is verified:

(*) Every irreducible component of Cs, of multiplicity divisible by p, is iso-
morphic to P1

k, meets the other irreducible components at exactly two
points, and these components are of multiplicity prime to p.

Proof See [84], Theorem 3.11. The proof is also presented in [1], Sections 2–3.
In [84], the condition of the normal crossings is weaker than that which we have
defined. But condition (*) is equivalent in either definition.

Exercises

4.1. Let OK be a discrete valuation ring with residue field k of characteristic

= 2, 3, 5. Compute the model C′ of Proposition 4.6 explicitly when C is an
elliptic curve, using Remark 4.8.

4.2. Let C be as above and let C be a smooth, projective, geometrically con-
nected curve of genus g ≥ 2 over a discrete valuation field K. We suppose
that p = char(K) > 0, that the residue field k of OK is perfect, and that
C(K) 
= ∅. We want to show that if there exists a purely inseparable exten-
sion K ′/K such that CK′ has stable reduction over OK′ , then C has stable
reduction over OK . We can suppose K is complete, k algebraically closed,
and that [K ′ : K] = p.
(a) Let C′ be the stable model of CK′ over OK′ and C′ → C′(p) the relative

Frobenius over OK′ . Show that there exists an OK-scheme D such that
C′(p) = D ×Spec OK

SpecOK′ (use Lemma 3.2.25).
(b) Show that D is a stable curve over OK , with generic fiber isomor-

phic to C(p). Deduce from this that C has stable reduction over OK

(Exercise 3.20).
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4.3. Let OK be a discrete valuation ring with field of fractions K, and let L be
a finite separable extension of the completion K̂ of K, defined by a monic
polynomial P (X) ∈ ÔK [X]. We want to show that L comes from a finite
separable extension of K.
(a) Let π denote the image of X in L and let t be a uniformizing

parameter for OK . Let c = P ′(π). Let Q(X) ∈ OK [X] be a sepa-
rable monic polynomial of the same degree as P (X) and such that
Q(X)−P (X) ∈ tc2ÔK [X]. Show that for any ε ∈ tcOL, Q′(π + ε) has
the same valuation as c.

(b) Applying the approximation method used in the proof of
Proposition 6.2.15, show that there exists a y ∈ OL such that Q(y) = 0
and that y − π ∈ mL.

(c) Let K ′ = K[Y ]/(Q(Y )). Show that K ′ is a finite separable extension
of K and that K ′ ⊗K K̂ � L.

(d) Let OK′ (resp. OL) be the integral closure of OK in K ′ (resp. of ÔK

in L). Show that we have ÔK ⊗OK
OK′ � OL.

4.4. (Theorem of algebraization of coherent sheaves). Let X be a projective
scheme over a complete discrete valuation ring OK . Let t be a uniformizing
parameter for OK . Let us recall that XN = X×Spec OK

SpecOK/(tN+1OK)
for every N ≥ 0. Let (FN )N≥0 be an inverse system of coherent sheaves:
that is to say that FN is a coherent sheaf on XN and that

FN+1 ⊗OXN+1
OXN

= FN .

We will say that (FN )N is algebraizable if there exists a coherent sheaf F
on X such that F ⊗OX

OXN
= FN for every N ≥ 0. We are going to show

that this is always the case. See [41], III.5.1.6, for the case when the base
is an arbitrary complete Noetherian local ring.
(a) Let us consider the FN as coherent sheaves on X killed by tN+1. Show

that for any N,n ≥ 0, we have an exact sequence

0 → tN+1FN+n → FN+n → FN → 0

and natural surjective homomorphisms

ρN,n : tnFn → tN+nFN+n

of OX0-modules. Considering the ascending sequence of the Ker ρN,0 ⊆
F0, show that there exist a coherent sheaf G on X0, quotient of F0,
and N0 ≥ 0 such that ρN,0 : F0 → tNFN induces an isomorphism
G � tNFN for every N ≥ N0.

(b) Let OX(1) be an ample sheaf on X. Let d1 ≥ 1 be such that
FN0(d1) := FN0 ⊗OX(d1) is generated by its global sections and that
H1(X,G(d1)) = 0. Show that for any N ≥ N0, the canonical homo-
morphism H0(X,FN+1(d1)) → H0(X,FN (d1)) is surjective, and that
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FN (d1) is generated by its global sections. Deduce from this that there
exist a coherent sheaf L1 = OX(−d1)r on X and a homomorphism of
inverse systems (L1 ⊗ OXN

)N → (FN )N that is surjective for every
N ≥ N0, and therefore for every N ≥ 0.

(c) Show that there exist a coherent sheaf L2 on X and an exact sequence
of inverse systems

(L2 ⊗OXN
)N

α−→ (L1 ⊗OXN
)N → (FN )N → 0.

Applying Corollary 5.3.11 to the sheaf HomOX
(L1,L2), show that α

comes from a homomorphism of coherent sheaves f : L1 → L2. Let
F = Coker(f). Show that F ⊗OXN

� FN for every N ≥ 0.
(d) Let C be as above and let us suppose that FN is invertible on XN for

every N . Show that F is invertible. Deduce from this that Pic(X) →
lim←−N

Pic(XN ) is surjective.

4.5. Let OK be a discrete valuation ring with algebraically closed residue field.
Let X → SpecOK be an arithmetic surface with Xs connected. Let d be
the gcd of the multiplicities of the irreducible components. Let us suppose
that Pic0(Xs) is unipotent. Show, using Lemma 4.14, that d is a power of
char(k).

4.6. Let f : X → Y be a dominant projective morphism of regular locally
Noetherian schemes, with geometrically integral fibers. Let us suppose that
Y is irreducible with generic point ξ.
(a) Show that OY → f∗OX is an isomorphism, and therefore

that Pic(Y ) → Pic(X) is injective (use the projection formula,
Proposition 5.2.32).

(b) Let D be a prime divisor on X whose support does not meet Xξ. Show
that there exists a prime divisor E on Y such that D = X ×Y E.
Deduce from this that the canonical complex

1 → Pic(Y ) → Pic(X) → Pic(Xξ) → 1

is exact.

4.7. Let X be an arithmetic surface over a discrete valuation ring. Let Γ1, . . . ,Γn

be irreducible components of Xs and M = (Γi·Γj)i,j the intersection matrix
of Xs.
(a) Show that there exist two invertible matrices P, Q ∈ Mn×n(Z) such

that PMQ is a diagonal matrix Diag(a1, . . . , an−1, 0) with ai ∈ N. The
product with P, Q comes down to repeatedly replacing a line V (resp.
a column) of M by ±V plus a linear combination of the other lines
(resp. columns). We say that M and PMQ are equivalent matrices.
Show that

Φ(X) �
∏

1≤i≤n−1

Z/aiZ.

(b) Compute Φ(X) for the minimal regular model of an elliptic curve of
type I∗

n.
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(c) Let X̃ → X be the blowing-up of a closed point x ∈ Xs and M̃ the
intersection matrix of X̃s. Let E ⊂ X̃s denote the exceptional divisor
and Γ̃i the strict transform of Γi in X̃. Show that for any i ≤ n, we
have

Γ̃i · Γ̃j + µx(Γi)(E · Γ̃j) = Γi · Γj

(Exercise 9.2.9(d)). Deduce from this that M̃ is equivalent to the
matrix (

M 0
0 1

)

and that Φ(Y ) = Φ(X) for any regular model Y of Xη over OK .

4.8. Let OK be a discrete valuation ring with algebraically closed residue field k.
Let C be a smooth, projective, geometrically connected curve of genus g ≥
2 over K. Let us fix a minimal regular model with normal crossings C of C
over OK . Let OL/OK be an extension of discrete valuation rings such that
CL has stable reduction over OL. Let eL/K denote the ramification index
of this extension. Let Γ be an irreducible component of C′

s of multiplicity
d.
(a) Let ξ be the generic point of Γ. Let C′ be the stable model of CL over

SpecOL and let us suppose that there exists a generic point ξ′ of C′
s

such that OC′,ξ′ dominates OC,ξ. Show that eL/K/d is equal to the
ramification index eOC′,ξ′ /OC,ξ

. In particular, d divides eL/K .

(b) Let Γ1, . . . ,Γn be irreducible components of Cs such that ∪iΓi is a
stable curve. Let d1, . . . , dn be their respective multiplicities in Cs.
Show that di divides eL/K (use Proposition 4.37).

(c) Show that if pa(Γ) ≥ 1, then the multiplicity of Γ divides eL/K .

4.9. Let C be a smooth, projective, geometrically connected curve over a dis-
crete valuation field K, with algebraically closed residue field. Let us define
the Abelian rank a(C) as being the maximum of the Abelian ranks a(Cs) of
the normal models C of C over SpecOK . Likewise for the toric rank t(C).
(a) Show that a(C) and t(C) are finite (use Exercise 3.17(a) to reduce to

the regular models and show that the ranks are then invariant).
(b) Let f be a map G1 → G2 between two connected graphs. Let us

suppose that f is surjective at the level of the vertices, and that for
any edge e2 of G2, with end vertices v2, v

′
2, and for any vertices v1,

v′
1 in G1 lying respectively above v2, v′

2, there exists an edge e1 lying
above e2 that joins v1 to v′

1. We want to show that β(G1) ≥ β(G2).
We can suppose β(G2) ≥ 1.
(1) By deleting the terminal vertices (i.e., those with only one adjacent

edge) and the adjacent edges in G2, show that we can reduce to
the case when G2 has no terminal vertices (Exercise 1.18).
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(2) Let E(v) denote the set of edges adjacent to a vertex v. Show that
2(β(Gi)− 1) =

∑
v(CardE(v)− 2), the sum being taken over the

set of vertices of Gi.
(3) Show that β(G1) ≥ β(G2).

(c) Let OL be a discrete valuation ring that dominates OK and such that
L is finite over K. Show that

a(CL) ≥ a(C), t(CL) ≥ t(C)

(use the going-down theorem as in the proof of Proposition 4.37).
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courbes de genre au moins deux, ed. L. Szpiro, Astérisque 86 (1981), 1–34.
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[83] M. Rosenlicht, Automorphisms of function fields, Trans. AMS 79 (1955),

1–11.
[84] T. Saito, Vanishing cycles and geometry of curves over a discrete valuation

ring, Am. J. Math. 109 (1987), 1043–1085.
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Â, formal completion of A for the
I-adic topology, 18

Ann(M), annihilator of a module
M , 13

AnnF , annihilator of an
OX -module F , 173

Ass(M), set of associated prime
ideals of M , 253

A�, set of invertible elements of a
ring A, 44

a(X), Abelian rank of a curve, 314
〈·, ·〉s, symmetric bilinear form on

Divs(X)R, 385
CaCl(X), group of Cartier divisors

modulo linear
equivalence, 257

codim(Z, X), codimension of Z in
X, 69

CX/Y , conormal sheaf of X in
Y , 229

d-uple embedding, 176, 209
D(f), open subset associated to a

function f , 27
D+(f), open subset associated to a

homogeneous element
f , 51

D · E, intersection of a divisor D
with a vertical divisor
E, 383

degk D, degree of a Cartier divisor
D, 275

degk L, degree of an invertible
sheaf, 282

degtrk K, transcendence degree of
K over k, 73

∆X/Y , diagonal morphism, 100
∆W , discriminant of a Weierstrass

model, 446
depthM , depth of a module, 335
DerA(B,M), derivations of B into

M , 210
dimA, dimension of a ring A, 69
dimX, dimension of a topological

space X, 68
dimx X, dimension of X at

x ∈ X, 68
Div(X), group of Cartier

divisors, 256
Divs(X), group of divisors with

support in Xs, 381
Divs(X)R, real vector space

Divs(X)⊗Z R, 385
div(f), principal Cartier divisor

associated to a rational
function, 256

Div+(X), effective Cartier
divisors, 256

div(s), Cartier divisor associated to
a rational section of an
invertible sheaf, 266

D|E , restriction of a Cartier divisor
to a closed subscheme
E, 377

E2, self-intersection of a vertical
divisor E, 383



 

Index 563

f × g, product of two
morphisms, 80

fS′ , morphism obtained by base
change S′ → S, 81

f�G, pull-back of a sheaf of
modules, 163

ΦE , group of components of the
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g(X), genus of a smooth projective

curve, 279
G0, identity component of an

algebraic group G, 496
grm(A), graded ring associated to

an ideal m, 135
HomOX

(F ,G), sheaf of
homomorphisms from F
to G, 172
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open subset V , 34
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a function f ∈ OX(X), 44
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Abhyankar’s theorem on the
desingularization of
surfaces, 362
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and base change, 193
affine open subset, 44

complement has codimension
1, 124

of a projective space, 76
of an affine space, 76

affine scheme, 43
and quasi-coherent

sheaves, 160
cohomology of sheaves, 186
is separated, 100
Serre’s criterion, 187

affine space, 47
open subset, 192

affine variety, 55
algebra, 5

finite, 29
finitely generated, 20, 29
flat, 6
graded, 20
homogeneous, 53
simple, 227

algebraic group, 307, 314;
see also group scheme

algebraic set, 30
and rational points, 49

algebraic variety, 55
complete, 107
Jacobian criterion of

smoothness, 130
proper, 105, 109, 112
smooth, 141–142, 219, 220;

see also smooth morphism
algebraization of coherent

sheaves, 553
alteration, 361, 374, 407
ample divisor, 266; see also ample

sheaf
on a curve, 315
the support is connected, 266

ample sheaf, 169–178, 194, 197, 198
on a curve, 305
on a projective scheme over a

Dedekind scheme, 205
on a proper scheme, 196

annihilator, 13, 173
approximation theorem, 379, 531
arcwise connectedness, 331
arithmetic surface, 353

minimal, 418, 423–424
relatively minimal, 418
smooth, 368–370, 388, 418,

526
with normal crossings, 404,

406–408, 425, 426, 530
Artin–Rees lemma, 21
associated point, 254
associated prime ideal, 253
automorphisms

of a curve, 300
of a minimal arithmetic

surface, 418
of a projective space, 176
of a stable curve, 520, 529
of models, 460

B

base change, 81
base point, 176
Betti number, 472
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Betti number (continued)
of the dual graph associated to

a curve, 511
Bézout identity, 384
birational map, 112

and base change, 146, 194
of normal fibered

surfaces, 354–355
of smooth fibered surfaces, 370

birational morphism, 96, 304
and blowing-up, 328, 332
and dimension, 334
and multiplicities, 410
and Picard groups, 408
decomposition into a sequence

of blowing-ups, 396
elimination of

indeterminacy, 396
exceptional locus,

see exceptional locus
of normal fibered

surfaces, 369–371, 417
of regular fibered surfaces, 395
quasi-finite, 152
to a Dedekind scheme, 124
to a normal scheme, 201
to a regular scheme, 272

blowing-up, 318–332
along a closed point, 402
along a regular closed

subscheme, 325
and finite morphisms, 344
universal property, 324

branch locus, 290, 347

C

canonical divisor, 282, 389; see also
dualizing sheaf

on a curve, 282, 288
on a fibered surface, 389, 429

canonical map, 288, 296
canonical model, 440, 457
canonical sheaf, 239;

see also dualizing sheaf
Cartier divisor, 256

effective, 256
Castelnuovo’s criterion, 416
catenary ring, 332–333
catenary scheme, 333
Cayley–Hamilton identity, 122
Chevalley’s theorem, 154
Chow’s lemma, 109, 196
class group, 58, 268
closed fiber, 84, 347
closed immersion, 38, 155, 164
closed point, 27

a scheme without closed
point, 114

in an algebraic variety, 60, 76
closed subscheme, 46

of a projective scheme, 53
of an affine scheme, 47

cochain, 180
alternating, 180

codifferent, 250, 289
codimension, 69, 75, 333;

see also height
Cohen–Macaulay, see module, ring,

scheme
coherent sheaf, 161

direct image, 163
finiteness of cohomology, 195
higher direct image, 195
on a projective scheme, 167

cohomological flatness, 209, 385,
393

cohomology (Čech), 182
cohomology and flat base

change, 190
complete intersection, 206–207, 287

and duality, 250
is cohomologically flat, 209
is geometrically connected, 207

completion, see formal completion
completion of a curve, 125, 546
complex, 4, 35

exact, 4
component group, see group of

components
conductor, 250
conic, 147, 148, 285, 418
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conic (continued)
good reduction, 479
reduction, 529
regular model, 426

connected component, 66, 97;
see also scheme of
connected components

constructible subset, 98
contraction, 357–360, 371–372,

430–437, 450
of (−2)-curves, 440, 447, 516
of exceptional

divisors, 416–417
coordinates, system of, 129
covering, 544
cup product, 194
curve, 75, 275

(−1)-curve, 412
(−2)-curve, 434
a proper curve over a field is

projective, 315
a regular proper flat curve over

a Dedekind domain is
projective, 353

affine, 315
affine plane, 302
completion, 125, 546
flat curve over a scheme, 347
normal but not smooth, 278
of arithmetic genus ≤ 0,

see conic
projective plane, 110, 280, 300
semi-stable, see semi-stable

curve
stable, see stable curve

cycle, 252, 267
direct image, 271, 397
of codimension 1, 267
positive, 267
prime, 267
restriction to an open

subset, 269
support, 267

D

de Jong’s theorem on
alteration, 407

decomposition group, 146, 532
Dedekind domain, 11, 115, 344
Dedekind scheme, 115–116

is regular, 128
open subscheme, 123

degeneration, 84
degree

of a Cartier divisor, 275
of a divisor in a projective

space, 287
of a finite morphism, 176
of an invertible sheaf, 282
transcendence, 73

Deligne–Mumford’s theorem on
stable reduction, 533

depth, 335–345
derivation, 210, 218
derived functor, 185
desingularization, 361

a scheme without
desingularization, 374

embedded resolution, 404
in the strong sense, 361
minimal, 424

determinant, 236, 241
differential, 178
differential forms, 127, 216;

see also relative
differential forms

of higher order, 238
dilatation, 395
dimension, 68–77, 96, 144, 333–335

and surjective morphism, 110
and surjective morphisms, 76
formula, 333
of a ring, 69
of a topological space, 68
of a toric group, 312
of a unipotent group, 306
of fibers, 137, 154–156
relative, 240
virtual relative, 240
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discrete valuation ring, 64, 106
extension with prescribed

residue field, 517
discriminant, 446
divisor

canonical, see canonical divisor
Cartier, see Cartier divisor
horizontal, 349
linear equivalence, 268
numerically effective, 423
of poles, 269
of zeros, see zeros divisor
vertical, 350
Weil, 268
with normal crossings,

see normal crossings
with strictly normal

crossings, 378
domination

a ring dominating a
subring, 106
a scheme dominating another

one, 330
dual graph of a curve, 473, 511
duality, 243–247, 281

for global complete
intersections, 250

dualizing sheaf, 243, 389;
see also canonical divisor

and birational morphisms, 403
degree, 282
of a semi-stable curve, 509
of a stable curve, 510–511
of the projective space, 242
on the canonical model, 440

Dynkin diagrams, 476

E

Eisenstein polynomial, 116
elimination of indeterminacy, 112,

396
elliptic curve, 217;

see also hyperelliptic curve
differential forms, 218
dualizing sheaf on the minimal

regular model, 423, 447

filtration on the rational
points, 498

genus, 280
group of components, 497
has a hyperelliptic

involution, 288
integral equation, 442
is an Abelian variety, 491
minimal discriminant, 447
minimal regular model, 447
minimal Weierstrass

model, 447, 449
Néron model, 494
potential semi-stable

reduction, 501
reduction of the minimal

regular model, 485
Weierstrass equation, 442
Weierstrass model, 442, 445

elliptic equation, 296
embedded point, 254
end vertex, 471
equidimensional, 138, 154, 234, 335
étale

homomorphism, 139
morphism, 139–141, 153, 176,

225
quasi-section, 227
standard, 153
topology, 223

Euler–Poincaré characteristic, 205,
278

exact sequence, 4
excellent ring, 342–344
excellent scheme, 342–347, 361–362
exceptional divisor, 412, 416–417
exceptional locus, 272, 397, 411
extension

purely inseparable, 89–90, 105,
214
separable, 89, 215, 226, 342

extension of morphisms from a
normal scheme to a proper
scheme, 119

extension of scalars, 3
exterior algebra, 236
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F

Fermat curve, 550
fiber of a morphism, 83
fibered product, 78

universal property, 78
fibered surface

minimal, 418
normal, 347
over a Dedekind scheme, 347
regular, 347
relatively minimal, 418
the set of regular points of

a, 343
field, finitely generated, 77
filtration, 16, 20, 498
flat homomorphism, 6
flatness, 6–15, 137, 144–146, 176,

207, 235, 346, 347
is a local property, 10
of a quotient algebra, 14, 139
over a Dedekind domain, 11
over a Dedekind scheme, 137

formal completion, 18–24, 344
and action of a group, 146
does not change the

dimension, 132
of a local ring of a semi-stable

curve, 512
of a regular local ring is

regular, 132
of a semi-local ring, 146
of a topological group, 17

formal fiber, 341, 469–482
formal functions (theorem on), 200
formal group, 482
formal power series, 18
Frobenius, 94–99, 301, 394

absolute, 94
and differentials, 226
and flatness, 145
and semi-stable curves, 532
is purely inseparable, 207
relative, 94

function
meromorphic, 255

rational, 66
regular, see regular function

function field, 66, 77, 277
fundamental divisor, 436–438, 450

G

generic fiber, 83, 347
genus, 282

arithmetic, 279, 393
geometric, 279

geometric multiplicity, 392, 409
geometrically connected, 90–98,

105, 155, 201, 208,
350–351, 496

geometrically integral, 90–98, 144,
369

geometrically irreducible, 90–98,
421

geometrically reduced, 90–98, 105,
131, 209, 369

geometrically regular, 342
germ, see section
glueing

morphisms, 40
schemes, 49
sheaf, 40

going-down theorem, 545
good reduction, 462–464, 479, 502,

545
potential, 465, 505, 548, 551

grading, 20
graph, 471; see also dual graph

branch in a graph, 476
of a birational map, 112
of a morphism, 110
of a rational map, 111

Grothendieck‘s vanishing
theorem, 188

group
divisible, 538
uniquely �-divisible, 538

group of components, 496, 538,
541, 554

group scheme, 297–299, 302
additive, 298
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group scheme (continued)
commutative, 298
multiplicative, 298
toric, 312
unipotent, 306, 316

H

height, 69
Henselian discrete valuation

ring–469
Henselian ring, 360
Henselization, 360
higher direct image, 189, 204, 208
Hilbert polynomial, 284
Hodge index theorem, 383
homogeneous algebra, 53
homogeneous coordinates, 53
homogeneous element, 20
homogeneous ideal, 50
homomorphism

étale, see étale homomorphism
finite, 29
flat, see flat homomorphism
integral, 29, 33, 69
local, 37

horizontal divisor, 349
Hurwitz formula, 289
hyperelliptic curve, 287, 292

bad reduction, 466, 480
equation, 296
good reduction, 464, 480
involution, 294

I

I-adic topology, 16
idempotent, 66
identity component, 496, 504
image

scheme-theoretic, 58
immersion, 96, 200

closed, 38, 45, 113
open, 38, 45
regular, see regular immersion

index of a curve, 393
inertia group, 147, 526, 532

integral closure, 120, 330, 340, 345;
see also normalization

integral equation, 29
intersection number, 376, 383
inverse limit, 16

universal property, 16
inverse system, 16
irreducible component, 62–63, 97

geometric, 97
isolated point, 56
isomorphism and base change, 194

J

Jacobian conjecture, 134
Jacobian criterion, 130, 134, 147

for projective varieties, 134
Jacobian matrix, 130
Jacobian variety, 299, 504, 542
Jordan–Hölder theorem, 258

K

Kähler differentials, see relative
differential forms

Klein curve, 479, 551
Krull’s principal ideal theorem, 71
Krull’s theorem on the intersection

of submodules, 21

L

l.c.i., see local complete intersection
Leibniz rule, 210
length

of a module, 258–259,
262–265, 274
of a path, 472

Leray acyclicity theorem, 183
lifting

infinitesimal, 225
of a closed point, 468
of rational points, 224
of the formal structure, 235

local complete intersection, 232,
338, 339, 438, 451, 510

local ring, 9
localization, 9
Lüroth’s theorem, 292
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M

meromorphic functions, 255
Mittag–Leffler condition, 24
model, 456

canonical, see canonical model
minimal regular, 418, 422, 455
morphism, 418, 455
of P1

K , 482; see also conic
of a surface, 418
of algebraic curves, 455
regular, 455
relatively minimal, 418
semi-stable, see semi-stable

model
smooth, 455
stable, see stable model
with normal crossings, 455,

456, 503, 534, 552
modular curve, 551
modular invariant, 500
module

Artinian, 259
Cohen–Macaulay, 337, 346
differential, 178
faithful, 122
faithfully flat, 13
flat, 6, 11, 193;

see also flatness
graded, 20, 164
of relative differential forms,

see relative differential
forms

simple, 213, 258, 264
torsion-free, 8

monoidal transformation, 395
morphism

affine, see affine morphism
birational, see birational

morphism
closed, 103
constant, 137
diagonal, 100, 216
dominant, 67, 86, 98, 278
étale, see étale morphism
faithfully flat, 145

finite, 112–113, 155, 176, 194,
246, 301

finite and birational, 362
flat, 136–139, 145;

see also flatness
generically étale, 227
generically separable, 227, 249
integral, 112, 120, 545
into a projective scheme, 57,

169
into an affine scheme, 48, 57
l.c.i. (local complete

intersection), see local
complete intersection

of finite type, 87, 96, 96–110
of projective schemes, 53
of schemes, 45
open, 58, 145
projection, 78
projective, 83, 108
proper, 103–107, 110–112, 194
proper birational, 150, 371,

373, 408
purely inseparable, 200, 207,

207–208, 291, 419, 532
quasi-compact–58, 58
quasi-finite
quasi-projective
quotient
ramified
separable
separated–102
smooth, see smooth morphism
structural, 47
tamely ramified, 290, 300
universally closed, 103
unramified, see unramified

morphism
Moving lemma, 379
moving lemma, 380, 391, 429
multiplicative subset, 9
multiplicity

intersection multiplicity, 376
of a Cartier divisor, 260
of a cycle, 267
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multiplicity (continued)
of a hypersurface at a

point, 402
of an irreducible

component, 305, 352, 368,
392

N

Nagata ring, 340–341, 343, 371–372
Nagata scheme, 341, 356, 362
Nakayama’s lemma, 9
Néron model, 489, 494, 504

universal property, 490
Néron–Ogg–Shafarevich’s

criterion, 502
nilpotent, 28, 32
nilradical, 31, 60
node in a graph, 475
Noether’s normalization lemma, 29,

155
norm, 77, 272–274
normal crossings, 378, 391, 474;

see also arithmetic surface
with normal crossings

strictly, 378
normal law, 493
normal ring, 115–123, 130, 133,

273, 344
normal scheme, 115–126, 130–131,

152, 201, 269, 339, 545
normalization, 119–126, 303, 343,

373, 534
and arithmetic genus, 304
and flatness, 136
by blowing-up, 341
in an extension, 120, 278
of a semi-stable

curve, 507–508, 529
Nullstellensatz, 30–31
number field, 58

ring of integers, 58, 69, 112,
139, 268, 454

O

open subscheme, 44

of an affine Dedekind
scheme, 123

ordinary double point, 310, 315,
483, 506, 526

split, 508, 514
ordinary multiple point, 310, 316,

521, 531
universal property, 316

P

parameters (system of), 129
path, 471
Picard group, 192, 408, 538, 539

and group of Cartier
divisors, 257, 261, 264

of a conic, 418
of a factorial domain, 273
of an affine line, 346
restriction to an open

subset, 401
torsion points, 299, 540

point
closed, see closed point
general, 64
generic, 63, 65
isolated, 56
of codimension 1, 119, 267
rational, see rational points
regular, 128
singular, 128
with value in an algebraic

extension, 92
poles, see divisor of poles
presheaf, 33

injective morphism, 35
morphism, 35
surjective morphism, 35

principal closed subset, 27, 74
principal open subset, 27, 51
projection

and base change, 81
from a center, 87, 246
to a component, 78

projection formula, 190, 398, 399
projective space, 50
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projective variety, 56
property local, on the base, 84
pure (dimension), 68

Q

quasi-coherent sheaf, 158
quasi-compact (topological

space), 33
quasi-section, 227
quotient

of a ringed topological space
by a group, 41
of a scheme by a group,

see scheme (quotient)
of an algebraic variety by an

algebraic group, 59

R

radical ideal, 63
radical of an ideal, 27
ramification

index, 265, 289
locus, 290, 347
point, 290

rational functions, see function field
rational map, 111, 348, 367, 494

domain of definition, 111
rational point, 148
rational points, 53, 388, 468, 498

and Galois extension, 93
are closed, 76
of a projective scheme, 54
of a subscheme, 49
of an affine scheme, 49

rational section of a sheaf, 266
reduction, 462

additive, 485
bad reduction, 462, 466
good, see good reduction
non-split multiplicative, 485
of rational points, 468
potential multiplicative, 499,

505
potential semi-stable, 499

semi-Abelian, 533, 542, 543,
551

semi-stable, see semi-stable
reduction

split multiplicative, 485
stable, see stable reduction

reduction map, 467–469, 481, 497
regular element, see regular

sequence
regular function, 44, 60, 61, 66

extension of, 118
regular immersion, 228
regular locus reg(X)
regular ring–135, 337, 346
regular scheme, 128–135, 140–144

and branch locus, 347
and divisors, 271
and local complete

intersection, 232
birational morphism to a, 272
blowing-up, 325
embedding in a smooth

scheme, 226
is Cohen–Macaulay, 337
is universally catenary, 338
not smooth, 142

regular sequence, 228, 335
and flat base change, 338

relative differential forms, 210;
see also differential forms,
dualizing sheaf

module of, 210–215, 219
sheaf of, 216–235, 529
universal property, 210

residue field, 11, 37, 46
resolution of singularities,

see desingularization
restriction

of a section, 34
of a sheaf, 34

restriction map, 33
Riemann hypothesis, 394
Riemann’s theorem, 279
Riemann–Roch theorem, 281–282
ring

Artinian, 70
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ring (continued)
catenary, see catenary ring
Cohen–Macaulay, 337–345
excellent, see excellent ring
factorial, 130
graded, 20, 23, 135
local, 9
Nagata, see Nagata ring
normal, see normal ring
reduced, 59
regular, see regular ring
semi-local, 146, 344
universally catenary,

see universally catenary
ring

ringed topological space, 37
morphism, 37

(Rk), property, 338–345

S

S-scheme, 47
S-valuation, 354
scheme, 44

affine, see affine scheme
base, 47
catenary, see catenary scheme
Cohen–Macaulay, 338–346
connected, 66–111, 200, 208,

331; see also geometrically
connected

Dedekind, see Dedekind
scheme

excellent, see excellent scheme
finite, 76
integral, 65
irreducible, 62;

see also geometrically
irreducible

local, 66
locally Noetherian, 55
Nagata, see Nagata scheme
Noetherian, 55
non-separated, 101
normal, see normal scheme
of connected

components, 496–497;

see also group of
components

of dimension 0, 76
projective, 53, 83
proper, 103
pure, see equidimensional
quasi-compact, 57–60, 67, 160
quasi-projective, 109, 113, 124,

171, 188
quotient, 59, 113, 124, 146,

526, 531
reduced, 59
regular, see regular scheme
separated, 100, 110
singular, 128
smooth, see smooth morphism
unibranch, 223
universally catenary,

see universally catenary
scheme

scheme-theoretic closure, 58
section

germ of a, 35
intersection with the special

fiber, 388
lifting, 224
of a fibered product, 81
of a presheaf, 34
of a scheme, 49
of a separated morphism, 110
with values in an extension, 81

Segre embedding, 108, 177
self-intersection, 383
semi-stable curve, 506, 510

dualizing sheaf, 509
graph, 511
local structure, 514, 531
quotient by a group, 526

semi-stable model, 515, 522
semi-stable reduction, 515, 518, 533

in characteristic 0, 536
separated topological space, 27
Serre duality, 236
Serre’s criterion for affine

schemes, 187, 193
Serre’s criterion for normality, 339
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sheaf, 34
ample, see ample sheaf
associated to a presheaf, 36, 39
coherent, see coherent sheaf
conormal, 229
constant, 39
direct image, 37, 163
direct limit, 192
dualizing, see dualizing sheaf
flasque, 190, 264
flat, 189
free, 173
generated by global

sections, 158, 169–171,
177–178, 285, 359, 440

higher direct image, 189
image, 36
inverse image, 37, 163
invertible, 165, 173
locally free, 173
normal, 229
of algebras, 34, 175
of graded algebras, 321
of homogeneous algebras, 321
of ideals, 38
of meromorphic functions, 255,

263–266
of modules, 157
of relative differential forms,

see relative differential
forms

of rings, 34
pull-back, 163
quasi-coherent, 158
quotient, 36
skyscraper, 40
stalk, 35
structure, 37
surjective morphism, 35
torsion-free, 174
twists, 166
very ample, see very ample

sheaf
σ-process, 395
(Sk), property, 338–345
smooth locus, 142, 224, 227, 494

smooth morphism, 142–149
and differentials, 222, 227, 230,

247
and lifting of rational

points, 224
and normality, 339
and quasi-sections, 227
and regularity, 142
embedding, 226, 407
local structure, 224, 226
smooth fibers, 352;

see also good reduction
special fiber, see closed fiber
specialization, 63–64, 467
spectral sequence, 196, 522
spectrum, 26
stable curve, 506, 510

automorphisms, 520, 529
dualizing sheaf, 510–511

stable model, 515
and canonical model, 518

stable reduction, 515, 523, 533
and base change, 520, 533
and covering, 544
and purely inseparable base

extension, 552
and semi-Abelian

reduction, 543
Deligne–Mumford’s

theorem, 533
extension realizing the stable

reduction, 551–552
of a Fermat curve, 548
potential, 543, 544, 547

Stein factorization, 208
strict transform, 324, 331, 402, 411
strictly normal crossings, 378
subgraph, 471, 483
subscheme, see closed subscheme

and open subscheme
subsheaf, 34
subvariety, 56
support, 173

of a Cartier divisor, 260, 274
of a cycle, 267
of a sheaf, 40, 56
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surface, 75, 317; see also arithmetic
surface

any proper regular algebraic
surface is projective, 413

rational, 427
ruled, 427

system of parameters, 129

T

tamely ramified extension, 289,
545, 552

tangent map, 126, 133
and étale morphisms, 141

tangent space, 126, 134, 148
and étale morphisms, 140
and smooth morphisms, 143
embedding in a regular

scheme, 149
tensor algebra, 236
tensor product, 1

of algebras, 5
of linear maps, 3
universal property, 1

thickness, 515, 526, 530
topological group, 15

complete, 16
separated, 16

toric rank of a curve, 314, 316, 474,
521, 531, 555

torsion, 8, 198
torus, 312, 497, 504, 542
total ring of fractions, 255, 345
total transform, 355; see also strict

transform
totally ramified extension, 545
trace, 289

and duality, 243
translation, 490, 504
transversal intersection, 378, 383,

509; see also normal
crossings

U

uniformizing parameter, 66, 129

unipotent rank of a curve, 314,
474, 521

unique factorization domain, 115
universally catenary ring, 333
universally catenary

scheme, 333–335, 356
universally closed, 103
universally injective, 208
unramified morphism, 139–145,

153, 221, 225
upper semi-continuity, 202–204

V

valuation, 106, 353
center, 354
discrete, see discrete valuation

ring
ideal, 106
normalized, 106
of the first kind, 354–356, 370,

371, 372
ring, 106

valuative criterion
of properness, 107
of separatedness, 103

van der Waerden’s purity
theorem, 272

vertical divisor, 350
very ample sheaf, 167, 169, 177

on P1
k, 280

on a blowing-up, 322, 327
on a cubic curve, 451
on a curve, 285, 286, 288, 300
on a fibered surface, 368
on a stable curve, 511
on an elliptic curve, 286

W

Weierstrass model, see elliptic
curve

Weierstrass point, 300, 302
Weil divisor, 268
Weil’s theorem on rational maps

into a group scheme, 494
wildly ramified extension, 533
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Z

Zariski closure, 56
Zariski tangent space, see tangent

space
Zariski topology, 27

Zariski’s connectedness
principle, 200

Zariski’s Main Theorem, 152
Zariski’s purity theorem, 347
zero divisor, 32, 253
zeros divisor, 269
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