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Preface 

The most extensive changes in this edition occur in the segment of the book 
devoted to commutative algebra, especially in Chapter 7, Commutative Ideal 
Theory: General Theory and Noetherian Rings; Chapter 8, Field Theory; and 
Chapter 9, Valuation Theory. In Chapter 7 we give an improved account of 
integral dependence, highlighting relations between a ring and its integral ex­
tensions ("lying over," "going-up," and "going-down" theorems). Section 7.7, 
Integrally Closed Domains, is new, as are three sections in Chapter 8: 8.13, 
Transcendency Bases for Domains; 8.18, Tensor Products of Fields; and 8.19, 
Free Composites of Fields. The latter two are taken from Volume III of our 
Lectures in Abstract Algebra (D. Van Nost rand 1964; Springer-Verlag, 1980). 
The most notable addition to Chapter 9 is Krasner's lemma, used to give an 
improved proof of a classical theorem of Kurschak's lemma (1913). We also 
give an improved proof of the theorem on extensions of absolute values to a 
finite dimensional extension of a field (Theorem 9.13) based on the concept of 
composite of a field considered in the new section 8.18. 

In Chapter 4, Basic Structure Theory of Rings, we give improved accounts 
of the characterization of finite dimensional splitting fields of central simple 
algebras and of the fact that the Brauer classes of central simple algebras over 
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a given field constitute a set—a fact which is needed to define the Brauer group 
Br(F). In the chapter on homological algebra (Chapter 6), we give an improved 
proof of the existence of a projective resolution of a short exact sequence of 
modules. 

A number of new exercises have been added and some defective ones have 
been deleted. 

Some of the changes we have made were inspired by suggestions made by 
our colleagues, Walter Feit, George Seligman, and Tsuneo Tamagawa. They, 
as well as Ronnie Lee, Sidney Porter (a former graduate student), and the 
Chinese translators of this book, Professors Cao Xi-hua and Wang Jian-pan, 
pointed out some errors in the first edition which are now corrected. We are 
indeed grateful for their interest and their important inputs to the new edition. 
Our heartfelt thanks are due also to F. D. Jacobson, for reading the proofs of 
this text and especially for updating the index. 

January 1989 Nathan Jacobson 



Preface to the First Edition 

This volume is a text for a second course in algebra that presupposes an intro­
ductory course covering the type of material contained in the Introduction and 
the first three or four chapters of Basic Algebra I. These chapters dealt with 
the rudiments of set theory, group theory, rings, modules, especially modules 
over a principal ideal domain, and Galois theory focused on the classical prob­
lems of solvability of equations by radicals and constructions with straight-edge 
and compass. 

Basic Algebra II contains a good deal more material than can be covered in 
a year's course. Selection of chapters as well as setting limits within chapters 
will be essential in designing a realistic program for a year. We briefly indicate 
several alternatives for such a program: Chapter 1 with the addition of section 
2.9 as a supplement to section 1.5, Chapters 3 and 4, Chapter 6 to section 6.11, 
Chapter 7 to section 7.13, sections 8.1-8.3, 8.6, 8.12, Chapter 9 to section 9.13. 
A slight modification of this program would be to trade off sections 4.6-4.8 
for sections 5.1-5.5 and 5.9. For students who have had no Galois theory it 
will be desirable to supplement section 8.3 with some of the material of Chap­
ter 4 of Basic Algebra I. If an important objective of a course in algebra is an 
understanding of the foundations of algebraic structures and the relation be-
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tween algebra and mathematical logic, then all of Chapter 2 should be included 
in the course. This, of course, will necessitate thinning down other parts, e.g., 
homological algebra. There are many other possibilities for a one-year course 
based on this text. 

The material in each chapter is treated to a depth that permits the use of the 
text also for specialized courses. For example, Chapters 3, 4, and 5 could con­
stitute a one-semester course on representation theory of finite groups, and 
Chapter 7 and parts of Chapters 8, 9, and 10 could be used for a one-semester 
course in commutative algebras. Chapters 1, 3, and 6 could be used for an 
introductory course in homological algebra. 

Chapter 11 on real fields is somewhat isolated from the remainder of the 
book. However, it constitutes a direct extension of Chapter 5 of Basic Algebra 
I and includes a solution of Hilbert's problem on positive semi-definite rational 
functions, based on a theorem of Tarski's that was proved in Chapter 5 of the 
first volume. Chapter 11 also includes Pfister's beautiful theory of quadratic 
forms that gives an answer to the question of the minimum number of squares 
required to express a sum of squares of rational functions of n real variables 
(see section 11.5). 

Aside from its use as a text for a course, the book is designed for independent 
reading by students possessing the background indicated. A great deal of ma­
terial is included. However, we believe that nearly all of this is of interest to 
mathematicians of diverse orientations and not just to specialists in algebra. We 
have kept in mind a general audience also in seeking to reduce to a minimum 
the technical terminology and in avoiding the creation of an overly elaborate 
machinery before presenting the interesting results. Occasionally we have had 
to pay a price for this in proofs that may appear a bit heavy to the specialist. 

Many exercises have been included in the text. Some of these state interesting 
additional results, accompanied with sketches of proofs. Relegation of these to 
the exercises was motivated simply by the desire to reduce the size of the text 
somewhat. The reader would be well advised to work a substantial number of 
the exercises. 

An extensive bibliography seemed inappropriate in a text of this type. In its 
place we have listed at the end of each chapter one or two specialized texts in 
which the reader can find extensive bibliographies on the subject of the chapter. 
Occasionally, we have included in our short list of references one or two papers 
of historical importance. None of this has been done in a systematic or com­
prehensive manner. 

Again it is a pleasure for me to acknowledge the assistance of many friends in 
suggesting improvements of earlier versions of this text. I should mention first 
the students whose perceptions detected flaws in the exposition and sometimes 
suggested better proofs that they had seen elsewhere. Some of the students who 
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have contributed in this way are Monica Barattieri, Ying Cheng, Daniel Corro, 
William Ellis, Craig Huneke, and Kenneth McKenna. Valuable suggestions 
have been communicated to me by Professors Kevin McCrimmon, James D. 
Reid, Robert L. Wilson, and Daniel Zelinsky. I have received such suggestions 
also from my colleagues Professors Walter Feit, George Seligman, and Tsuneo 
Tamagawa. The arduous task of proofreading was largely taken over by Ying 
Cheng, Professor Florence Jacobson, and James Reid. Florence Jacobson assis­
ted in compiling the index. Finally we should mention the fine job of typing 
that was done by Joyce Harry and Donna Belli. I am greatly indebted to all 
of these individuals, and I take this opportunity to offer them my sincere thanks. 

January 1980 Nathan Jacobson 





Introduction 

In the Introduction to Basic Algebra I (abbreviated throughout as "BAI") we 
gave an account of the set theoretic concepts that were needed for that volume. 
These included the power set 0>(S) of a set S, the Cartesian product S1 x S2 of 
two sets S1 and S2, maps ( = functions), and equivalence relations. In the first 
volume we generally gave preference to constructive arguments and avoided 
transfinite methods altogether. 

The results that are presented in this volume require more powerful tools, 
particularly for the proofs of certain existence theorems. Many of these proofs 
will be based on a result, called Zorn's lemma, whose usefulness for proving 
such existence theorems was first noted by Max Zorn. We shall require also 
some results on the arithmetic of cardinal numbers. All of this fits into the 
framework of the Zermelo-Fraenkel axiomatization of set theory, including 
the axiom of choice (the so-called Z F C set theory). Two excellent texts that 
can be used to fill in the details omitted in our discussion are P. R. Halmos' 
Naive Set Theory and the more substantial Set Theory and the Continuum 
Hypothesis by P. J. Cohen. 

Classical mathematics deals almost exclusively with structures based on sets. 
On the other hand, category theory—which will be introduced in Chapter 1 — 
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deals with collections of sets, such as all groups, that need to be treated 
differently from sets. Such collections are called classes. A brief indication of a 
suitable foundation for category theory is given in the last section of this 
Introduction. 

0.1 Z O R N ' S L E M M A 

We shall now formulate a maximum principle of set theory called Zorn's 
lemma. We state this first for subsets of a given set. We recall that a set C of 
subsets of a set S (that is, a subset of the power set £?{S)) is called a chain if C 
is totally ordered by inclusion, that is, for any A,BeC either A a B or B cz A. 
A set T of subsets of S is called inductive if the union [JAa of any chain 
C = {A^} cz T is a member of T. We can now state 

ZORN'S L E M M A (First formulation). Let T be a non-vacuous set of subsets 
of a set S. Assume T is inductive. Then T contains a maximal element, that is, 
there exists an MeT such that no AeT properly contains M. 

There is another formulation of Zorn's lemma in terms of partially ordered 
sets (BAI, p. 456). Let P, ^ be a partially ordered set. We call P, ^ (totally or 
linearly) ordered if for every a,beP either a ^ b or b ^ a. We call P inductive if 
every non-vacuous subset C of P that is (totally) ordered by ^ as defined in P 
has a least upper bound in P, that is, there exists a u e P such that u ^ a for 
every aeC and ifv^a for every aeC then v ^ u. Then we have 

ZORN'S L E M M A (Second formulation). Let P,^ be a partially ordered set 
that is inductive. Then P contains maximal elements, that is, there exists meP 
such that no aeP satisfies m < a. 

It is easily seen that the two formulations of Zorn's lemma are equivalent, so 
there is no harm in referring to either as "Zorn's lemma." It can be shown that 
Zorn's lemma is equivalent to the 

AXIOM O F CHOICE. Let S be a set, ^(<S)* the set of non-vacuous subsets of 
S. Then there exists a map f (a "choice function") of ^%S)* into S such that 
f(A)eAfor every Ae0>(S)*. 

This is equivalent also to the following: If {Aa} is a set of non-vacuous sets 
Aa, then the Cartesian product J][v4a # 0. 

The statement that the axiom of choice implies Zorn's lemma can be proved 
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by an argument that was used by E. Zermelo to prove that every set can be 
well ordered (see Halmos, pp. 62-65). A set S is well ordered by an order 
relation ^ if every non-vacuous subset of S has a least element. The well-
ordering theorem is also equivalent to Zorn's lemma and to the axiom of 
choice. We shall illustrate the use of Zorn's lemma in the next section. 

0.2 A R I T H M E T I C OF C A R D I N A L N U M B E R S 

Following Halmos, we shall first state the main results on cardinal arithmetic 
without defining cardinal numbers. We say that the sets A and B have the 
same cardinality and indicate this by \A\ = \B\ if there exists a bijective map of 
A onto B. We write \A\ < \B\ if there is an injective map of A into B and 
\A\ < \B\ if \A\ ^ \B\ and \A\ ^ \B\. Using these notations, the 
Schroder-Bernstein theorem (BAI, p. 25) can be stated as: \A\ ^ \B\ and 
\B\ ^ \A\ if and only if \A\ = \B\. A set F is finite if \F\ = \N\ for some 
N = {0 ,1 , . . . ,n—1} and A is countably infinite if \A\ = \co\ for co = {0,1 ,2 , . . .} . 
It follows from the axiom of choice that if A is infinite ( = not finite), then 
\co\ < \A\. We also have Cantor 's theorem that for any A, \A\ < \&(A)\. 

We write C = AO B for sets A,B,C if C = A uB and A nB = 0. It is 
clear that if \AX | ^\A2\ and j i ? ^ ^ ^ ! , then \A10Bx\ ^\A20B2\. Let 
C = F Oco where F is finite, say, F = { x 0 , . . . , x n _ i } where xt # Xj for i ^ j . 
Then the map of C into co such that xt ~> i, k^k + n for keco is bijective. 
Hence |C| = |co|. It follows from |co| ^ \A\ for any infinite A that if C = F 0 ^4, 
then |C| = |^4|. For we can write A = DOB where \D\ = \co\. Then we have a 
bijective map o f f u D onto D and we can extend this by the identity on B to 
obtain a bijective m a p of C onto A. 

We can use the preceding result and Zorn's lemma to prove the main result 
on "addition of cardinals," which can be stated as: If A is infinite and 
C = A u B where \B\ = \A\, then \C\ = \A\. This is clear if A is countable from 
the decomposition co = {0,2,4, . . .} u {1,3 ,5 , . . .} . It is clear also that the result 
is equivalent to \A x 2| = \A\ if 2 = {0,1}, since \A x 2| = \A 0 B|. We proceed 
to prove that \A x 2| = |^ | for infinite A. Consider the set of pairs (XJ) where 
X is an infinite subset of A a n d / i s a bijective m a p of X x 2 onto X. This set is 
not vacuous, since A contains countably infinite subsets X and for such an X 
we have bijective maps of 1 x 2 onto X. We order the set {(XJ)} by 
(XJ) < (X'J1) if X c X r and / is an extension of / It is clear that {(XJ)}, ^ 
is an inductive partially ordered set. Hence, by Zorn's lemma, we have a 
maximal (Y,g) in {(XJ)}. We claim that A — Y is finite. For, if 4̂ — Y is 
infinite, then this contains a countably infinite subset D, and gr can be extended 
to a bijective map of (YOD) x 2 onto 7 0 D contrary to the maximality of 
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(Y,g). Thus A-Yis finite. Then 

\A x 2| = |((Y x 2) u (A - Y)) x 2| = | Y x 2| 

= |Y| = ^ | . 

We can extend the last result slightly to 

a) AOB = LB 

if £ is infinite and \B\ 3* U| . This follows from 

|B| < U u B | < B x 2 = Bl 

The reader is undoubtedly familiar with the fact that \AxA\ = \A\ if A is 
countably infinite, which is obtained by enumerating co x co as 

More generally we have \A x ,4| = |^4| for any infinite A. The proof is similar to 
the one for addition. We consider the set of pairs (X,f) where X is an infinite 
subset of A and / is a bijective map of X x X onto X and we order the set 
{(X,f)} as before. By Zorn's lemma, we have a maximal (Y,g) in this set. The 
result we wish to prove will follow if \ Y\ = \A\. Hence suppose \ Y\ < \A\. Then 
the relation A = Y 0(A— Y) and the result on addition imply that 
\A\ = \A-Y|. Hence \A-Y\ > \ Y\. Then A-Y contains a subset Z such that 
| Z | = | Y|. Let W = Y u Z, so = Y 0 Z and x W is the disjoint union of 
the sets Y x Y, Y x Z, Z x Y, and Z x Z. We have 

Hence we can extend g to a bijective map of W x W onto FT. This contradicts 
the maximality of (Y,g). Hence \ Y\ = \A\ and the proof is complete. 

We also have the stronger result that if A ^ 0 and B is infinite and 
|JB| > \A\, then 

(0,0), (0,1), (1,0), (0,2), (1,1), ( 2 ,0 ) , . . . . 

| (Yx Z ) u ( Z x Y ) u ( Z x Z)| = |Z x Z| = |Z| 

(2) | 4 x B | = |B|. 

This follows from 

|S| < 14 x B\ < |B x B| = 

0.3 O R D I N A L A N D C A R D I N A L N U M B E R S 

In axiomatic set theory no distinction is made between sets and elements. One 
writes AeB for "the set A is a member of the set JB." This must be 
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distinguished from A cz B, which reads "A is a subset of Br (In the texts on set 
theory one finds A c= B for our A cz B and A cz B for our v4 ^ 5.) One defines 
A cz B to mean that CeA => C e £ . One of the axioms of set theory is that 
given an arbitrary set C of sets, there is a set that is the union of the sets 
belonging to C, that is, for any set C there exists a set U such that A e U if and 
only if there exists a 5 such that AeB and £ e C . In particular, for any set A 
we can form the successor A+ =Au{A} where {̂ 4} is the set having the 
single member A. 

The process of forming successors gives a way of defining the set co (= N) of 
natural numbers. We define 0 = 0 , 1 = 0 + = {0}, 2 = 1 + , . . . , n +1 = n+,... 
and we define co to be the union of the set of natural numbers n. The natural 
number n and the set co are ordinal numbers in a sense that we shall now 
define. First, we define a set S to be transitive if A e S and B e A => B e S. This is 
equivalent to saying that every member of S is a subset. We can now give 

D E F I N I T I O N 0.1. An ordinal is a set oc that is well ordered by e and is 
transitive. 

The condition A e A is excluded by the axioms of set theory. We write A < B 
for A e a, B e a if A e B or A = B. It is readily seen that every natural number n 
is an ordinal and the set co of natural numbers is an ordinal. Also 
co+, (co + ) + , . . . are ordinals. The union of these sets is also an ordinal. This is 
denoted as co + co or co x 2. 

We shall now state without proofs some of the main properties of ordinal 
numbers. 

Two partially ordered sets Sl9 ^ 1 and S2i < 2

 a r e said to be similar if there 
exists an order-preserving bijective map of Sx onto S2- The ordinals constitute 
a set of representatives for the similarity classes of well-ordered sets. For we 
have the following theorem: If S, ^ is well ordered, then there exists a unique 
ordinal a and a unique bijective order-preserving map of S onto a. If a and 
are ordinals, either a = p, a < /?, or f$ < a. An ordinal a is called a successor if 
there exists an ordinal /? such that oc = P+. Otherwise, a is called a Zimft ordinal. 
Any non-vacuous set of ordinals has a least element. 

D E F I N I T I O N 0.2. A cardinal number is an ordinal oc such that if P is any 
ordinal such that the cardinality \P\ = |a|, then oc < /?. 

A cardinal number is either finite or it is a limit ordinal. On the other hand, 
not every limit ordinal is a cardinal. For example co + co is not a cardinal. The 
smallest infinite cardinal is co. Cardinals are often denoted by the Hebrew 
letter "aleph" K with a subscript. In this notat ion one writes K 0 for co. 
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Since any set can be well ordered, there exists a uniquely determined 
cardinal a such that |a| = |S| for any given set S. We shall now call oc the 
cardinal number or cardinality of S and indicate this by |5| = a. The results that 
we obtained in the previous section yield the following formulas for 
cardinalities 

(3) \AKJB\ = \B\ 

if B is infinite and \B\ ^ \A\. Here, unlike in equation (1), |S| denotes the 
cardinal number of the set S. Similarly we have 

(4) ' \AxB\ = \B\ 

if A is not vacuous and \B\ is infinite and ^ \A\. 

0.4 SETS A N D CLASSES 

There is an axiomatization of set theory different from the Z F system that 
permits the discussion of collections of sets that may not themselves be sets. 
This is a system of axioms that is called the Godel-Bernays (or GB) system. 
The primitive objects in this system are "classes" and "sets" or more precisely 
class variables and set variables together with a relation e. A characteristic 
feature of this system is that classes that are members of other classes are sets, 
that is, we have the axiom: Y e X => Y is a set. 

Intuitively classes may be thought of as collections of sets that are defined 
by certain properties. A part of the GB system is concerned with operations 
that can be performed on classes, corresponding to combinations of properties. 
A typical example is the intersection of classes, which is expressed by the 
following: For all X and Y there exists a Z such that ueZ if and only if ueX 
and UEY. We have given here the intuitive meaning of the axiom: 
VXV Y 3 Z V u {ueZoueX and ueY) where V is read "for all" and 3 is read 
"there exists " Another example is that for every X there exists a Y such that 
ueY if and only if u£X i\JXlYMu (ue Y <=> ~ueX), where is the 
negation of •••). Other class formations correspond to unions, etc. We refer to 
Cohen's book for a discussion of the Z F and the GB systems and their 
relations. We note here only that it can be shown that any theorem of Z F is a 
theorem of GB and every theorem of GB that refers only to sets is a theorem 
o fZF . 

In the sequel we shall use classes in considering categories and in a few other 
places where we encounter classes and then show that they are sets by showing 
that they can be regarded as members of other classes. The familiar algebraic 
structures (groups, rings, fields, modules, etc.) will always be understood to be 
"small," that is, to be based on sets. 
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1 

Categories 

In this chapter and the next one on universal algebra we consider two unifying 
concepts that permit us to study simultaneously certain aspects of a large 
number of mathematical structures. The concept we shall study in this chapter 
is that of category, and the related notions of functor and natural 
transformation. These were introduced in 1945 by Eilenberg and MacLane to 
provide a precise meaning to the statement that certain isomorphisms are 
"natural." A typical example is the natural isomorphism between a finite-
dimensional vector space V over a field and its double dual F**, the space of 
linear functions on the space F * of linear functions on V. The isomorphism of 
V onto F** is the linear map associating with any vector xeV the evaluation 
function f^f(x) defined for a l l / e F * . To describe the "naturality" of this 
isomorphism, Eilenberg and MacLane had to consider simultaneously all 
finite-dimensional vector spaces, the linear transformations between them, the 
double duals of the spaces, and the corresponding linear transformations 
between them. These considerations led to the concepts of categories and 
functors as preliminaries to defining natural transformation. We shall discuss a 
generalization of this example in detail in section 1.3. 

The concept of a category is made up of two ingredients: a class of objects 
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and a class of morphisms between them. Usually the objects are sets and the 
morphisms are certain maps between them, e.g., topological spaces and 
continuous maps. The definition places on an equal footing the objects and the 
morphisms. The adoption of the category point of view represents a shift in 
emphasis from the usual one in which objects are primary and morphisms 
secondary. One thereby gains precision by making explicit at the outset the 
morphisms that are allowed between the objects collected to form a category. 

The language and elementary results of category theory have now pervaded 
a substantial part of mathematics. Besides the everyday use of these concepts 
and results, we should note that categorical notions are fundamental in some 
of the most striking new developments in mathematics. One of these is the 
extension of algebraic geometry, which originated as the study of solutions in 
the field of complex numbers of systems of polynomial equations with complex 
coefficients, to the study of such equations over an arbitrary commutative ring. 
The proper foundation of this study, due mainly to A. Grothendieck, is based 
on the categorical concept of a scheme. Another deep application of category 
theory is K. Morita 's equivalence theory for modules, which gives a new 
insight into the classical Wedderburn-Art in structure theorem for simple rings 
and plays an important role in the extension of a substantial part of the 
structure theory of algebras over fields to algebras over commutative rings. 

A typical example of a category is the category of groups. Here one 
considers "all" groups, and to avoid the paradoxes of set theory, the 
foundations need to be handled with greater care than is required in studying 
group theory itself. One way of avoiding the well-known difficulties is to adopt 
the Godel-Bernays distinction between sets and classes. We shall follow this 
approach, a brief indication of which was given in the Introduction. 

In this chapter we introduce the principal definitions of category t h e o r y -
functors, natural transformations, products, coproducts, universals, and 
adjoints—and we illustrate these with many algebraic examples. This provides 
a review of a large number of algebraic concepts. We have included some non-
trivial examples in order to add a bit of seasoning to a discussion that might 
otherwise appear too bland. 

1.1 D E F I N I T I O N A N D E X A M P L E S OF CATEGORIES 

D E F I N I T I O N 1.1. A category C consists of 
1. A class ob C of objects (usually denoted as A, B, C, etc.). 
2. For each ordered pair of objects (A,B), a set homc(A,B) (or simply 

hom(A,B) if C is clear) whose elements are called morphisms with 
domain A and codomain B (or from A to B). 
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3. For each ordered triple of objects (A,B,C), a map (fg)^gf of the 
product set horn (A,B) x horn (B, C) into horn (A, C). 

It is assumed that the objects and morphisms satisfy the following conditions: 
01. //(A,B) ^ (C,D), then horn (A,B) and horn (C,D) are disjoint. 
02. (Associativity). If fe horn (A, B), gehom(B, C), and hehom(C,D), 

then (hg)f = h(gf). (As usual, we simplify this to hgf) 
03. (Unit). For every object A we have an element lAehorn (A, A) such 

that flA=f for every fe horn (A, B) and lAg = g for every 
gehom (B, A). (1A is unigue.) 

I f f ehom (A,B), we write f:A->BorA^B (sometimes A y> B), and we call 
/ an arrow from A to B. Note that gf is defined if and only if the domain of g 
coincides with the codomain o f / a n d g /has the same domain a s / a n d the same 
codomain as g. 

The fact that gf = h can be indicated by saying that 

is a commutative diagram. The meaning of more complicated diagrams is the 
same as for maps of sets (BAI, pp. 7-8). For example, the commutativity of 

D 

means that gf = kh, and the associativity condition (hg)f = h(gf) is expressed 
by the commutativity of 

D 
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The condition that 1A is the unit in hom(,4,,4) can be expressed by the 
commutativity of 

B 

g 

'A 

f 

B 

for all fe horn (A,B) and all gehom (B,A). 
We remark that in defining a category it is not necessary at the outset that 

the sets horn (A,B) and horn (C,D) be disjoint whenever (A,B) # (C, D). This 
can always be arranged for a given class of sets horn (A, B) by replacing the 
given set horn (A,B) by the set of ordered triples (A,B,f) where fe horn (A,B). 
This will give us considerably greater flexibility in constructing examples of 
categories (see exercises 3-6 below). 

We shall now give a long list of examples of categories. 

EXAMPLES 

1. Set, the category of sets. Here ob Set is the class of all sets. If A and B are sets, 
horn (A, B) = BA, the set of maps from A to B. The product gf is the usual composite of 
maps and 1A is the identity map on the set A. The validity of the axioms CI, C2, and 
C3 is clear. 

2. Mon, the category of monoids, ob Mon is the class of monoids (BAI, p. 28), 
horn (M, N) for monoids M and N is the set of homomorphisms of M into N, gf is the 
composite of the homomorphisms g and/, and 1 M is the identity map on M (which is a 
homomorphism). The validity of the axioms is clear. 

3. Grp, the category of groups. The definition is exactly like example 2, with groups 
replacing monoids. 

4. Ab, the category of abelian groups, ob Ab is the class of abelian groups. 
Otherwise, everything is the same as in example 2. 

A category D is called a subcategory of the category C if o b D is a subclass 
of o b C and for any , 4 , £ e o b D , homB(A,B) cz h o m c ( , 4 , £ ) . It is required also 
(as part of the definition) that 1 4 for AeobJ} and the product of morphisms 
for D is the same as for C. The subcategory D is called full if 
homD(A,B) = h o m c ( , 4 , £ ) for every A, Be J}. It is clear that Grp and Ab are 
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full subcategories of Mon. On the other hand, since a monoid is not just a set 
but a triple (M, p, 1) where p is an associative binary composition in M and 1 
is the unit, the category Mon is not a subcategory of Set. We shall give below 
an example of a subcategory that is not full (example 10). 

We continue our list of examples. 

5. Let M be a monoid. Then M defines a category M by specifying that obM = {A}, 
a set with a single element A, and defining horn (A, A) = M, 1A the unit of M, and xy 
for x, ye horn (A, A), the product of x and y as given in M. It is clear that M is a 
category with a single object. Conversely, let M be a category with a single object: 
obM = {A}. Then M = horn {A, A) is a monoid. It is clear from this that monoids can 
be identified with categories whose object classes are single-element sets. 

A category is called small if o b C is a set. Example 5 is a small category; 1-4 
are not. 

An element fe horn (A,B) is called an isomorphism if there exists a 
g e h o m (B,A) such that fg = 1B and gf = 1A. It is clear that g is uniquely 
determined by f so we can denote it a s / " 1 . This is also an isomorphism and 
(f~1)~1=f- If / and h are isomorphisms and fh is defined, then fh is an 
isomorphism and (fh)'1 = h~lf~x. In Set the isomorphisms are the bijective 
maps, and in Grp they are the usual isomorphisms ( = bijective homo-
morphisms). 

6. Let G be a group and let this define a category G with a single object as in 
example 5. The characteristic property of this type of category is that it has a single 
object and all arrows ( = morphisms) are isomorphisms. 

7. A groupoid is a small category in which morphisms are isomorphisms. 

8. A discrete category is a category in which horn (A,B) = 0 if A ^ B and 
horn (A, A) = {1A}. Small discrete categories can be identified with their sets of objects. 

9. Ring, the category of (associative) rings (with unit for the multiplication 
composition). obRing is the class of rings and the morphisms are homomorphisms 
(mapping 1 into 1). 

10. Rng, the category of (associative) rings without unit (BAI, p. 155), homomor­
phisms as usual. Ring is a subcategory of Rng but is not a full subcategory, since there 
exist maps of rings with unit that preserve addition and multiplication but do not map 
1 into 1. (Give an example.) 

11. R-mod, the category of left modules for a fixed ring R. (We assume lx = x for x 
in a left R-module M.) obR-mod is the class of left modules for R and the morphisms 
are R-module homomorphisms. Products are composites of maps. If R = A is a 
division ring (in particular, a field), then R-mod is the category of (left) vector spaces 
over A. In a similar manner one defines mod-R as the category of right modules for the 
ring JR. 
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12. Let S be a pre-ordered set, that is, a set S equipped with a binary relation a ^ b 
such that a < a and a < b and £> < c imply a ^ c. S defines a category S in which 
obS = S and for a,beS, horn (a,b) is vacuous or consists of a single element according 
as a ^ or a ^ 5. If fe horn (a, fe) and g e horn (fe, c), then gf is the unique element in 
horn (a, c). It is clear that the axioms for a category are satisfied. Conversely, any small 
category such that for any pair of objects A,B, horn (A,B) is either vacuous or a single 
element is the category of a pre-ordered set as just defined. 

13. Top, the category of topological spaces. The objects are topological spaces and 
the morphisms are continuous maps. The axioms are readily verified. 

We conclude this section by giving two general constructions of new 
categories from old ones. The first of these is analogous to the construction of 
the opposite of a given ring (BAI, p. 113). Suppose C is a category; then we 
define C o p by o b C o p = o b C ; for A,BeobCop, h o m c o p ( ^ , B ) = h o m c ( 5 , A ) ; if 
fehomcop(A,B) and gehomcoP(B,C), then g-f (in C o p ) = fg"(as given in C). 1A 

is as in C. It is clear that this de'fines a category. We call this the dual category 
of C. Pictorially we have the following: If A ^ B in C, then A ^-B in C o p and if 

is commutative in C, then 

C 
is commutative in C o p . More generally, any commutative diagram in C gives 
rise to a commutative diagram in C o p by reversing all of the arrows. 

Next let C and D be categories. Then we define the product category C x D 
by the following recipe: o b C x D = o b C x o b D ; if A, B e ob C and 
v 4 ' , F e o b D , then h o m C x D ( ( y l , y l / ) , (B,Bf)) = homc{A,B) xhomD(A',Bf\ and 
1{A,A>) = ( U 1 ^ ) ; if fehomc(A,B), gehomc(B,C), f ehomB(A',B'), and 
g' e hom D ( I? ' , C ) , then 

(g,g')(f,f') = W,g'f'). 

The verification that this defines a category is immediate. This construction 
can be generalized to define the product of indexed sets of categories. We leave 
it to the reader to carry out this construction. 
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EXERCISES 

1. Show that the following data define a category Ring*: obRing* is the class of 
rings; if R and S are rings, then homR i n g*(R,S) is the set of homomorphisms and 
anti-homomorphisms of R into S; gf for morphisms is the composite g following/ 
for the maps/and g; and 1^ is the identity map on R. 

2. By a ring with involution we mean a pair (RJ) where R is a ring (with unit) and j 
is an involution in R; that is, if j :a-> a*, then (a + b)* = a* + b*, (ab)* = b*a*, 
1* = 1, (a*)* = a. (Give some examples.) By a homomorphism of a ring with 
involution (RJ) into a second one (S, k) we mean a map rj of R into S such that rj 
is a homomorphism of R into S (sending 1 into 1) such that rj(ja) = k(r\a) for all 
aeR. Show that the following data define a category Rinv: obRinv is the class of 
rings with involution; if (RJ) and (S,k) are rings with involution, then 
horn ((RJ), (S, k)) is the set of homomorphisms of (RJ) into (S,k); gf for 
morphisms is the composite of maps; and 1{RJ) = 1R. 

3. Let C be a category, A an object of C. Let obC/A = IJxeobc horn (X,A) so 
obC/A is the class of arrows in C ending at A. If fehom(B,A) and 
g e horn (C, A), define horn ( / g) to be the set of u :B -> C such that 

5 

is commutative. Note that horn (f,g) and horn (/',#') may not be disjoint for 
(fg)^(f\Q')- If ushorn (fg) and uehom (0 , / i ) for h:D^A, then 

G horn ( / h). Use this information to define a product from horn (fg) and 
horn /z) to horn ( / /z). Define lf= 1B for / :5 A Show that these data and the 
remark on page 11 can be used to define a category C/A called the category of 
objects of C over A. 

4. Use C o p to dualize exercise 3. This defines the category C A of objects of C below 
A. 

5. Let C be a category, Al9A2eobC. Show that the following data define a 
category C/{A1,A2}' The objects are the triples (Bf1f2) w h e r e / G h o m c ( B , ^ f ) . A 
morphism h '-(B,fuf2) (C,gug2)-is a morphism h :B -> C in C such that 

A1 
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is commutative. Arrange to have the horn sets disjoint as before. Define 
l(Bj i , / 2 ) = 1B and the product of morphisms as in C. Verify the axioms C2 and C3 
for a category. 

6. Dualize exercise 5 by applying the construction to C o p and interpreting in C. The 
resulting category is denoted as c\{A1,A2}-

7. (Alternative definition of a groupoid.) Let G be a groupoid as defined in example 
7 above and let G= {JABeohGhom(A,B). Then G is a set equipped with a 
c o m p o s i t i o n t h a t is defined for some pairs of elements (fg),fgeG, such that 
the following conditions hold: 

(i) For any f eG there exist a uniquely determined pair (u,v), u,veG such that uf 
and/u are defined and uf = f = fv. These elements are called the left and right 
units respectively of/ 

(ii) If u is a unit (left and right for some / e G), then u is its own left unit and 
hence its own right unit. 

(iii) The product fg is defined if and only if the right unit of / coincides with the 
left unit of g. 

(iv) If fg and gh are defined, then (fg)h a n d / (gh) are defined and (fg)h =f(gh). 
(v) If / h a s left unit u and right unit v, then there exists an element g having right 

unit u and left unit v such that/g = u and gf = v. 
Show that, conversely, if G is a set equipped with a partial composition satisfying 
conditions (i)-(v), then G defines a groupoid category G in which ob G is the set 
of units of G; for any objects u, v, horn (u, v) is the subset of G of elements having 
u as left unit and v as right unit; the product composition of horn (u, v) x 
horn (v, w) is that given in G. 

8. Let G be as in exercise 7 and let G* be the disjoint union of G and a set {0}. 
Extend the composition in G to G* by the rules that 0a = 0 = aO for all a e G* 
and fg = 0 if / , g e G and /# is not defined in G. Show that G* is a semigroup 
(BAI, p. 29). 

1.2 SOME BASIC CATEGORICAL CONCEPTS 

We have defined a morphism / in a category C to be an isomorphism if 
f\A B and there exists a g :B -+ A such t h a t / # = 1B and # / = 1 4 . If/:v4 -> J5, 
g :B A, and # / = 1^, t h e n / i s called a section of # and # is called a retraction 
of / More interesting than these two concepts are the concepts of monic and 
epic that are defined by cancellation properties: A m o r p h i s m / : A -» B is called 
monic (epic) if it is left (right) cancellable in C; that is, if gt and g2e 
horn (C, A) (horn (BVC)) for any C and fgx =fg2 (gtf= g2f \ then gx = g2. 
The following facts are immediate consequences of the definitions: 

1. If A B and B A C and / and g are monic (epic), then gf is monic 
(epic). 
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2. If A -4 B and B -4 C and gf is monic (epic), t h e n / i s monic (g is epic). 
3. I f / h a s a section t h e n / i s epic, and iff has a retraction t h e n / i s monic. 

Iff is a map of a set ,4 into a set 5 , then it is readily seen t h a t / i s injective 
(that i s , / (a ) ¥^f(d) for a ^ a' in A) if and only if for any set C and maps gug2 

of C into A, / # ! =fg2 implies g1 = g2 (exercise 3, p. 10 of BAI). Thus 
fe hom S e t (^ , jB) is monic if and only iff is injective. Similarly, / is epic in Set if 
and only i f / i s surjective (f(A) = B). Similar results hold in the categories R-
mod and Grp: We have 

P R O P O S I T I O N 1.1. A morphism f in R-mod or in Grp is monic (epic) if and 
only if the map of the underlying set is injective (surjective). 

Proof. Let / : A -» B in R-mod or Grp. Iff is injective (surjective) as a map of 
sets, then it is left (right) cancellable in Set. It follows that / is monic (epic) in 
R-mod or Grp. Now suppose the set map / is not injective. Then C = k e r / ^ 0 
in the case of R-mod and # 1 in the case of Grp. Let g be the injection 
homomorphism of C into A (denoted by C ^ A), so g(x) = x for every xeC. 
Then fg is the homomorphism of C into B, sending every xeC into the 
identity element of B. Next let h be the homomorphism of C into A, sending 
every element of C into the identity element of A. Then h / g since C ^ 0 (or 
^ 1), but fg = fh. H e n c e / i s not monic. 

Next suppose we are in the category R-mod and / is not surjective. The 
image / ( A ) is a submodule of B and we can form the module C = B/f (A), 
which is ^ 0 since f(A) ^ B. Let g be the canonical homomorphism of B onto 
C and h the homomorphism of B into C, sending every element of B into 0. 
Then g # h but gf = hf H e n c e / i s not epic. 

Finally, suppose we are in the category Grp and / is not surjective. The 
foregoing argument will apply if C =f(A)<\ B (C is a normal subgroup of B). 
This will generally not be the case, although it will be so if [B :C] = 2. Hence 
we assume [B:C]> 2 and we shall complete the proof by showing that in this 
case there exist distinct homomorphisms g and h of B into the group Sym B of 
permutations of B such that gf = hf We let g be the homomorphism b ^> bL of 
B into Sym B where bL is the left translation x bx in B. We shall take h to 
have the form kg where k is an inner automorphism of Sym B. Thus k has the 
form y^pyp'1 where y eSymB and p is a fixed element of S y m T h e n 
h = kg will have the form b ~»pbLp~x and we want this to be different from 
g :b ->bL. This requires that the permutation p does not commute with every 
bL. Since the permutations commuting with all of the left translations are the 
right translations (exercise 1, p. 42 of BAI), we shall have h = kg / g if p is not 
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a right translation. Since translations / 1 have no fixed points, our condition 
will be satisfied if p is any permutation # 1 having a fixed point. On the other 
hand, to achieve the condition gf = hf we require that p commutes with every 
cL, ceC. To construct a p satisfying all of our conditions, we choose a 
permutation n of the set C\B of right cosets Cb, beB, that is not the identity 
and has a fixed point. Since \C\B\ > 2, this can be done. Let / be a set of 
representatives of the right cosets Cb. Then every element of B can be written 
in one and only one way as a product cu, c e C, u e / . We now define the map p 
by p(cu) = cu' where %(Cu) = Cu'. Then peSymB, p 1, and p has fixed 
points since n # 1 and n has fixed points. It is clear that p commutes with 
every dL, deC. Hence p satisfies all of our requirements a n d / i s not epic. • 

What can be said about monies and epics in the category Ring? In the first 
place, the proof of Proposition 1.1 shows that injective homomorphisms are 
monic and surjective ones are epic. The next step of the argument showing 
that monies are injective breaks down totally, since the kernel of a ring 
homomorphism is an ideal and this may not be a ring (with unit). Moreover, 
even if it were, the injection map of the kernel is most likely not a ring 
homomorphism. We shall now give a different argument, which we shall later 
generalize (see p. 82), to show that monies in Ring are injective. 

L e t / b e a homomorphism of the ring A into the ring B that is not injective. 
Form the ring A © A of pairs (a1,a2), ateA, with component-wise addition 
and multiplication and unit 1 = (1,1). Let K be the subset of A © A of 
elements (a1,a2) such that f(ax) =f(a2). It is clear that K is a subring of 
A © A and K ^ D = {(a, a)\a e A}. Let g± be the map (au a2) ax and g2 the 
map (a1,a2) ^ a2 from K to A. These are ring homomorphisms a.ndfg1 =fg2, 
by the definition of K. On the other hand, since K ^ D, we have a pair 
(a1,a2)eK with ax / a2. Then g±{aua2) = ax a2 = g2(aua2). Hence 
Qi ^ 9i> which shows t h a t / i s not monic. 

Now we can show by an example that epics in Ring need not be surjective. 
For this purpose we consider the injection homomorphism of the ring Z of 
integers into the field Q of rationals. If g and h are homomorphisms of Q into 
a ring R, then gf = hf if and only if the restrictions g\Z = h\Z. Since a 
homomorphism of Q is determined by its restriction to Z, it follows that 
gf = hf implies g = h. T h u s / i s epic and obviously/ is not surjective. 

We have proved 

P R O P O S I T I O N 1.2. A morphism in Ring is monic if and only if it is injective. 
However, there exist epics in Ring that are not surjective. 

file:///C/B/
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The concept of a monic can be used to define subobjects of an object A of a 
category C. We consider the class of monies ending in A 

We introduce a preorder in the class of these monies by declaring that / ^ g if 
there exists a k such t h a t / = gk. It follows that k is monic. We w r i t e / = g if 
/^ g and # ^ / In this case the element k is an isomorphism. The relation = is 
an equivalence and its equivalence classes are called the subobjects of A. 

By duality we obtain the concept of a quotient object of A. Here we consider 
the epics issuing from A and d e f i n e / ^ g if there exists a k such that / = kg. We 
have an equivalence relation / = g defined by f = kg where k is an 
isomorphism. The equivalence classes determined by this relation are called 
the quotient objects of A. 

If the reader will consider the special case in which C = Grp, he will 
convince himself that the foregoing terminology of subobjects and quotient 
objects of the object A is reasonable. However, it should be observed that the 
quotient objects defined in Ring constitute a larger class than those provided 
by surjective homomorphisms. 

EXERCISES 

1. Give an example in Top of a morphism that is monic and epic but does not have 
a retraction. 

2. Let G be a finite group, H a subgroup. Show that the number of permutations of 
G that commute with every hL, heH (acting in G), is [G \H] \\H§-G:H^ where 
[G :H] is the index of H in G. 

1.3 F U N C T O R S A N D N A T U R A L T R A N S F O R M A T I O N S 

In this section we introduce the concept of a functor or morphism from one 
category to another and the concept of maps between functors called natural 
transformations. Before proceeding to the definitions we consider an example. 
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Let K be a ring and let U(R) denote the multiplicative group of units 
( = invertible elements) of R. The map R U(R) is a map of rings into groups, 
that is, a map of obRing into ob Grp. Moreover, if f:R-+S is a 
homomorphism of rings, then the restriction f\U(R) maps U(R) into U(S) and 
so may be regarded as a map of U(R) into 1/(5). Evidently this is a group 
homomorphism. It is clear also that if g :S -> T is a ring homomorphism, then 
(gfW(R) = (g\U{S))(f\U(R)). Moreover, the restriction 1R\U(R) is the 
identity map on U{R). 

The map R^U(R) of rings into groups and f^>f\U(R) of ring 
homomorphisms into group homomorphisms constitute a functor from Ring 
to Grp in the sense of the following definition. 

D E F I N I T I O N 1.2. / / C and D are categories, a (covariant) functor F from C 
to D consists of 

1. .4 map ,4 ~> i v l 0/ob C into o b D . 
2. For euery pafr o/objects (A,B) of C, a map f ^ F(f) ofhomc(A,B) into 

h o m D ( i v l , FB). 
We require that these satisfy the following conditions: 

F l . is defined in C, t/zerc F(gf) = F(g)F(f). 
F2. F ( l A ) = l F i l . 

The condition F l states that any commutative triangle 

B 

in C is mapped into a commutative triangle in D 

A contravariant functor from C to D is a functor from C o p to D. More 
directly, this is a map F of ob C into ob D and for each pair (A, B) of objects in 
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C, a map F of horn (A, B) into horn (FB,FA) such that F(fg) = F(g)F(f) and 
F(1A) = 1FA. A functor from B x C to D is called a bifunctor from B and C into 
D. We can also combine bifunctors with contravariant functors to obtain 
functors from B o p x C t o D and from B o p x C o p to D. The first is called a 
bifunctor that is contravariant in B and covariant in C and the second is a 
bifunctor that is contravariant in B and C. 

EXAMPLES 

1. Let D be a subcategory of the category C. Then we have the injection functor of D 
into C that maps every object of D into the same object of C and maps any morphism 
in D into the same morphism in C. The special case in which D = C is called the 
identity functor l c . 

2. We obtain a functor from Grp to Set by mapping any group into the underlying 
set of the group and mapping any group homomorphism into the corresponding set 
map. The type of functor that discards some of the given structure is called a "forgetful" 
functor. Two other examples of forgetful functors are given in the next example. 

3. Associated with any ring (R, + , •, 0,1) we have the additive group (R, 4-, 0) and the 
multiplicative monoid (R,-, 1). A ring homomorphism is in particular a homomorphism 
of the additive group and of the multiplicative monoid. These observations lead in an 
obvious manner to definitions of the forgetful functors from Ring to Ab and from Ring 
to Mon. 

4. Let n be a positive integer. For any ring ,R we can form the ring Mn(R) of n x n 
matrices with entries in R. A ring homomorphism f:R-*S determines a homomor­
phism (rtj) ~» (/(rtj)) of Mn(R) into Mn{S). In this way we obtain a functor Mn of Ring 
into Ring. 

5. Let n and JR be as in example 4 and let GLn(R) denote the group of units of Mn(R), 
that is, the group of n x n invertible matrices with entries in R. The maps R ~> GLn(R),f 
into (rtj) ~> (/(rtj)) define a functor GLn from Ring to Grp. 

6. We define the power functor in Set by mapping any set A into its power set 
0>(A) and any set map f:A-+B into the induced map f& of £?(A) into ^(B), which 
sends any subset Ax of A into its image/(Ax) cz B (0 ~> 0 ) . 

7. The abelianizing functor from Grp to Ab. Here we map any group G into the 
abelian group G/(G, G) where (G, G) is the commutator group of G (BAI, p. 238). If / is 
a homomorphism of G into a second group H,f maps (G, G) into (H,H) and so induces 
a homomorphism / of G/(G, G) into H/(H,H). The map f^f completes the definition 
of the abelianizing functor. 

8. Let Poset be the category of partially ordered sets. Its objects are partially ordered 
sets (BAI, p. 456) and the morphisms are order-preserving maps. We obtain a functor 
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from R-mod to Poset by mapping any R-module M into L(M), the set of submodules 
of M ordered by inclusion. If f:M -> N is a module homomorphism, / determines an 
order-preserving map of L(M) into L(N). These maps define a functor. 

9. We define a projection functor of C x D into C by mapping any object (A, B) of 
C x D into the object A of C and mapping (f g)ehorn ((A,B),(A',B')) into 
fe horn (A, A'). 

10. We define the diagonal functor C - ^ C x C by mapping A ~» (A, A) and f\A-+B 
into (A,A)^(B,B). 

11. Consider the categories R-mod and mod-R of left R-modules and right R-
modules respectively for the ring R. We shall define a contravariant functor D from R-
mod to mod-R as follows. If M is a left R-module, we consider the set 
M* = hom^(M,i^) of homomorphisms of M into R regarded as left R-module in the 
usual way. Thus M* is the set of maps of M into R such that 

f(x + y)=f(x)+f{y) 
f(rx) = rf(x) 

for x,yeM,reR. Iff geM* and seR, then/+gr defined by (f+g) (x) =f(x) + g(x) and 
fs defined by (fs) (x) =f(x)s are in M*. In this way M* becomes a right .R-module and 
we have the map M M* of ob R-mod into ob mod-R. Now let L.M-+N be a 
homomorphism of the R-module M into the R-module N. We have the transposed map 
£* ;Ar* _» M* defined as 

I?\g^gL, 

the composite of and L: 

If M1

L-XM2

L-iM3 in R-mod and ^eM3*, then (L2L1)*(^f) = gfL2Lx = [gL2)L1 = L\L*2{g). 
Hence 

(-̂ 2-̂ 1)* = L* L* . 

It is clear that (1M)* = 1 M . . It follows that 

defines a contravariant functor, the duality functor D from R-mod to mod-R. In a 
similar fashion one obtains the duality functor D from mod-R to R-mod. 

It is clear that a functor maps an isomorphism into an isomorphism: If we 
have fg = 1B9 gf= lA9 then F(f)F(g) = lFB and F(g)F(f) = \ F A . Similarly, 
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sections are mapped into sections and retractions are mapped into retractions 
by functors. On the other hand, it is easy to give examples to show that monies 
(epics) need not be mapped into monies (epics) by functors (see exercise 3 
below). 

If F is a functor from C to D and G is a functor from D to E, we obtain a 
functor GF from C to E by defining (GF)A = G(FA) for ^ e o b C and 
(GF)(f) = G(F(f)) for fehomc(A,B). In a similar manner we can define 
composites of functors one or both of which are contravariant. Then FG is 
contravariant if one of F, G is contravariant and the other is covariant, and FG 
is covariant if both F and G are contravariant. Example 5 above can be 
described as the composite UMn where Mn is the functor defined in example 4 
and U is the functor from Ring to Grp defined at the beginning of the section. 
As we shall see in a moment, the double dual functor D2 from R-mod to itself 
is a particularly interesting covariant functor. 

A functor F is called faithful (full) if for every pair of objects A, B in C the 
map /~> F(f) of homc(A,B) into homD(FA,FB) is injective (surjective). In the 
foregoing list of examples, example 1 is faithful and is full if and only if D is a 
full subcategory of C; examples 2 and 3 are faithful but not full (why?); and 
example 9 is full but not faithful. 

We shall define next the important concept of natural transformation 
between functors. However, before we proceed to the definition, it will be 
illuminating to examine in detail the example mentioned briefly in the 
introduction to this chapter. We shall consider the more general situation of 
modules. Accordingly, we begin with the category R-mod for a ring R and the 
double dual functor D2 in this category. This maps a left R-module M into 
M** = (M*)* and a homomorphism L :M -+ N into L** = (L*)* :M** -> iV**. 
If x e M , geN*, then L ^ e M * and (Ifg)(x) = g(Lx). If cpeM**, L**cpeN** 
and (L**<p) (g) = tp(Ug). We now consider the map 

1M(X) -f^f(*) 

of M* into R. This is contained in M** = hom^(M*, R) and the map 
^ M : x ^ ? / M ( x ) is an K-homomorphism of M into M**. Now for any 
homomorphism L :M -> N, the diagram 

(1) L 

I 
N VN ~ ^ N** 
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is commutative, because if x e M, then rjN(Lx) is the map g ~> g(Lx) of AT* into 
R and for <p = nM{x)eM**, (L**(p)(g) = cp(L?g). Hence {L**nM(x)) {g) = 
nM(x)(L*g) = (L*g)(x) = g(Lx). 

We now introduce the following definition of "naturality." 

D E F I N I T I O N 1.3. Let F and G be functors from C to D. PFe de/me a natural 
transformation n from F to G to be a map that assigns to every object A in C a 
morphism nAehomjy(FA, GA) such that for any objects A,B of C and any 
fehomc(A,B) the rectangle in 

A FA ^ *JGA 

F(f) G(f) 

FB GB 

is commutative. Moreover, if every nA is an isomorphism then n is called a 
natural isomorphism. 

In the foregoing example we consider the identity functor lR.mod and the 
double dual functor D2 on the category of left R-modules. For each object M 
of R-mod we can associate the morphism nM of M into M**. The 
commutativity of (1) shows that n :M ~> nM is a natural transformation of the 
identity functor into the double dual functor. 

We can state a stronger result if we specialize to finite dimensional vector 
spaces over a division ring A. These form a subcategory of A-mod. If V is a 
finite dimensional vector space over A, we can choose a base {e1,e2,--• ,en) for 
V over A. Let ef be the linear function on V such that ef(ej) = 5{j. Then 
(e*,e*,"",£*) is a base for F* as right vector space over A—the dual (or 
complementary) base to the base (e1,---,en). This shows that F* has the same 
dimensionality n as V. Hence F** has the same dimensionality as V. Since any 
non-zero vector x can be taken as the element e1 of the base (ex, e 2 , • • •, en), it is 
clear that for any x ^ 0 in V there exists a # e F * such that g(x) ^ 0. It follows 
that for any the map nv(x) :f ~>f{x) is non-zero. Hence nv :x nv(x) is 
an injective linear map of V into F**. Since dim F** = dim F, it follows that 
77K is an isomorphism. Thus, in this case, n is a natural isomorphism of the 
identity functor on the category of finite dimensional vector spaces over A 
onto the double dual functor on this category. 

We shall encounter many examples of natural transformations as we 
proceed in our discussion. For this reason it may be adequate to record at this 
point only two additional examples. 
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EXAMPLES 

1. We define the functor ©„ in ,R-mod by mapping any module M into M{n\ the 
direct sum of n copies of M (BAI, p. 175), and any homomorphism f:M -> N into 

f{n):{a1,---,an)^{f{a1\---j(an)). 

For any M we define the diagonal homomorphism 

5M

(n):a^(a,...,a). 

Then S{n) :M ~> SM

{n) is a natural transformation of l/?.m0d into 0 „ since we have the 
commutative diagram 

M <V"J ^Mn) 

I •« 

V • ! 

2. We consider the abelianizing functor as defined in example 7 above, but we now 
regard this as a functor from Grp to Grp rather than from Grp to Ab. (This is 
analogous to changing the codomain of a function.) Let vG denote the canonical 
homomorphism of G onto the factor group. Then we have the commutative diagram 

G yo <3/(G, G) 

H ^H/(H,H) 

which shows that v . G ^ v G is a natural transformation of the identity functor of Grp to 
Grp to the abelianizing functor. 

Let F9 G,H be functors from C to D, rj a natural transformation of F to G, 
and C a natural transformation from G to if. If AeobC then / ^ e 
hom D (Fv4, G^4) and £^ehom D (G,4 , IL4) . Hence e hom D (Fv4, HA). We 
have the commutativity of the two smaller rectangles in 

FA 

F(f) 

FB 

GA 

• . 

G(f) 

r } 
1 : J 

VB GB 

HA 

H(f) 

HB 
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which implies the commutativity of the large rectangle with vertices FA, HA, 
FB, HB. This implies that A ^ CAIA is a natural transformation from F to H. 
We call this £77, the PRODUCT of £ and 77. 

If F is a functor from C to D, we obtain a natural transformation l r of F 
into itself by mapping any AeobC into 1 F 4 e h o m B ( F A , F A ) . If 77 is any 
natural transformation from F to a functor G from C to D, then we evidently 
have nip = RJ = lGn. 

Let RJ be a natural isomorphism of F to G. Then 7 7 ^ is an isomorphism 
RJA:FA GA for every AeobC. Hence we have the isomorphism 
r\A ~~1.' G v 4 -» F A The required commutativity is clear, so A 7 7 ^ - 1 is a natural 
isomorphism of G to F. We call this the inverse n~l of n (RJ~1

A = nA~l). It is 
clear that we have n'1^ = 1F and nn~1 = 1 G . Conversely, if 77 is a natural 
transformation from F to G and 77 is one from G to F such that £77 = 1 F and 
RJC = 1g> Aen 77 is a natural isomorphism with 7 7 _ 1 = £ . 

If 77 is a natural isomorphism of a functor £ of C to C with the functor l c , 
then the commutativity of 

shows that E(f) = nBfrjA

 x, which implies that the map f^ E(f) of 
horn (A, B) into horn (EA, EB) is bijective. 

EXERCISES 

1. Let F be a functor from C to D that is faithful and full and let /ehomc(,4,jB). 
Show that any one of the following properties of F(f) implies the same property 
iorf\F(f) is monic, is epic, has a section, has a retraction, is an isomorphism. 

2. Let M and N be monoids regarded as categories with a single object as in 
example 5, p. 12. Show that in this identification, a functor is a homomorphism 
of M into N and that a natural transformation of a functor F to a functor G 
corresponds to an element beN such that b(Fx) = (Gx)b, xeM. 

3. Use exercise 2 to construct a functor F and a monic (epic)/such that F(f) is not 
monic (epic). 
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4. Let G be a group, G the one object category determined by G as in example 6 on 
p. 12. Show that a functor from G to Set is the same thing as a homomorphism 
of G into the group Sym S of permutations of a set S, or, equivalently, an action 
of G on S (BAI, p. 72). Show that two such functors are naturally isomorphic if 
and only if the actions of G are equivalent (BAI, p. 74). 

5. Let B , C , D , E be categories, F and G functors from C to D , K a functor from B to 
C, and if a functor from D to E. Show that if rj is a natural transformation from 
F to G, then A HrjA is a natural transformation from if F to if G for ,4 e ob C 
and J5 ~> is a natural transformation from FK to GK for B e ob B . 

6. Define the cercter of a category C to be the class of natural transformations of the 
identity functor l c to l c . Let C = R-mod and let c be an element of the center of 
R. For any MeobR-mod let nM(c) denote the map x cx, xeM. Show that 
rj(c) :M ~> rjM(c) is in the center of C and every element of the center of C has this 
form. Show that c ^rj(c) is a bijection and hence that the center of R-mod is a 
set. 

1.4 EQUIVALENCE OF CATEGORIES 

We say that the categories C and D are isomorphic if there exist functors 
F . C - * D (from C to D) and G . D - > C such that GF = l c and FG = 1 D . This 
condition is rather strong, so that in most cases in which it holds one tends to 
identify the isomorphic categories. Here is an example. Let C = Ab and 
D = /-mod. If M is an abelian group (written additively), M becomes a Z-

module by defining nx for neZ, xeM, as the nth multiple of x (BAI, p. 164). 
On the other hand, if M is a Z-module, then the additive group of M is an 
abelian group. In this way we have maps of ob Ab into ob Z-mod and of ob Z-

mod into ob Ab that are inverses. Iff is a homomorphism of the abelian group 
M into the abelian group N, then / ( n x ) = nf (x), neZ, xeM. Hence / is a 
homomorphism of M as Z-module into Af as Z-module. Conversely, any Z-

homomorphism is a group homomorphism. It is clear from this that Ab and 
Z-mod are isomorphic categories, and one usually identifies these two 
categories. 

Another example of isomorphic categories are R-mod and mod-R o p for any 
ring R. If M is a left R-module, M becomes a right Rop-module by defining 
xr = rx for xeM, reRop = R (as sets). Similarly, any right R o p -module 
becomes a left R-module by reversing this process. It is clear also that a 
homomorphism of RM, M as left R-module, into RN is a homomorphism of 
MRop, M as right R o p -module , into NRop. We have the obvious functors F and G 
such that GF = l R . m o d and FG = l r a o d _ ^ o p . Hence the two categories are 

The concept of isomorphism of categories is somewhat too restrictive; a 
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considerably more interesting notion is obtained by broadening this in the 
following manner. We define C and D to be equivalent categories if there exist 
functors F : C - > D and G:D - > C such that GF l c and FG ^ 1 D where ^ 
denotes the natural isomorphism of functors. Evidently isomorphism of 
categories implies equivalence. It is clear also that the relation of equivalence 
between categories is what the name suggests: it is reflexive, symmetric, and 
transitive. 

We note that the functor G in the definition of equivalence is not uniquely 
determined by F. It is therefore natural to shift the emphasis from the pair 
(F, G) to the functor F and to seek conditions on' a functor F :C -> D in order 
that there exists a G :D -> C such that (F, G) gives an equivalence, that is, 
GF = l c and FG = 1 D . We have seen that GF ^ l c implies that the map 
f^GF(f) of homc(A,B) onto hom c (GF^4, GF£) is bijective. Similarly, 
g ~> FG(g) is bijective of hom D (v4 ' ,F ) onto homB{FGA',FGB'). Now the 
injectivity of GF(f) implies the injectivity of the map /~> F(f) of the set 
bomc{A,B) into the set hom D (F^,FJ5) and the surjectivity of g^FG(g) 
implies the surjectivity of /~» F ( / ) . Thus we see that the functor F is faithful 
and full. We note also that given any A e o b D , the natural isomorphism 
FG = 1 D gives an isomorphism nA> e hom D ( ,4 ' , FGA'). Thus if we put 
A — GA' eobC, then there is an isomorphism contained in homD(A\FA) or, 
equivalently, in hom D (F^4, A'). 

We shall now show that the conditions we have sorted out are also sufficient 
and thus we have the following important criterion. 

P R O P O S I T I O N 1.3. Let F be a functor from C to D. Then there exists a 
functor G :D -> C such that (F, G) is an equivalence if and only if F is faithful and 
full and for every object A' ofD there exists an object A of C such that FA and 
A' are isomorphic in D, that is, there is an isomorphism contained in 
homD(FA,A'). 

Proof It remains to prove the sufficiency of the conditions. Suppose these 
hold. Then for any A e o b D we choose AeobC such that FA and A' are 
isomorphic and we choose an isomorphism rjA,:A' -> FA. We define a map G 
of o b D into o b C by A' ^ A where A is as just chosen. Then nA.\A' FGA'. 
Let B' be a second object of D and \tt f ebom^A',B'). Consider the diagram 

•+-FGB' 



2 8 1. Categories 

Since r\A, is an isomorphism, we have a unique morphism ^JB'/^A'1'-
FGA' FGB\ making a commutative rectangle. Since F is full and 
faithful, there is a unique f'.GA' -> GB' in C such that F(f) = nB>f'nA~l. We 
define the map G from hom D ( /T , £') to hom c (G/T , GB') by / ' Then we 
have the commutative rectangle 

A' VA> ^ FGA' 

(2) / ' 

B' 7)B, " ĜZ?' 

and G( / ' ) is the only morphism GA' -» G£ ' such that (2) is commutative. 
Now let g' ehomD(B\ C ) . Then we have the diagram 

A' ^ FGA' 

FG(f) 

FG(g') 

in which the two small rectangles and hence the large one are commutative. 
Since F is a functor, we have the commutative rectangle 

VA> FGA' 

(3) g'f'l \F(G(g')G(f')) 

C T)C> " FGC 

On the other hand, we have the commutative rectangle 
A' VA> FGA' 

(4) 

C 

F(G{g'f)) 

Vc> FGC 
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and G(g'f): GA' -» G C is the only morphism for which (4) is commutative. 
Hence we have G(g')G(f) = G(gf'). In a similar manner we see that 
G(lA') = 1GA" Thus the maps G :A' GA, G : / ' ~> G ( / ' ) for all of the horn sets 
hom D (A,2? ' ) constitute a functor from D to C. Moreover, the commutativity 
of (2) shows that n' : A ~ » i s a natural isomorphism of 1 D to FG. 

We observe next that since F is faithful and full, if A,BeobC and 
f .FA FB is an isomorphism, then the morphism f.A->B such that 
F(f)=f is an isomorphism (exercise 1, p. 25). It follows that since 
rjFA.FA-+FGFA is an isomorphism, there exists a unique isomorphism 
£A :A GFA such that F(£A) = rjFA. The commutativity of (2) for A' = FA, 
£' = FB, a n d / ' = F ( / ) w h e r e / : A - > £ in C implies that 

FGFA 

FGF(f) 

FGFB 

is commutative. Since F is faithful, this implies that 

GFA 

GF(f) 

B b ^ GFB 

is commutative. Hence C :A ^ CA is a natural isomorphism of l c into GF. • 

As an illustration of this criterion we prove the following very interesting 
proposition. 

P R O P O S I T I O N 1.4. Let R be a ring, and Mn(R) the ring of nxn matrices 
with entries in R. Then the categories mod-R and mod-M„(R) of right modules 
over R and Mn(R) respectively are equivalent. 

Before proceeding to the proof we recall some elementary facts about matrix 
units in Mn(R) (BAI, pp. 94-95). For i,j = l,...,n, we define etj to be the 
matrix whose (ij)-entry is 1 and other entries are 0, and for any a e R we let a' 
denote diag {a,... ,a), the diagonal matrix in which all diagonal entries are a. 
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Then we have the multiplication table 

(5) etJekl = djkeu 

and 

(6) Y.ea = 1. 

Moreover, 

(7) a'etj = etja' 

and this matrix has a in the (z,/(-position and O's elsewhere. Hence if 

(8) 

then 

A = 

a n a12 ' ' ' Cl\n 

a21 a22 ' ' ' a2n 

anl an2 " ' '
 ann 

atjeR 

(9) A = Xa;,e,. = Ze} 

We can now give the 

Proof of Proposition 1.4. Let M be a right R-module and let M ( n ) be a direct 
sum of n copies of M (BAI, p. 175). If x = (x1,x2, • • • , x „ ) e M ( n ) and y 4 e M „ ( ^ ) 

as in (8), we define xA to be the matrix product 

(10) ( x 1 ? X2, '" , xn) 

Cl-\ i di 

^21 2̂2 

a«l an2 

= G>1,J>2,"',}>„) 

where 

(11) y^XxjCiji, l ^ i ^ n 

and the right-hand side is as calculated in M. Using the associativity of matrix 
multiplication (in this mixed case of multiplication of "vectors" by matrices) 
we can verify that M{n) is a right Mn(R)-module under the action we have 
defined. Thus we have a map M M(n) of ob mod-.R into obmod-M„0R). I f / i s 
a module homomorphism of M into N, then the diagonal homomorphism 
fin):(x1,x2,...,xn) ^ (f(xi),f(x2),...,f(xn)) is a homomorphism of the right 
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M„(R)-module M(n) into the right M„(R)-module N{n). The maps M ~> M{n\f^f{n) 

constitute a functor Ffrom mod-R to mod-M„ (R). We shall verify that F satisfies the 
conditions of Proposition 1.3. 

1. F is faithful. Clear. 
2. F is full: Let # be an M„(R)-homomorphism of M(n) into AT("} where M 

and AT are right R-modules. Now M(n)e11 is the set of elements (x,0, . . . , 0 ) , 
x e M, and N{n)e1 x is the set of elements (j/, 0 , . . . , 0), y e N. Since g is an M„(R)-
homomorphism, g^M^e^) a N{n)elv Hence # (x ,0 , . . . ,0) = ( / (x ) , 0 , . . . ,0). It 
is clear that / is additive, and f(xa)=f(x)a for aeR follows from 
g((x,0,...,0)a') = (#(x,0, . . . ,0))a ' . Hence f is an R-homomorphism of M into 
N. Now (x, 0 , . . . , 0)eu = (0 , . . . , 0, x, 0 , . . . , 0), so g((x, 0 , . . . , 0)eu) = 
(g(xA...,0))eu implies that ^ ( 0 , . . . , 0 , x , 0 , . . . , 0 ) = ( 0 , . . . , 0 , / ( x ) , 0 , . . . , 0 ) . 
T h e n # =f{n) and F is full. 

3. Any right Mn(R)-module M' is isomorphic to a module F M , M a right R-
module: The m a p a a' is a homomorphism of R into M M (R). Combining this 
with the action of Mn{R) on M', we make M' a right R-module in which 
x'a = x'a', x' e M'. Then M = M'e11 is an R-submodule of M' since 
e11a! = a'e11, aeR. Moreover, x'en = x'eile11 EM for any i. We define a map 
Y]Mr.M' -+FM = M{n) by 

(12) x' ~> ( x ' g n , ^ ! , . , . , ^ ) . 

Direct verification using (9) and the definition of x'a shows that rjM, is an 
M„(R)-homomorphism. If x'en = 0 for 1 ^ i^ n, then x' = Y,x'eu = 
TJx'eileli = 0. Hence r\u. is injective. Moreover, Y\m, is surjective: If 
(x1,x2,...,xn)eM(n), then xi = x'ie11 = (x'ieli)eil and 

( x l 5 x 2 , . . . , x j = ((x'1e11)e11, (x'1e11)e21,..., (x'1e11)enl) 

+ ((Xi*12>l 1> (4^12^21 , • • •, fri^Ki) + 

Thus ? 7 M , is an isomorphism. • 

EXERCISES 

1. Let (F, G) be an equivalence of C into D and let/Ghom c (^4,B). Show that any 

one of the following properties off implies the same property for F(f) :/is monic, 

is epic, has a section, has a retraction, is an isomorphism. 

2. Are mod-R and mod-Mn(R) isomorphic for n > 1 ? 
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1.5 P R O D U C T S A N D C O P R O D U C T S 

There are many basic constructions in mathematics and especially in 
algebra—such as the (Cartesian) product of sets, the direct product of groups, 
the disjoint union of sets, and the free product of groups—that have simple 
characterizations by means of properties of maps. This fact, which has been 
known for some time, can be incorporated into category theory in the 
definition and examples of products and coproducts in categories. We shall 
begin with an example: the direct product of two groups. 

Let G = G1 x G 2 , the direct product of the groups Gx and G 2 : G is the group 
of pairs (g1,g2), 9t e Gh with the multiplication defined by 

(9i,92) (hi>h2) = (gihl9g2h2), 

the unit 1 = ( l l 5 1 2 ) where lt is the unit of Gu and (g1,g2)~1 = ( 0 i _ 1 > 0 2 - 1 ) -

We have the projections pt:G -» Gt defined by 

(13) Pi'(9u92)^9i, P2 :(0i,02) ~> 02-

These are homomorphisms, since 02 )^1, h2)) = pi{g±hl9 g2h2) = 
9iK = (Pi(0i>02)) (Pi(hi,h2)) and = l v Similar relations hold for p2. 

Now let H be another group and let ft :H G{ be a homomorphism of H 
into Gt. Then we define a m a p / o f H into G = Gx x G 2 by 

It is clear that this is a homomorphism and ptf(h) =ft(h). Hence we have the 
commutativity of 

Next l e t / ' be any homomorphism of H into G such that ptf =/, i = 1,2. 
Then f'(h) = (h(h\f2(h)) =f(h) so / ' = / Thus / is the only homomorphism 
H -» G making (14) commutative. 

We now formulate the following 

D E F I N I T I O N 1.4. Let At and A2 be objects of a category C. A product of Ax 

and A2 in C is a triple (A,pl9p2) where A eobC and ^ e h o m c ^ , ^ ) such that if 
B is any object in C and fiehomc(B9A^9 i= 1,2, then there exists a unique 

h^(fMf2(h)). 

(14) 

H 

Pi 
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fe homc(jB, A) such that the diagrams 

B 
f A 

(15) Pi 

are commutative. 

It is clear from our discussion that if G± and G2 are groups, then 
(G = Gx x G2,pup2) is a product of Gi and G2 in the category of groups. The 
fact that (Gi x G2,pl9p2) is a product of G1 and G 2 in Grp constitutes a 
characterization of the direct product Gx x G2 and the projections pt. This is a 
special case of 

P R O P O S I T I O N 1.5. Let (A,pup2) and (A\p'up'2) be products of Ax and A2 

in C. Then there exists a unique isomorphism h:A^A' such that pt = p[h, 
i= 1,2. 

Proof If we use the fact'that (A\p\,p'2) is a product of Ax and A2, we obtain 
a unique homomorphism h:A^ A' such that pt = p[h, i = 1,2. Reversing the 
roles of (A,p1,p2) and (A',p'l7p2), we obtain a unique homomorphism 
h! :Af A such that p\ = p{h'. We now have pt = pth'h and p\ = pfih!. On the 
other hand, if we apply Definition 1.4 to B = A and / = pt, we see that 1A is 
the only homomorphism A -> A such that p f = ptlA. Hence h'h = 1A and 
similarly hh' = \A>. Thus h is an isomorphism and h! = h~l. • 

Because of the essential uniqueness of the product we shall denote any 
product of A1 and y42 in the category C by A1TlA2. The concept of product in 
a category can be generalized to more than two objects. 

D E F I N I T I O N 1.4'. Let {Aa\ael} be an indexed set of objects in a category C. 
We define a product Y\Aa of the Aa to be a set {A,pa\ael} where ^4eobC, 
paehomc(A, Aa) such that if BeobC and / a e h o m c ( 5 , ^ 4 a ) , a el, then there 
exists a unique fehomc(B, A) such that every diagram 

(150 

B A 

Aa 

is commutative. 
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We do not assume that the map a ^ Aa is injective. In fact, we may have all 
the Aa equal. Also, if a product exists, then it is unique in the sense defined in 
Proposition 1.5. The proof of Proposition 1.5 carries over to the general case 
without change. We now consider some examples of products in categories. 

EXAMPLES 

1. Let {AJocel} be an indexed set of sets. We have the product set A = IL4a, which 
is the set of maps a: I [jAa such that for every QCEI, a(oc)eAa. For each a we have the 
projection pa:a a(oc). We claim that {A,pa} is a product of the Aa in the category Set. 
To see this, let B be a set and for each ocel l e t / be a map: B -> Aa. Then we have the 
map/ :R-» ,4 such that/(/3) is a^fa(b). Then paf — fa and it is clear that / i s the only 
map: B -> A satisfying this condition. Hence {A,pa} satisfies the condition for a product 
of the AA. 

2. Let {Ga\oceI} be an indexed set of groups. We define a product in G = JlGa by 
gg'(oi) = g(cc)g'(oc) for g,g' eG and we let 1 e G be defined by 1(a) = la, the unit of Ga for 
QLEI. It is easy to verify that this defines a group structure on G and it is clear that the 
projections as defined in Set are homomorphisms. As in example 1, {G,pa) is a product 
of the Ga in the category of groups. 

3. The argument expressed in example 2 applies also in the category of rings. If 
{jRa | a E 1} is an indexed set of rings, we can endow URa with a ring structure such that 
the projections pa become ring homomorphisms. Then {ILRa, pa} is a product of the Ra 

in the category Ring. 

4. In a similar manner we can define products of indexed sets of modules in R-mod 
for any ring R. 

We now consider the dual of the concept of a product. This is given in the 
following 

D E F I N I T I O N 1.5. Let {Aa\oceI} be an indexed set of objects of a category C. 
We define a coproduct Aa to be a set {A,ia\oceI} where ^ 4 e o b C and 
ia e horn (Aai A) such that if Be ob C and g a e h o m c ( , 4 a , J3), a el, then there exists 
a unique gehomc(A,B) such that every diagram 

(16) 

Aa 
is commutative. 



1.5 Products and Coproducts 3 5 

It is readily seen that if {AJJcxel} and {A'J'Jocel} are coproducts in C of 
{AJocel}, then there exists a unique isomorphism k \A' -> A such that ia = ki'a 

for all OLEI. 
If {AJocel} is an indexed set of sets, then there exists a set KJAA that is a 

disjoint union of the sets Aa. Let ia denote the injection map of Aa into \jAa. 
Let B be a set and suppose for each oc we have a map ga of yla into B. Then 
there exists a unique map g of I J - ^ into 5 such that the restriction g\Aa — g a , 
a e l . It follows that {[JAA, Q is a coproduct of the v4a in Set. 

We shall show in the next chapter that coproducts exist for any indexed set 
of objects in Grp or in Ring (see p. 84). In the case of J^-mod this is easy to 
see: Let {M Joe el} be an indexed set of left i^-modules for the ring R and let 
Y\Ma be the product set of the Ma endowed with the left #-module structure 
in which for x, y e Y\Ma and reR, (x + y) (oc) = x(oc) + y(oc), (rx) (oc) = r(x(oc)). 
Let ®Ma be the subset of T\Ma consisting of the x such that x(a) = 0 for all 
but a finite number of the ocel. Clearly ®Ma is a submodule of f]Ma. If 
xaeMa, we let iaxa be the element of that has the value xa at oc and the 
value 0 at every /? ^ a , /?eL The map ia:xa ^ iaxa is a module homomorphism 
of Ma into ®Ma. Now let NeR-MOD and suppose for every a e / we have a 
homomorphism ga\Ma^ N. Let xe®Ma. Then x(a) = 0 for all but a finite 
number of the oc; hence £ g a x ( a ) is well defined. We define g as the map 
x Y,gax(oc) of ®Ma into N. It is readily verified that this is a homomorphism 
of ®Ma into N and it is the unique homomorphism of ®Ma into N such that 
giy = ga. Thus {®Ma,Q is a coproduct in K-mod of the Ma. We call ®Ma the 
direct sum of the modules Mr 

Since the category Ab is isomorphic to / -mod, coproducts of arbitrary 
indexed sets of objects in Ab exist. 

EXERCISES 

1. Let S be a partially ordered set and S the associated category as defined in 
example 12 on p. 13. Let {aa\ael} be an indexed set of elements of S. Give a 
condition on {aa} that the corresponding set of objects in S has a product 
(coproduct). Use this to construct an example of a category in which every finite 
subset of objects has a product (coproduct) but in which there are infinite sets of 
objects that do not have a product (coproduct). 

2. A category C is called a category with a product (coproduct) if any pair of objects 
in C has a product (coproduct) in C. Show that if C is a category with a product 
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(coproduct), then any finitely indexed set of objects in C has a product 
(coproduct). 

3. An object A of a category C is called initial (terminal) if for every object X of C, 
hom c (^ ,X) (homc(X,^4)) consists of a single element. An object that is both 
initial and terminal is called a zero of C. Show that if A and A' are initial 
(terminal), then there exists a unique isomorphism h in homc(A,A'). 

4. Let A1 and A2 be objects of a category C and let C/{Al9A2} be the category 
defined in exercise 5 of p. 14. Show that A1 and A2 have a product in C if and 
only if C/{AUA2} has a terminal object. Note that this and exercise 3 give an 
alternative proof of Proposition 1.5. Generalize to indexed sets of objects in C. 

5. Use exercise 6 on p. 15 to give an alternative definition of a coproduct of objects 
of a category. 

6. Let / :At^B,i= 1,2, in a category C. Define a pullback diagr/am of {fl9f2} to be 
a commutative diagram 

is commutative. Show that if (Cig1,g2) and {C\g\,g'2) determine pullbacks f o r / 
and f2 as in (17), then there exists a unique isomorphism k:C C such that 
Q\ = gtk, i = 1,2. 
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7. Let fi'.Gi-tH in Grp. Form Gx x G2 and let M be the subset of Gx x G2 of 
elements (a1,a2) such that /iO^) = f2(a2). This is a subgroup. Let m£ = p,-|M 
where pf is the projection of Gt x G2 on Gj. Show that {m l J m 2 } defines a pullback 
diagram of/i and/ 2 . 

8. Dualize exercise 6 to define a pushout diagram determined by/ f :R i = 1,2, 
in C. Let ft :B Ai9 i = 1,2, in R-mod. Form A1 0 A2. Define the map 
f:b ~»(~fi(b\f2(b)) of £ into ^ © A2. Let / = Imf and put AT = (A± 0 4 2 )/J. 
Define n^.A^N by = (a^OJ + I, n2a2 = (0,a2) + L Verify that {wi,«2} 
defines a pushout diagram for/i and/ 2 . 

1.6 THE HOM FUNCTORS. REPRESENTABLE FUNCTORS 

We shall now define certain important functors from a category C and the 
related categories C o p and C o p x C to the category of sets. We consider first the 
functor horn from C o p x C. We recall that the objects of C o p x C are the pairs 
(A,B)9 A,BeobC, and a morphism in this category from (A,B) to (A'9B') is a 
pair (f,g) where f\A' A and g :B -+ B'. If (f',g') is a morphism in C o p x C 
from (A'9Br) to (A\B"\ so f:A"-+A', g'\B-»B"9 then (f,g')(f,g) = 
(ff',9'9)- Also 1{A}B) = (1,4,1^). 

We now define the functor horn from C o p x C to Set by specifying that this 
maps the object (A,B) into the set horn (A9B) (which is an object of Set) and 
the morphism (f,g) :(A, B) (A'. B') into the map of horn (A, B) into 
horn (A',Bf) defined by 

(18) hom(f9g):k^gkf. 

This makes sense since / : A' -» A, g:B B', k\A->B9 so gkf: A' —• B'. These 
rules define a functor, since if (f 9g')\(A'9B') -> (A"9B")9 then (f',g')(f,g) = 

(ff',9'9) a n d 

Yiom(ff'9g>g)(k) = (g'g)k(ff') 

= g'igkf)f 
= g' horn (f9g) (k)f> 

= horn (f'9g') (horn (f,g)(k)). 

Thus horn ((/ ' ,g') (f9g)) = horn (/',g') horn (/,g). Moreover, if / = 1A and 
g = 1B9 then (18) shows that horn (1A91B) is the identity map on the set 
horn (A9 B). Thus the defining conditions for a functor from C o p x C to Set are 
satisfied. 
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We now fix an object A in C and we define a functor horn (A, —) from C to 
Set by the rules 

horn (A, - )B = horn {A, B) 

horn (A, —) (g) for g : B -+ is the map 

(19) hom(,4,0):fc~>0fc 

of hom(^4,J3) into horn (A, B'). It is clear that this defines a functor. We call 
this functor the (covariant) horn functor determined by the object A in C. 

In a similar manner we define the contravariant horn functor h o m ( — ,B) 
determined by B e ob C by 

hom(-iB)A = horn (A,B) 

horn ( — ,B) (f) for f:A' A is the map 

(20) hom(fB):k^kf 

of horn (A, B) into horn (Af, B\ Now l e t / : A' -+ A,g:BB', k:A-+ B. Then 

horn ( / ,£ ' ) horn (A9g)(k) = (gk)f 
horn horn if,B)(k) = g(kf) 

and (#fc)/ = #(/</) = horn ( / # ) (/c). Hence 

horn horn fr4,&) » , h o m 

horn 

horn (04',5J horn " ~ h o m 

is commutative. We can deduce two natural transformations from this 
commutativity. First, fix g\B-+B' and consider the map A ~> horn (A, g) 
e h o m S e t ( h o m (A, B), hom(^. , £'))• The commutativity of the foregoing diagram 
states that A ~> horn (A, g) is a natural transformation of the contravariant 
functor h o m ( —,£) into the contravariant functor horn ( — ,£')• Similarly, the 
commutativity of (21) can be interpreted as saying that f o r / : ^4' -> A the map 
B horn (f, J5) is a natural transformation of horn (.4, —) into horn (A\ —). 

In the applications one is often interested in "representing" a given functor 
by a horn functor. Before giving the precise meaning of representation we shall 

(21) horn (f,B) 
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determine the natural transformations from a functor homc{A, —), which is a 
functor from C to Set, to any functor F from C to Set. Let a be any element of 
the set FA and let £ e o b C , kehomc(A,B). Then F(k) is a map of the set FA 
into the set FB and its evaluation at a, F(k) (a) e FB. Thus we have a map 

(22) aB:k^F(k) (a) 

of h o m c ( , 4 , £ ) into We now have the important 

YONEDA'S LEMMA. Let F be a functor from C to Set, 4 a;? object of C, a 
an element of the set FA. For any BeobC let aB be the map of homc(A, B) into 
FB such that k ^ F(k) (a). Then B ^ aB is a natural transformation n{a) of 
homc(y4, —) into F. Moreover, a ~> n(a) is a bijection of the set FA onto the 
class of natural transformations of hornc (A, —) to F. The inverse of a^ n(a) is 
the map n ~> nA(lA)e FA. 

Proof. We have observed that (22) is a map of hom c ( /4 , B) into FB. Now let 
Q.B-+C. Then 

F{g)aB(k) = F(g)F(k) (a) = F(gk) (a) 

ac horn (A, g) (k) = ac(gk) = F(gk) (a). 

Hence we have the commutativity of 

horn (A,B) AB FB 

horn (A,-)(g) F(g) 

hom (A,C) FC 

Then rj(a): B ~> aB is a natural transformation of hom (A, —) into F. Moreover 
ri(a)A(lA) = aA(lA) = F(lA) (a) = a. 

Next let rj be any natural transformation of hom (A, —) into F. Suppose 
fehomc(A,B). The commutativity of 

hom (A,A) FA 

hom (A J) F(f) 

hom (A,B) VB FB 
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implies that nB(f) = nB(flA) = ^ ( h o m (A,f) (1A)) = F{f)nA(lA) = F(f) (a) 
where a = rjA{lA)e FA. This shows that n = rj(a) as defined before. 

The foregoing pair of results proves the lemma. • 

We shall call a functor F from C to Set representable if there exists a natural 
isomorphism of F with a functor horn (A, —) for some A e ob C. If n is this 
natural isomorphism then, by Yoneda's lemma, n is determined by A and the 
element a = rjA(lA) of FA. The pair (A, a) is called a representative of the 
representable functor F. 

EXERCISES 

1. Apply Yoneda's lemma to obtain a bijection of the class of natural 
transformations of horn (A, —) to horn (A', —) with the set homc(y4', A). 

2. Show that/:J3 -+ B' is monic in C if and only if horn (.4,/) is injective for every 
^GobC. 

3. Dualize Yoneda's lemma to show that if F is a contravariant functor from C to 
Set and ^ e o b C then any natural transformation of hom c ( — ,A) to F has the 
form B ^ aB where aB is a map of homc(-B,-4) into FB determined by an element 
a e FA as 

aB:k ^> F(k)a. 

Show that we obtain in this way a bijection of the set FA with the class of natural 
transformations of hom c ( — ,A) to F. 

1.7 U N I V E R S A L S 

Two of the earliest instances of the concept of universals are those of a free 
group determined by a set X and the universal (associative) enveloping 
algebra of a Lie algebra. We have considered the first for a finite set X in BAI, 
pp. 68-69, where we constructed for a set X, of cardinality r < oo, a group 
FG(r) and a m a p i: x x of X into FG{r) such that if G is any group and g is a 
map of X into G then there exists a unique homomorphism g: FG{r) -» G, 
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making the diagram 

x FQ(r) 

8 

commutative. Here g is regarded as a map of sets. 
We recall that a Lie algebra L over a field is a vector space equipped with a 

bilinear product [xy] such that [xx] = 0 and [[xj/]z] + [[j;z]x] + [ [ z x ] y ] = 0. 
If A is an associative algebra, A defines a Lie algebra A~ in which the 
composition is the Lie product (or additive commutator) [xy]=xy — yx 
where xy is the given associative product in A (BAI, pp. 431 and 434). It is 
clear that if A and B are associative algebras and / is a homomorphism of A 
into B, t h e n / i s also a Lie algebra homomorphism of A~ into B~. 

If L is a Lie algebra, a universal enveloping algebra of L is a pair (U(L),u) 
where U(L) is an associative algebra and u is a homomorphism of L into the 
Lie algebra U(L)~ such that if g is any homomorphism of L into a Lie algebra 
A" obtained from an associative algebra A, then there exists a unique 
homomorphism g of the associative algebra U(L) into A such that 

is a commutative diagram of Lie algebra homomorphisms. We shall give a 
construction of (U(L),u) in Chapter 3 (p. 142). 

Both of these examples can be formulated in terms of categories and 
functors. In the first we consider the categories Grp and Set and let F be the 
forgetful functor from Grp to Set that maps a group into the underlying set 
and maps a group homomorphism into the corresponding set map. Given a 
set X, a free group determined by X is a pair (17, w) where U is a group and u 
is a map of X into U such that if G is any group and g is a map of X into G, 
then there exists a unique homomorphism g of U into G such that gu = g 
holds for the set maps. 

For the second example we consider the category Alg of associative algebras 
and the category Lie of Lie algebras over a given field. We have the functor F 

L u U(L)~ 
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from Alg to Lie defined by FA = A~ for an associative algebra A, and if 
f\A B for associative algebras, then F(f) =f:A~ B~ for the correspond­
ing Lie algebras. For a given Lie algebra L, a universal envelope is a pair 
(U{L), u) where U(L) is an associative algebra and u is a Lie algebra 
homomorphism of L into £/(L)~ such that if g is any homomorphism of L into 
a Lie algebra A~, A associative, then there exists a unique homomorphism g of 
U(L) into ,4 such that gu = g. 

We now give the following general definition of universals. 

D E F I N I T I O N 1.6. Let C and D be categories, F a functor from C to D. Let £ 
be an object in J}. A universal from £ to the functor F is a pair (U, u) where U 
is an object of C and u is a morphism from B to FU such that if g is any 
morphism from B to FA, then there exists a unique morphism g of U into A in C 
such that 

is commutative. U is called a universal C-object for B and u the corresponding 
universal map. 

It is clear that the two examples we considered are special cases of this 
definition. Here are some others. 

E X A M P L E S 

1. Field of fractions of a commutative domain. Let Dom denote the subcategory of the 
category Ring whose objects are commutative domains (= commutative rings without 
zero divisors ^0 ) with monomorphisms as morphisms. Evidently this defines a 
subcategory of Ring. Moreover, Dom has the full subcategory Field whose objects are 
fields and morphisms are monomorphisms. If D is a commutative domain, D has a field 
of fractions F (see BAI, p. 115). The important property of F is that we have the 
monomorphism u :a ~» a/1 of D into F, and if g is any monomorphism of D into a field 
F', then there exists a unique monomorphism g of F into F' such that g = gu. We can 
identify D with the set of fractions d/1 and thereby take u to be the injection map. 
When this is done, the result we stated means that any monomorphism of D ( c F ) has 
a unique extension to a monomorphism of F into F' (see Theorem 2.9, p. 117 of BAI). 

To put this result into the mold of the definition of universals, we consider the 
injection functor of the subcategory Field into the category Dom (see example 1 on p. 
20). If D is a commutative domain, hence an object of Dom, we take the universal 
object for D in Field to be the field F of fractions of D and we take the universal map u 
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to be the injection of D into F. Then (F, u) is a universal from D to the injection functor 
as defined in Definition 1.6. 

2. Free modules. Let R be a ring, X a non-vacuous set. We define the free (left) R-
module ®XR to be the direct sum of X copies of R, that is, © x # = ©M a , aeX, where 
every Ma = Thus ®xRis the set of maps/of X into # such that /(x) = 0 for all but 
a finite number of the x's. Addition and the action of R are the usual ones: 
if+9)(x)=fW+9(x)> (rf) W = rf (*)• We have the map w.x^x of X into ®XR 
where x is defined by 

x(x) = 1, x(y) = 0 if v ^ x. 

If / e © x # and {x 1 ? . . .,x„} is a subset of X such that / (y) = 0 for j/<£ {x 1 ? . . . ,x„}, then 
/ = Hri*i where/(x t) = rt. Moreover, it is clear that for distinct xh I X - = 0 implies 
every r{ = 0. Hence the set X = {x|xeX} is a base for (&XR in the sense that every 
element of this module is a sum Y.Xexr

xx> which is finite in the sense that only a finite 
number of the rx are ^ 0 , and £rxjc = 0 for such a sum implies that every rx = 0. 

Now suppose M is any (left) R-module and cp : x ^ mx is a map of X into M. Then 

^ X / ^ x ^ I X - m ^ 

is a well-defined map of ®XR into M. It is clear that this is a module homomorphism. 
Moreover, ^(x) = mx so we have the commutativity of 

M 

Since a module homomorphism is determined by its restriction to a set of generators, it 
is clear that Cp is the only homomorphism of the free module ®XR into M, making the 
foregoing diagram commutative. 

Now consider the forgetful functor F from jR-mod to Set that maps an .R-module into 
its underlying set and maps any module homomorphism into the corresponding set 
map. Let I be a non-vacuous set. Then the results mean that (®XR, u) is a universal 
from X to the functor F. 

3. Free algebras and polynomial algebras. If K is a commutative ring, we define an 
(associative) algebra over K as a pair consisting of a ring (A, + ,-,0,1) and a K-module 
A such that the underlying sets and additions are the same in the ring and in the 
module (equivalently, the ring and module have the same additive group), and 

a(xy) = (ax)y = x(ay) 

for aeK, x, y e A (cf. BAI, p. 407). The algebra A is said to be commutative if its 
multiplication is commutative. Homomorphisms of X-algebras are K-module homomor­
phisms such that 1-^1, and if x ^ x' and y ^ y' then xy x'y'. We have a category K-
alg of K-algebras and a category X-comalg of commutative X-algebras. In the first, the 
objects are X-algebras and the morphisms are K-algebra homomorphisms. X-comalg is 
the full subcategory of commutative K-algebras. 
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We have the forgetful functors from K-a\g and X-comalg to Set. If X is a non-
vacuous set, then a universal from X to the forgetful functor has the form (K{X},u) 
where K{X} is a X-algebra and u is a map of X into such that if g is any map of 
X into a K-algebra A, then there is a unique i^-algebra homomorphism g of K{X} into 
4 such that gu = g (as set maps). If (K{X},u) exists, then is called the free K-
algebra determined by X. In a similar manner we can replace X-alg by K-comalg. A 
universal from X to the forgetful functor to Set is denoted as (K[X~\,u). If 
X = {xux2,• • . ,x n } , we let K[XX,Xn~] be the polynomial ring in the indeterminates 
Xt with coefficients in K. If g is a map of X into a commutative X-algebra A, then there 
is a unique homomorphism of ... ,X„] into ,4 as K-algebras such that Xt ~> ^(x t ) , 
l<z*<w (BAI, p. 124). Hence i£ [X l 5 . . . ,X n ] and the map xt^Xt constitute a 
universal from X to the forgetful functor from X-comalg to Set. 

4. Coproducts. Let C be a category. We have the diagonal functor A of C to C x C 
that maps an object A of C into the object (A, A) of C x C and a morphism/: A -> B 
into the morphism ( / / ) : (A, A) (B,B). A universal from (A1,A2) to A is a pair (U, u) 
where U is an object of C and u=(uuu2), u^.A^U such that if C e o b C and 
gt :At C, then there is a unique g:U -> C such that gt = guh i = 1,2. This is equivalent 
to saying that (U,u1,u2) is a coproduct in C of A± and >42. This has an immediate 
generalization to coproducts of indexed sets of objects of C. If the index set is / = {a}, 
then a coproduct LI C2 is a universal from (Ay) to the diagonal functor from C to the 
product category C1 where C7 is the product of /-copies of C (cf. p. 21). 

One can often construct universals in several different ways. It is immaterial 
which determination of a universal we use, as we see in the following strong 
uniqueness property. 

P R O P O S I T I O N 1.6. / / ((7, w) and (£/', u') are universals from an object B to a 
functor F, then there exists a unique isomorphism h:U -> V such that 
ur = F(h)u. 

We leave the proof to the reader. We remark that this will follow also from 
exercise 4 below by showing that (U,u) is the initial element of a certain 
category. 

As one might expect, the concept of a universal from an object to a functor 
has a dual. This is given in 

D E F I N I T I O N 1.7. Let C and D be categories, G a functor from D to C. Let 
^ l e o b C . A universal from G to A is a pair (V,v) where F e o b D and 
z ; e h o m c ( G K , ^ ) such that if Be obD and g ehomc(GB. A), then there exists a 
unique g:B -+ V such that vG(g) = g. 

As an illustration of this definition, we take C = R-mod, D = Set as in 
example 2 above. If X is a non-vacuous set, we let GX = @XR, the free 
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module determined by X. It is convenient to identify the element xeX with 
the corresponding element x of ®XR a n d w e shall do this from now on. Then 
®XR contains X and X is a base for the free module. The basic property of X 
is that any map cp of X into a module M has a unique extension to a 
homomorphism of ®XR into M. If X — 0, we define ®XR = 0. If X and 7 
are sets and cp is a map of X into 7 , then cp has a unique extension to a 
homomorphism ^ of ®XR into © y # . We obtain a functor G from Set to R-
mod by putting G(X) = ®XR and G(cp) = cp. 

Now let M be a (left) .R-module, FM the underlying set so GFM = ®FMR-
Let v be the homomorphism of GFM into M, extending the identity map on 
FM. Let X be a set and g a homomorphism of ®XR into M, and put g = g\X. 
Then G(#) is the homomorphism of ®XR into ®FMR such that 
G(#) (x) = #(x), x e l , and vG(g) (x) = #(x). Hence vG(g) = g. Moreover, g is 
the only map of X into FM satisfying this condition. Hence (FM, v) is a 
universal from the functor G to the module M. 

EXERCISES 

1. Let D be a category, A the diagonal functor from D to D x D. Show that (V,v)9 

v = (vl3v2), is a universal from A to (Al9A2) if and only if (V,vl9v2) is a product 
of A1 and A2 in D. 

2. Let Rng be the category of rings without unit, F the functor from Ring to Rng 
that forgets the unit. Show that any object in Rng possesses a universal from it to 
F. (See BAI, p. 155.) 

3. Let F1 be a functor from C x to C 2 , F2 a functor from C 2 to C 3 . Let (£/2, w2) be a 
universal from 2? to F2, (U^u^ a universal from U2 to F x . Show that 
(?71,JF2(w1)w2) is a universal from B to F 2 F X . 

4. Let F be a functor from C to D, 5 an object of D. Verify that the following data 
define a category D(J3,F): The objects are the pairs (A9g) where ,4eobC and 
gehomv(B9FA). Define horn ((A,g), (A'9g')) as the subset of h o m c ^ , ^ ) of h 
such that g' = F(h)g and arrange to make these horn sets non-overlapping. 
Define multiplication of morphisms as in C and l ( y l g ) = 1^. Show that (U, u) is a 
universal from B to F if and only if (U, u) is an initial element of D(£, F). Dualize. 

1.8 ADJOINTS 

We shall now analyze the situation in which we are given a functor F from C 
to D such that for every object B of D there exists a universal (U9 u) from B to 
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F. The examples of the previous section are all of this sort. First, we need to 
consider some alternative definitions of universals. 

Let F be a functor from C to D, B an object of D, (U,u) a pair such that 
UeobC and uehomD(B,FU) Then i f f e h o m c ( U , A ) , F(f)ehomB(FU,FA) 
and F(f)u e h o m D ( 5 , FA). Accordingly, we have the map 

(23) IA F{f)u 

of the set homc(U,A) into the set h o m D ( £ , FA). By definition, (U,u) is a 
universal from B to F if for any object A of C and any morphism g:B -» FA in 
D there is one and only one g:U A such that g = F(g)u. Evidently this 
means that (U, u) is a universal from B to F if and only if for every , 4 e o b C the 
map Y\A from hom c ( (7 , A) to homD(2?,F,4) given in (23) is bijective. If this is 
the case and h:A-+ A' in C, then the diagram 

homc (U,A) 

homc (U,h) 

homc (U,AF) 

homD ^ i ^4 j 

homD (^JWJ 

homD (^i^ 'J 

is commutative, since one of the paths from a n / e homc(U,A) gives F(hf)u and 
the other gives F(h)F(f)u, which are equal since F(/i/) = F{h)F(f). It follows 
that rj:A^rjA is a natural isomorphism of the functor hom c ( (7 , —) to the 
functor h o m D ( £ , F —) that is obtained by composing F with the functor 
h o m D ( £ , —). Note that both of these functors are from C to Set, and since 
rju(lu) = F(lu)u = lFUu = u, the result is that hom D ( I? ,F —) is representable with 
(U, u) as representative. 

Conversely, suppose homD(J5 , jF —) is representable with (U,u) as repre­
sentative. Then, by Yoneda's lemma, for any object A in C, the map rjA of (23) 
is a bijection of hom c (L/ , A) onto hom D (£ ,F ,4 ) . Consequently (U, u) is a 
universal from B to F. 

Similar considerations apply to the other kind of universal. Let G be a 
functor from D to C, A an object of C, (V,v) a pair such that F e o b D and 
v e hom c (GV, A). Then for any B e ob D we have the map 

(24) CB:g^vG(g) 

of homD(jB, V) into hom c (G£ , ,4 ) , and (V,v) is a universal from G to A if and 
only if CB is a bijection for every BeobD. Moreover, this is the case if and only 
if C 'B ~> is a natural isomorphism of the contravariant functor h o m D ( —, V) 
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with the contravariant functor h o m c ( G — ,A) obtained by composing G with 
homc{-,A). 

We now assume that for every BeobD we have a universal from B to the 
functor F from C to D. For each B we choose a universal that we denote as 
(GB, uB). Then for any A e ob C we have the bijective map 

(25) r,BjA:f^F(f)uB 

of h o m c ( G £ , A) onto h o m D ( £ , FA), and for fixed B, A r\BA is a natural 
isomorphism of the functor h o m c ( G £ , —) to the functor homD(J3, F —). 

Let B' be a second object in D and let h :B B'. We have the diagram 

* ^B' 

UB 

FGB 

uB, 

FGB' 

so i^/ t e h o m D ( 5 , FGB'), and since (GB,uB) is a universal from 5 to F, there is 
a unique morphism G(h): G2? GJB ' such that the foregoing diagram becomes 
commutative by filling in the horizontal FG(h): 

(26) FG(h)uB = uB>h. 

The commutativity of the diagram 

FGB FG(h) FGB' FG{k) FGB" 

and the functorial property (FG(k)) (FG(h)) = F(G(k)G(h)) imply that 

kh 

uB uB„ 

F G B F(G(k)G(h)) F G B " 
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is commutative. Since G(kh) is the only morphism GB GB" such that 
FG(kh)uB = uB,.kh, it follows that G(kh) = G(k)G(h). In a similar manner we 
have G(1B) = lGB. Thus G is a functor from D to C. 

We wish to study the relations between the two functors F and G. Let 
v 4 e o b C . Then FA eobD, so applying the definition of a universal from FA to 
F to the map g — \ F A , we obtain a unique vA:GFA -> 4 such that 

(27) i ^ > ™ ^ W 

Then for any B e ob D we have the map 

(28) UB'-9^vAG(g) 

of h o m D ( £ , F A ) into h o m c ( G £ , 4 ) . Now let g ehomD(£, FA). Then 

1B,AZAM = F(VAG(g))uB = F(VA) (FG(g))uB = F(vA)uFAg = g 

(by (26) and (27)). Since rjBA is bijective, it follows that CA,B = VB^'1 a n d this 
is a bijective map of h o m D ( £ , FA) onto h o m c ( G 5 , A). 

The fact that for every £ e o b D , CA,B:9 ^ VAG(g) is a bijective m a p of 
h o m D ( B , F ^ ) onto homc(GB,A) implies that (FA,vA) is a universal from G to 
A, and this holds for every A e ob C. Moreover, for fixed A, B ^ CA,B is a 

natural isomorphism of the contravariant functor h o m D ( — ,FA) to the 
contravariant functor h o m c ( G —,A). Consequently, B nBA = CA^1 is a 
natural isomorphism of h o m c ( G — ,A) to h o m D ( —,F/l) . 

We summarize the results obtained thus far in 

P R O P O S I T I O N 1.7. Let F be a functor from C to D such that for every 
B e o b D there is a universal from B to F. For each B choose one and call it 
(GB,uB). If h:B -* B' in D, define G(h): GB —• GB' to be the unique element in 
h o m c ( G 5 , GB') such that F(G(h))uB = uB,h. Then G is a functor from D to C. If 
^4eobC, there is a unique vA: GFA A such that F(vA)uFA = 1FA. Then 
(FA, vA) is a universal from G to A. If Y\ba is the map f F(f)uB of 
h o m c ( G 5 , A) into homD(2?, FA), then for fixed B, A^ n B A is a natural 
isomorphism of homc(GB,—) to homD(B,F — ) and for fixed A, B Y\ba is a 
natural isomorphism of hom c (G — ,A) to hom D ( —, FA). 

The last statement of this proposition can be formulated in terms of the 
important concept of adjoint functors that is due to D. M. Kan. 

D E F I N I T I O N 1.8. Let F be a functor from C to D, G a functor from D to C. 
Then F is called a right adjoint of G and G a left adjoint of F if for every (B, A), 
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BeobD, AeobC, we have a bijective map rjBA of homc(GB,A) onto 
h o m D ( £ , FA) that is natural in A and B in the sense that for every B, A^> rjBA is 
a natural isomorphism of homc(GB, —) to hom D ( jB, F —) and for every A, 
B nBiA is a natural isomorphism of hom c (G —,A) to h o m D ( —, FA). The map 
Y\ : (B, A) ^ t]BA is called an adjugant from G to F, and the triple (F, G, rj) is an 
adjunction. 

Evidently the last statement of Proposition 1.7 implies that (F,G,n) is an 
adjunction. We shall now show that, conversely, any adjunction (F,G,n) 
determines universals so that the adjunction can be obtained from the 
universals as in Proposition 1.7. 

Thus suppose (F,G,rj) is an adjunction. Let £ e o b D and put 
UB = rlB,GB(lGB)ehomI>(B,FGB). Keeping B fixed, we have the natural 
isomorphism A ^ nB A of homc(GB, —) to h o m D ( £ , F —). By Yoneda's lemma, if 
fehomc(GB,A) then 

nBM) = h o m D ( £ , F ( / ) K = F(f)uB. 

Then / ^ F(f)uB is a bijective map of homc(GB,A) onto homD(B,FA). The 
fact that this holds for all A e ob C implies that (GB, uB) is a universal from B 
to F. 

Let kehomc(/L,A'\ fehomc(G£, A\ gehomc{GBf,A), hehomD(B,B'). The 
natural isomorphism A nBfA of h o m c ( G £ , —) to h o m D ( B , F —) gives the 
relation 

(29) rtB.A-W) = FWIBM) 

and the natural isomorphism B ^ nBA of h o m c ( G — ,A) to h o m D ( — ,FA) gives 

(3°) riB,A(gG(h)) = nB,,A(g)h. 

(Draw the diagrams.) These imply that 

F(G(h))uB = F(G(h))r\BGB{\GB) = riB,GB,(G(h)lGB) 

(by (29) with A = GB, A' = GB', k = G(h),f= 1GB) 

= VB,GB'(lGB'G{h)) = nB,,GB\lGB>)h = uB,h 

(by (30) withA = GB',g = lGB,). 

The relation F(G(h))uB = uB>h, which is the same as that in (26), shows that the 
given functor G is the one determined by the choice of the universal (GB, uB) 
for every BeobT). We have therefore completed the circle back to the 
situation we considered at the beginning. 
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An immediate consequence of the connection between adjoints and 
universals is the following 

P R O P O S I T I O N 1.8. Any two left adjoints G and G' of a functor F from C to 
D are naturally isomorphic. 

Proof Let n and n' be adjugants from G and G' respectively to F. For 
5 e o b D , (GB,uB) and (G'B,u'B), where uB and u'B are determined as above, are 
universals from B to F. Hence there exists a unique isomorphism 
XB: GB -» G'B such that u'B = F(XB)uB (Proposition 1.5). We shall be able to 
conclude that X: B ~> XB is a natural isomorphism of G to G' if we can show 
that for any h:B -> B' the diagram 

k* G'B 

G'(h) 

GB' X b i -G'B' 

is commutative. To see this we apply nBQB> to G'(h)XB and XB,G(h). This gives 

F(G'(h))F(XB)uB = F(G'(h))u'B = i^fe (by (26)) 
F(XB,)F(G(h))uB = F ( ^ K ^ = ^ (by (26)). 

Since ?7B,GB' i s a n isomorphism, it follows that G'(h)XB = XB,G(h) and so the 
required commutativity holds. 

Everything we have done dualizes to universals from a functor to an object. 
We leave it to the reader to verify this. 

EXERCISES 

1. Determine left adjoints for the functors defined in the examples on pp. 42-44. 

2. Let (F, G,n) be an adjunction. Put uB = }iBGB(\GB)ehomD(B,FGB). Verify that 
u:B^uB is a natural transformation of 1 D to FG. u is called the unit of the 
adjugant n. Similarly, v:A^vA = nFAA~1(lFA) is a natural transformation of GF 
to l c . This is called the co-unit of rj. 
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3. Let (Gl,Fl,rj1) be an adjunction where F1:C1-+C2, G 1 : C 2 - » C 1 , and let 
(G2,F2,rj2) be an adjunction where F2:C2-+ C 3 , G2 : C 3 -> C 2 . Show that GXG2 is 
a left adjoint of i ^F j and determine the adjugant. 

4. Let (G, F,?7) be an adjunction. Show that F:C -» D preserves products; that is, if 
,4 = f]y4a with maps pa:A Aa, then F 4 = \[FAa with maps F(pa). Dualize. 
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2 

Universal Algebra 

The idea of "universal" algebra as a comparative study of algebraic structures 
appears to have originated with the philosopher-mathematician Alfred North 
Whitehead. In his book A Treatise on Universal Algebra with Applications, 
which appeared in 1898, Whitehead singled out the following topics as 
particularly worthy of such a comparative study: "Hamilton's Quaternions, 
Grassmann's Calculus of Extensions and Boole's Symbolic Logic." Perhaps 
the time was not yet ripe for the type of study that Whitehead undertook. At 
any rate, the first significant results on universal algebra were not obtained 
until considerably later—in the 1930's and 1940's, by G. Birkhoff, by Tarski, 
by Jonsson and Tarski, and others. 

The basic concept we have to deal with is that of an "Q-algebra," which, 
roughly speaking, is a non-vacuous set equipped with a set of Unitary 
compositions. Associated with this concept is an appropriate notion of 
homomorphism. We adopt the point of view that we have a set Q of operator 
symbols (for example, + , •, A ) that is given a priori, and a class of non-
vacuous sets, the carriers, in which the operator symbols are realized as 
compositions in such a way that a given symbol co is realized in every carrier 
as a composition with a fixed "arity," that is, is always a binary composition, 
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or a ternary composition, etc. The class of Q-algebras for a fixed Q constitutes 
a category with homomorphisms of Q-algebras as the morphisms. Categorical 
ideas will play an important role in our account. 

The concept of Q-algebras can be broadened to encompass relations as well 
as operations. In this way one obtains the basic notion of a relation structure 
that serves as the vehicle for applying mathematical logic to algebra. We shall 
not consider the more general concept here. 

We shall develop first some general results on homomorphisms and 
isomorphisms of Q-algebras that the reader has already encountered in special 
cases. Beyond this, we introduce the concept of a subdirect product of algebras 
and the important constructions of direct limits, inverse limits, and 
ultraproducts of Q-algebras. We shall be particularly interested in varieties (or 
equational classes) of Q-algebras, free algebras, and free products in varieties, 
and we shall prove an important theorem due to G. Birkhoff giving an internal 
characterization of varieties. The important special case of free products of 
groups and of free groups will be treated in a more detailed manner. 

2.1 Q - A L G E B R A S 

We review briefly some set theoretic notions that will be useful in the study of 
general (or universal) algebras. 

If A and B are sets, then one defines a correspondence from A to B to be any 
subset of A x B. A m a p / : A B is a correspondence such that for every aeA 
there is a b in B such that (a, b) ef and if (a, b) and (a, bf) ef then b = b'. The 
uniquely determined b such that (a, b) ef is denoted as / (a). This gives the 
connection between the notation for correspondences and the customary 
function or map notation. If O is a correspondence from A to B, the inverse 
correspondence <J>-1 from B to A is the set of pairs (b, a) such that (a, b)e®. If 
O is a correspondence from A to B and *F is a correspondence from B to C, 
then is defined to be the correspondence from A to C consisting of the 
pairs (a,c), aeA, ceC, for which there exists a beB such that (a,b)e<f> and 
(b, c) e XF. If / is a map from A to B and g is a m a p from B to C, then the 
product of the correspondence gf is the usual composite of g following / : 
(gf)(a) = g{f(p)). As usual, we denote the identity map on the set A by 1A. 
This is the correspondence from A to A consisting of the elements (a, a), aeA. 
It is also called the diagonal on the set A. If O is a correspondence from A to B, 
*F a correspondence from B to C, 0 a correspondence from C to D, then the 
following set relations are readily checked: 

a) 



54 2. Universal Algebra 

(2) CFG))-1 = < D ~ l x F - 1 . 

(3) ( ^ " T 1 = * . 

(4) <blA = <D = lB<b. 

The set of maps from A to 5 is denoted as BA. If 4̂ = {1 ,2 , . . . , n) we write 
U ( n ) for 5 ^ and call its elements n-tuples (or sequences of n elements) in the set 
B. We identify B{1) with B. We define an n-ary relation R on the set A to be a 
subset R of ,4 ( n ) . Thus a binary (n = 2) relation on ,4 is a correspondence from 
A to X. An alternative notation for (a,b)eR is aRb. In this case we say that a 
is in the relation R to b. 

An equivalence relation E on A is a binary relation that is reflexive: aEa for 
every ae A; symmetric: if aEb then bEa; and transitive: if aEb and bEc then 
a£c. These conditions can be expressed more concisely in the following way: 

1 4 c E (reflexivity). 

E = E 1 (symmetry). 

EE cz E (transitivity). 

The element of the power set &(A) (set of subsets of A) consisting of the 
elements b such that bEa is denoted as aE or a if E is clear. The set of these a 
constitutes a partition of the set A called the quotient set A/E of A with respect 
to the equivalence relation E (see, for example, BAI, p. 11). By a partition of A 
we mean a set of non-vacuous subsets of A such that A is their disjoint union, 
that is, A is their union and the intersection of distinct subsets is vacuous. 
There is a 1-1 correspondence between partitions of A and equivalence 
relations on A (BAI, pp. 11-12). 

Another important type of relation on a set A is that of a partial order ^ . 
This is defined by the following properties: a ^ a (reflexivity); if a ^ b and 
b ^ a, then a = b (anti-symmetry); and if a ^ b and b ^ c, then a ^ c 
(transitivity). If we write 0 for the subset of A x A of (a, b) such that a ^ b, then 
these conditions are respectively: 

O O c O . 

If n is a positive integer, we define an n-ary product on A to be a map of A{n) 

to A Thus the n-ary products are just the elements of the set AA(n). If n = 1,2,3, 
etc., we have products that are unary, binary, ternary, etc. It is convenient to 



2.1 n-Algebras 5 5 

introduce also nullary products, which are simply distinguished elements of A 
(e.g., the element 0 of a ring). We can extend our notation AAW to include AA(°\ 
which is understood to be A, the set of nullary products on A. Thus we have n-
ary products for any neN = {0 ,1 ,2 ,3 , . . .} . If n ^ 1 and coeAAW, so co is a 
map (a 1 ? a2,..., a„) ^ co{ax ,...,an)eA, then the set of elements of the form 

(a1,a2,...,an,co(ai,...,an)) 

is a subset of A(n + 1 ) and this is an (w + l)-ary relation on A. Since the nullary 
products are just the elements of A, we see that for any neN the notion of 
(n+ l)-ary relation includes that of rc-ary product on A. 

We are now ready to define the concept of a "general" algebra or Q-algebra. 
Roughly speaking, this is just a non-vacuous set A equipped with a set Q of n-
ary products, n = 0 ,1 ,2 , . . . . In order to compare different algebras—more 
precisely, to define homomorphisms—it is useful to regard Q as having an 
existence apart from A and to let the elements of Q determine products in 
different sets A,B,... in such a way that the products determined by a given 
coeQ in A,B,... all have the same arity, that is, are rc-ary with a fixed n. We 
therefore begin with a set Q together with a given decomposition of Q as a 
disjoint union of subsets Q(n), n = 0 ,1 ,2 , . . . . The elements of Q(n) are called n-
ary product (or operator) symbols. For the given Q and decomposition 
Q = ( jQ(n) we introduce the following 

D E F I N I T I O N 2.1. An iQ-algebra is a non-vacuous set A together with a map 
of CI into products on A such that if coeQ(n), then the corresponding product is n-
ary on A. The underlying set A is called the carrier of the algebra, and we shall 
usually denote the algebra by the same symbol as its carrier. 

If co is nullary, so coe O(0), the corresponding distinguished element of A, is 
denoted as coA or, if there is no danger of confusion, as co (e.g., the element 1 in 
every group G rather than 1G). If n ^ 1 and coeQ(n), the corresponding 
product in A is 

(ax,a2,...,an) ~> c o ( a 1 ? a 2 , . . . , a n ) , 

ateA. We shall now abbreviate the right-hand side as 

coa1a2 "' an 

thus dropping the parentheses as well as the commas. The observation that 
this can be done without creating ambiguities even when more than one 
operator symbol occurs is due to Lukasiewicz. For example, if co is 5-ary, co 
ternary, xj/ unary, and X nullary, then 

cp{au a2, co(a3, X, a4, a5, \l/(a6))) 
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becomes cpa^cva^Xa^a^a^ in Lukasiewicz's notation, and it is easily seen 
that if we know that cp is ternary, co is 5-ary, X is nullary, and \j/ is unary, then 
the displayed element is the only meaning that can be assigned to 
cpa1a2coa3Xa4a5\l/a6. The reader should make a few more experiments with this 
notation. We shall return to this later in our discussion of free Q-algebras. We 
remark also that we do not exclude the possibility that co # co' in £l(n), but the 
associated rc-ary products in A are identical. 

E X A M P L E S 

1 . A monoid is an Q-algebra with D = {p, 1 } where p is binary, 1 is nullary, satisfying 
the following identities (or laws): ppabc = papbc (the associative law for p) and 
pal = a = pla. 

2. A group is an Q-algebra with Q = {p, l,z'} where p is binary, 1 is nullary, and i is 
unary. Corresponding to the group axioms we have the following identities: 
ppabc = papbc, pal = a = pla, paia = 1, piaa = 1 . Thus ia is the usual a'1. It is 
necessary to introduce this unary operation to insure that the general theory of Q-
algebras has a satisfactory specialization to the usual group theory. 

3. A ring is an Q-algebra with Q = {s,p,0,1, — } where s and p are binary, 0 and 1 
are nullary, and — is unary. Here s gives the sum, p is the product, 0 and 1 have their 
usual significance, and —a is the negative of a. We leave it to the reader to formulate 
the identities that are required to complete the definition of a ring. For example, one of 
the distributive laws reads pasbc = spabpac. 

4. Groups with operators. This concept is designed to study a group relative to a 
given set of endomorphisms. Examples are the sets of inner automorphisms, all 
automorphisms, all endomorphisms. From the point of view of Q-algebras, we have a 
set Q = A u {p, 1,i} where A is a set of unary operator symbols distinct from i and 
p,l,i are as in the definition of groups. Besides the group conditions on p,l,i we 
assume that if X e A, then 

(5) Apab = pXaXb 

or, in the usual notation, 

Thus a ^ Xa is an endomorphism of the group. This type of algebra is called a group 
with operators or a A-group. 

Any module M (left or right) for a ring R can be regarded as an abelian group with R 
as operator set. 

5. Lattices. Here Q consists of two binary product symbols. If L is the carrier, we 
denote the result of applying these to a,beL in the usual way as a v b and a A b, 
which are called the join and meet of a and b respectively. The lattice axioms are 

(5') X(ab) = (Xa) (Xb). 

a v b = b v a, a A b = b A a. 

(a v b) v c = a v (b v c), (a A b) A c = a A (b A c). 
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a v a = a, a A a = a. 

(a v b) A a = a, (a A b) v a = a. 

There is another way of defining a lattice—as a certain type of partially 
ordered set. One begins with a set L with a partial order ^ . If S is a subset, an 
upper bound u (lower bound I) of S is an element of L such that u ^ s (I < s) for 
every seS. A /east wpper bound or swp (greatest lower bound or in/) of S is an 
upper bound B (lower bound b) such that B ^ u (b ^ I) for every upper bound 
u (lower bound /) of S. If a sup or inf exists for a set then it is unique. This is 
clear from the definition. One can define a lattice as a partially ordered set in 
which every pair of elements has a sup a v b and an inf a A b. It is easy to see 
that this definition is equivalent to the one given above. The equivalence is 
established by showing that the sup and inf satisfy the relations listed in 
example 5 and showing that conversely if one has a lattice in the algebraic 
sense, then one obtains a partial order by defining a ^ b if a A b = b (or, 
equivalently, a v b = a). Then the given a v b and a A b in L are sup and inf 
in this partially ordered set. The details are easily carried out and are given in 
full in BAI, pp. 459-460. 

lattice (viewed as a partially ordered set) is called complete if every non-
vacuous subset of L has a sup and an inf. Then the element 1 = s u p { a \ a e L } 
satisfies 1 ^ a for every aeL and 0 = inf{a\aeL} satisfies 0 ^ a for every a. 
These are called respectively the greatest and least elements of the lattice. A 
very useful result is the following theorem: 

T H E O R E M 2.1. A partially ordered set L is a complete lattice if and only if L 
contains a greatest element 1 (^afor every a) and every non-vacuous subset ofL 
has an inf. 

The proof is obtained by showing that if S is a non-vacuous subset, the set 
U of upper bounds of S is not vacuous and its inf is a sup for S (BAI, p. 458). 

The preceding examples show that the study of Q-algebras has relevance for 
the study of many important algebraic structures. It should be noted, however, 
that some algebraic structures, e.g., fields, are not Q-algebras, since one of the 
operations in a field, the inverse under multiplication, is not defined 
everywhere. Also the results on Q-algebras have only a limited application to 
module theory since the passage to the Q-algebra point of view totally ignores 
the ring structure of the operator set. 
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1. Let <D and <D' be correspondences from A to B, *¥ and x¥' correspondences from B 
to C. Show that if <D c <£' and ¥ c then cz ^ 'O' . 

2. Let E and F be equivalence relations on a set A. Show that EF is an equivalence 
relation if and only if EF = FE. 

3. Let H be a subgroup of a group G and define a =Hb if b~1aeH. This is an 
equivalence relation. Show that if K is a second subgroup, then = H and = K 

commute if and only if HK = KH. Hence show that if H o G (H is normal in G), 
then = H = K is an equivalence relation. 

4. List all of the partitions of {1,2,..., n} for n = 1,2,3, and 4. 

5. Let be the set of equivalence relations on a set of n elements, \E(n)\ its 
cardinality. Prove the following recursion formula for |£(w)|: 

= |£(„_i)|+(«Ti)|jE(?1_2)i+e21)i£(̂ -3)i+---+(r,=i)î (i)i+i. 
6. Let A be an Q-algebra. Let co/0 be an z-ary operator symbol. Write 

^ l ( 2 ) ^ 2 ( 3 ) ^ 3 ( 2 ) w 4 ( 0 ) w 5 ( 4 ) a l a 2 a 3 a 4 a 5 a 6 C 0 6 ( 3 ) a 7 f l 8 a 9 

with parentheses and commas. 

2.2 S U B A L G E B R A S A N D P R O D U C T S 

Let A be an arbitrary Q-algebra. A non-vacuous subset B of A is called a 
subalgebra of 4̂ if for any coeQ(n) and (b1,b2,... ,b„), fr;e£, co51b2 -bneB. In 
particular, if n = 0, then B contains the distinguished element coA associated 
with co. For example, if A is a group, a subset B is a subgroup if and only if B 
contains be, 1, and fc"1 for every b,ceB. This coincides with the usual 
definition of a subgroup. Observe that this would not have been the case if we 
had omitted the unary product symbol i in the Q-algebra definition of a group. 
If A is a A-group, a subalgebra is a subgroup B such that lb EB for b GB, X e A. 
This is called a A-subgroup of A 

If £ is a subalgebra of A, B becomes an Q-algebra by defining the action of 
every co e Q by the restriction to B of its action in A. It is clear that if B is a 
subalgebra of A and C is a subalgebra of B, then C is a subalgebra of A. It is 
clear also that if {BJOT el} is a set of subalgebras, then F]BA is a subalgebra or 
is vacuous. It is convenient to adjoin 0 to the set of subalgebras of A. If we 
partially order the resulting set by inclusion, then it is clear that Theorem 2.1 
can be invoked to conclude that this set is a complete lattice. Moreover, the 
proof we sketched shows how to obtain the sup of a given set {Bj of 
subalgebras: take the intersection of the set of subalgebras C containing every 
BA. Generally this is not the union {jBa of the sets Ba, which is the sup of the 
BA in the partially ordered set ^(A), since [JBa need not be a subalgebra. 

EXERCISES 
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However, there is an important case in which it is \jBa, namely, if {Ba} is 
directed by inclusion in the sense that for any Bp, By in {Ba} there is a Bb in this 
set such that Bb Bp and B§ => By. For example, this is the case if {Ba} is a 
chain (or is totally ordered). If {Ba} is directed and {BPl,... ,BPn} is any finite 
subset of {B^}, then there exists a Bse{Ba} such that Bd => 2^., 1 < i ^ n. 

T H E O R E M 2.2 If {2?a} is a directed set of subalgebras, then [JBa is a 
subalgebra. 

Proof Let coeO(n). If n = 0 it is clear that coAeB = \jBa. Now let n ^ 1, 
( b b n ) e B ( n \ Then ^ G ^ . e { 5 a } and so every b f e B a for a suitable Bd in 
{I?a}. Then co^ '••bneB8<^ \jBa. Hence ( j £ a is a subalgebra. • 

It is clear that if [JBa is a subalgebra, then this is the sup of the £ a . 
Let X be a non-vacuous subset of the Q-algebra A Let {Ba} be the set of 

subalgebras of A containing X and put [ X ] = f]Ba. Then [ X ] is a subalgebra 
containing X and contained in every subalgebra of A containing X. Clearly 
[ X ] is uniquely determined by these properties. We call [ X ] the subalgebra of 
A generated by the set X. We can also define this subalgebra constructively as 
follows: Put X 0 = X u U where U is the set of distinguished elements coA, 
&>GQ(0). For k ^ 0 let Xk+1 = X / C u {y\y = cox1 • • •x„ ,x i e l f c ,coeQ(n) ,n ^ 1}. 
Evidently X 0 c z X x c z • • • and it is clear that ( JX f c is a subalgebra containing 
X. Moreover, if 5 is any subalgebra containing X, then induction on k shows 
that B contains every Xk. Hence B => | J X / c and [ X ] = \JXk. 

Let {^4a | a e /} be a family of Q-algebras indexed by a set J, that is, we have a 
map ot ~> Aa of / into {^4a}. Moreover, we allow Aa = Ap for a ^ /?. In 
particular, we may have all of the Aa = A. It is convenient to assume that all of 
the Aa are subsets of the same set A. We recall that the product set Yli^A is the 
set of maps a:oc ^ aa of I into A such that for every a, a A G ^ 4 a . We now define 
an Q-algebra structure on f | ^ 4 a by defining the products component-wise: If 
co G Q(0), we define the corresponding element of Y[Aa to be the map a ̂  coAa 

where coA is the element of Aa singled out by co. If COGQ(ri) for n ^ 1 and 
a{1),..., a(n) G P|̂ 4a, then we define coa(1) • • • a ( / j ) to be the map 

which is evidently an element of fl^A- If w e do this for all co, we obtain an Q-
algebra structure on Y\Aa. WAa endowed with this structure is called the 
product of the indexed family of Q-algebras {Aa\ael}. 

If / = {1 ,2 , . . . , r}, we write Ax x A2 x • • • x Ar for f ] j^4 a . The elements of this 
algebra are the r-tuples (a1,a2,...,ar), a{eA{. If co is nullary, the associated 
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element in A1x---xAr is (coAl,coA2,...,coAr), and if n ^ l and a(i) = 
(a1

ii\a2

(l\-.-,ar

{l)), 1 ^ z ^n, then coa{1) - • • a(n) is the element of A1 x ••• x Ar 

whose z'th component is coai{1)ai{2) • • • a^K 

EXERCISES 

1. Let G be a group and adjoin to the set of product symbols defining G the set G 
whose action is g(x) = g~xxg. Verify that G is a group with operator set G. What 
are the G-subgroups? 

2. Let X be a set of generators for an Q-algebra A (that is, A = [X]). Show that A 
is the union of its subalgebras [F], F a finite subset of X. 

3. Show that an Q-algebra A is finitely generated if and only if it has the following 
property: The union of any directed set of proper ( # 4 ) subalgebras is proper. 

4. Give examples of the following: (i) an Q-algebra containing two subalgebras 
having vacuous intersection, and (ii) an Q-algebra in which the intersection of 
any two subalgebras is a subalgebra but there exist infinite sets of subalgebras 
with vacuous intersection. 

2.3 H O M O M O R P H I S M S A N D C O N G R U E N C E S 

D E F I N I T I O N 2.2. If A and B are Q-algebras, a homomorphism from A to B 
is a map f of A into B such that for any coeQ(ri), n = 0,1,2,and every 
(a1,...,an)eA{n) we have 

(6) f(coaxa2 • • • an) = cof(a1)f(az) • • -f(an). 

In the case n = 0 it is understood that if co A is the element of A corresponding to 
co thenf (coA) = coB. 

It is clear that the composite gf of the homomorphisms f.A^B and 
g:B -> C is a homomorphism from A to C and that 1A is a homomorphism 
from A to A. It follows that we obtain a category, Q-alg, whose objects are the 
Q-algebras and morphisms are the homomorphisms. It is interesting to see 
how the important category ideas apply to Q-alg and its important 
subcategories. We observe now that the product construction of Q-algebras 
provides a product in the sense of categories for Q-alg. Let {Aa\ael} be an 
indexed family of algebras and TliAa the product of these algebras as defined 
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in section 2.2. For each a we have the projection map pa:a au of P = [ ]A a 

into A a . It is clear from the definition of the action of the co's in A that pa is a 
homomorphism of P into A a . We claim that {P, pu} is a product in Q-alg of the 
set {Aa\oceI}. To verify this, let B be an Q-algebra, / a : B -» A a a homomor­
phism of B into Aa for every a e J. It is immediate that if we map any beB into 
the element of P whose "a-component" is fjb), we obtain a homomorphism / 
of B into P. Moreover, paf = fa and / is the only homomorphism of B into P 
satisfying this condition for all a el. Hence {P, pa} is indeed a product of the A a 

in Q-alg. 

D E F I N I T I O N 2.3. A congruence on an Q-algebra A is an equivalence 
relation on A, which is a subalgebra of Ax A. 

If O is an equivalence relation on the Q-algebra A and coeQ(O), then 
(coA, co^)eO and this is the element coAxA corresponding to the nullary symbol 
co in the algebra Ax A. Hence an equivalence relation O is a congruence 
if and only if for every coeQ(n), n ^ 1, and (aba-)eO, i = l,2,...,n, 
we have co(audf){a2,d2)mmm{an,cQe®. Since co(au a\)(a2,d2)• * • (an,dn) = 
(coa1a2'''an9cod1d2m''dn)9 the requirement is that a^Oa-, l ^ i ^ n , implies 
co(21 • • • aJbcDdi "• a^. Thus the condition that an equivalence relation be a 
congruence is that this last property holds for every n-ary operator symbol 
with n > 1. Let A / 0 be the quotient set of v4 determined by the congruence 
relation O and let a be the element of A / 0 corresponding to the element a of A. 
Since afOa-, 1 < n , implies coax • • • Orficodi - • • a^, we see that we have a 
well-defined map of (v4/0)( n ) into A/O such that 

(al9...,an)^coa1--an. 

We can use this to define 

(7) coa1 •••dn = coa1 • • • an 

and we do this for every co eQ(n), n^A. Also for co eQ(0) we define 

(8) com = oTA. 

In this way we endow A / 0 with an Q-algebra structure. We call A/O with this 
structure the quotient algebra of A relative to the congruence O. In terms of 
the natural map v.a^d of A into A /0 , equations (7) and (8) read 
cova1---van = vcoa1---an, a>A/Q) = vcoA. Evidently this means that the natural 
map v is a homomorphism of A into A/0 . 

L e t / b e a map of a set A into a set B. Then O = / _ 1 / i s a relation on A. 
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Since / is the subset of A x B consisting of the pairs (a J (a)), aeA, and / ~ 1 is 
the subset of B x A of pairs (/(a), a),f~ lf is the set of pairs (a, d) in A x A such 
t h a t / ( a ) = f(d). Thus a$d if and only iff(a) = f(d) and it is clear from this 
that 0 is an equivalence relation on the set A (BAI, p. 17). We shall now call 
this equivalence relation the kernel of the map / Since aQ>d implies 
/(a) = f(d), it is clear t h a t / ( a ) — f(a) defines a m a p / of v4/<P into B such that 
we have commutativity of 

Here v = v$ is the map a ~> a = a$. Moreover , / is uniquely determined by this 
property and this map is injective. Clearly v is surjective. We now extend this 
to Q-algebras in the so-called 

F U N D A M E N T A L T H E O R E M O F H O M O M O R P H I S M S O F Q-
ALGEBRAS. Let A and B be Q-algebras, f a homomorphism of A into B. Then 
0 = / - 1 / is a congruence on A and the image f(A) is a subalgebra of B. 
Moreover, we have a unique homomorphism f of A/Q> into B such that f = fv 
where v is the homomorphism a^a of A into A/®. The homomorphism f is 
injective and v is surjective. 

Proof. Let coeQ(rc), n ^ 1, (ah a J ) e O for 1 ^ i ^ n. Then f(at) =f{di) 
and f((oax •-an) = © / ( a j • • -f{an) = ct)/(ai)• • -f{dn) =f(cod1 • • • dn). Hence 
(coa^• • • an,coa\ • • • dn)EO, SO co(a1,d1)- • • (an,dn)eQ). Since <D is an equiva­
lence relation, this shows that $ is a congruence on the algebra A. It is 
immediate t h a t / ( 4 ) is a subalgebra of B. Now consider the m a p / . If coeQ(O), 
then f(coA/$) = f(coA) =f(coA) = coB and if coeQ(rc), n ^ 1, and af e ^4,1 ^ i ^ n, 
then 

/ ( c o ^ . . . an) = f(coa1 ... an) 

= f{coa1...an) 

= cof(a1)...f(an) 

= cof(a1)...f(an). 

Hence / is a homomorphism. The remaining assertions are clear from the 
results on maps that we noted before. • 
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We shall consider next the extension to Q-algebras of the circle of ideas 
centering around the correspondence between the subgroups of a group and 
those of a homomorphic image (BAI, pp. 64-67). Let / be a surjective 
homomorphism of an Q-algebra A onto an Q-algebra B. If Ax is a subalgebra 
of A, the restriction f\At is a homomorphism of A1\ hence f(A^) is a 
subalgebra of B. Next let Bx be a subalgebra of B and let A x = f~l(B1), the 
inverse image of Bx. Then CDAEA1 for every nullary co, and if aieA1 and 
coeQ(rc), H ̂  1, then f(coa1...an) = (of(a1)...f(an)eB1 so co*^ . . . a n e A v 

Hence A x =f~1(B1) is a subalgebra of A. Moreove r , / (A t ) = B1 and Ax is a 
saturated subalgebra of A in the sense that if a1GA1, then every ai such that 
/ ( a i ) = f(a1) is contained in Ax. It is clear also that if Ax is any saturated 
subalgebra of A, then A1 = f~1(f(A1)). It now follows that the map 

of the set of saturated subalgebras of A into the set of subalgebras of B is a 
bijection with inverse Bx ^f~1(B1). 

This applies in particular if we have a congruence O on A and we take 
B = A/0,f = v, the natural homomorphism a ^ a = d0 of A onto A/0). In this 
case, if Ax is any subalgebra of A, v - 1 ^ ^ ) ) is the union of the congruence 
classes of A (determined by O) that meet A l 5 that is, have an element in 
common with Ax. The map v1 = v\A1 is a homomorphism of Ax into A/O. 
Now one sees that the image is A'JQ>\ where Ai = v~1(v(A1)) and Oi is the 
congruence O n (Ai x Ai) on Ai. On the other hand, the kernel of vi is 
$ n ( i i x ^ . We may therefore apply the fundamental theorem of 
homomorphisms to conclude that 

(10) a1<s>x ~> ala>> 

for aleA1 is an isomorphism of A ^ O i onto Ai /Oi . We state this result as the 

FIRST I S O M O R P H I S M T H E O R E M . Let ^ be a congruence on an Q-
algebra A, A1 a subalgebra of A. Let A\ be the union of the O equivalence classes 
that meet Ai . Then Ai is a subalgebra of A containing A 1 ? Oi = O n (Ai x Ai) 
and 0>i = O n ( A i x Ai) are congruences on Ai arcd Ax respectively, and (10) is 
an isomorphism of A1/^1 onto Ai /Oi . 

We shall consider next the congruences on the quotient algebra A/O, O a 
given congruence on A. We note first that if 0 is a second congruence, then we 
have the correspondence 

ai) v&iw = {(a®,a@)\aeA} 
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from ,4/0 to 4 / 0 . This is a map of 4 / 0 to A/0 if and only if a<&b implies a®b, 
which means if and only if 0 c 0 . In this case v©/$ : a$ <2@ is the unique map 
of 4 / 0 into 4 / 0 such that 

(12) 

is commutative. Direct verification, which we leave to the reader, shows that 
v 0 / o is an algebra homomorphism. It is clear that v0 / a> is surjective and it is 
injective if and only if 0 = 0 . 

We now denote the kernel of the homomorphism v 0 / o of 4 / 0 into 4 / 0 by 
0 / 0 . This is a congruence on 4 / 0 consisting of the pairs such that 
a@ = b&. It follows from this that if 0 X and 0 2 are two congruences on 4 such 
that 0 , => 0 , then © x => 0 2 , if and only if 0 x / 0 zo 0 2 / 0 . In particular, 
0 i / 0 = 0 2 / 0 implies 0 X = 0 2 . 

We shall show next that any congruence 0 on 4 / 0 has the form 0 / 0 where 
0 is a congruence on 4 containing 0 . Let v be the canonical homomorphism 
of 4 / 0 onto (4 /O) /0 . Then vv® is a surjective homomorphism of 4 onto 
(4 /0 ) /©. If 0 is the kernel, by the fundamental theorem of homomorphisms, 
we have a unique isomorphism v' : 4 / 0 - » ( 4 / 0 ) / © such that 

(13) 

(Al$)l% 

is commutative. Then v 0 = ( v ' ) _ 1 v v 0 . This implies that 0 => 0 and that we 
have the homomorphism v 0 / o as in the commutative diagram (12). Since is 
surjective on the algebra 4 / 0 and v& = ( v ' ) - 1 ^ = v 0 / o v ^ , we have the 
equality of the two homomorphisms ( v ' ) - 1 v and v 0 / o of the algebra 4 / 0 . Since 
v' is an isomorphism, the kernel of (v ' ) _ 1 v is the same as that of v. Hence the 
homomorphisms v and v 0 / o of 4 / 0 have the same kernel. For v this is © and 
for v 0 / o it is 0 / 0 . Hence © = 0 / 0 as we claimed. 

The results we derived can be stated in the following way: 

T H E O R E M 2.3. Let A be an Q-algebra, 0 a congruence on 4 , 4 / 0 the 
corresponding quotient algebra. Let 0 be a congruence on A such that 0 ^ 0 . 
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Then there exists a unique homomorphism v@/^ : A / 0 -> A / 0 such that (12) is 
commutative, and z/ 0 / 0 denotes the kernel of v 0 / € , then 0 / 0 is a congruence on 
A / 0 . The map 0 - ^ 0 / 0 is a bijective map of the set of congruences on A 
containing O onto the set of congruences on A/O. Moreover, 0 1 =3 0 2 for two 
congruences on A containing O if and only z / 0 x / O ID 0 2 / O . 

We also have the 

S E C O N D I S O M O R P H I S M T H E O R E M . Let 0 and O be congruences on 
the Q-algebra A such that 0 => O and let 0 / 0 be the corresponding congruence 
of A / 0 given in Theorem 2.3. Then 

(14) (tfj®/* ~> a®, aeA, 

is an isomorphism of (A /O) / (0 /O) onto A / 0 . 

Proof The homomorphism v 0 / o of A / 0 onto A / 0 maps a 0 ~> a 0 and has 
kernel 0 / 0 . Accordingly, by the fundamental theorem, (14) is an isomorphism 
of (A/O) / (0 /O) onto A / 0 . • 

The results on homomorphisms of Q-algebras specialize to familiar ones in 
the case of the category Grp (see BAI, pp. 6 1 - 6 6 ) . Iff is a homomorphism of a 
group G into a group H, then K =f~1(l) is a normal subgroup of G. The 
kernel O = f~1f is the set of pairs (a, b), a,beG, such that a~1beK. It follows 
that a^ = aK = Ka and G / 0 is the usual factor group G/K. The fundamental 
theorem on homomorphisms, as we stated it, is equivalent in the case of 
groups to the standard theorem having this name in group theory. The other 
results we obtained also have familiar specializations (see exercise 1, below). 
Similarly, if R and S are rings and / is a homomorphism of R into S, then 
K =f~1(0) is an ideal in JR and i ^ / 0 = R/K. Our results specialize to the 
classical ones for rings (see exercise 2, below). 

E X E R C I S E S 

1. Let G and H be groups, /a homomorphism of G into H, and K =f~1(l). Then 
in the standard terminology, K is called the kernel off The standard formulation 
of the fundamental theorem of homomorphism for groups states that / : aK ^f(a) is 
a monomorphism of G/K into H and we have the factorization/ = fv where v is 
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the epimorphism a ̂  aK. The first isomorphism theorem for groups states that if 
H is a subgroup of a group G and K is a normal subgroup of G, then the 
subgroup generated by H and K is # X = {hk\heH,keK}, K is normal in HK, 
K nH is normal in H, and we have the isomorphism 

of HK/K onto H/(H n K). The second isomorphism theorem states that if G t>H, 
K and H ^ K, then is normal in G/K and 

is an isomorphism of G/H onto (G/K)/(H/K). Derive the fundamental theorem of 
homomorphisms and the isomorphisms (15) and (16) from the results on 
congruences on Q-algebras. 

State the corresponding results for A-groups (groups with operators). Do the 
same for modules for a ring R. 

2. Derive the results on ring homomorphisms analogous to the preceding ones on 
groups from the theorems on congruences on Q-algebras. 

3. Let A be an Q-algebra, X a set of generators for A (that is, the subalgebra 
[X] = A). Show that iff and g are homomorphisms of A into a second Q-algebra 
B such tha t /1Z = g\X, t h e n / = g. 

2.4 T H E L A T T I C E O F C O N G R U E N C E S . 

S U B D I R E C T P R O D U C T S 

In this section we shall consider first some additional properties of the set of 
congruences on an Q-algebra A. Then we shall apply these to study the 
important notion of subdirect products of algebras. 

We investigate first the set T(A) of congruences on A as a partially ordered 
set in which the ordering ^ is the usual inclusion O D @ . This, of course, 
means that a%b => aQ>b or, equivalently, a 0 = b& => a® = B0. 

T H E O R E M 2.4 If {<Da} is a set of congruences on the Q-algebra A, then f)Q>a 

is a congruence. Moreover, if {<Da} is directed, then ( J O a is a congruence. 

Proof. We note first that if {0 a } is a set of equivalence relations on A then 
P)<Pa is an equivalence relation, and if {<£a} is directed then (J<Da is an 
equivalence relation: Since every <Da => 1^, P|<Da =D 1^. If (x,y)e<Da then 
( j / ,x)eO a ; hence, if (x,y)ef)®a then (y,x)e f|(Da. Now let (x,y) and ( y , z ) e $ a ; 
then (x , z ) eO a . Thus if (x, j) and (y,z)ef)Q}a so does (x,z). Hence Q O a is an 
equivalence relation. Next assume {Oa} is directed. It is clear that (J<Pa ^ 1^ 
and ( I J 0 J - 1 = (J$a. Now let (x,y) and (y,z)e(J<I>a. Since {Oa} is directed, 
there exists a ®de{®a} such that (x,j;) and (y,z)e<bs. Then ( x , z ) e ^ so 
(x, z)e{jQ)a. Hence ( J O a is an equivalence relation. 

(15) W £ ^ h(H n JK) 

(16) gH^(gK)(H/K) 
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Now let the <X>a be congruences so these are subalgebras of A x A as well as 
equivalence relations. Then P|<Da is an equivalence relation and so this is not 
vacuous. Hence P|Oa is also a subalgebra and thus a congruence. Similarly if 
{<PJ is directed then (J<Da is a subalgebra. • 

Clearly P|<Pa is an inf of the set of congruences {Oa}. It is evident also that 
the subset AxA of AxA is a congruence and this is the greatest element in 
the partially ordered set of congruences. The corresponding quotient algebra 
A/(A x A) is the trivial algebra, that is, a one-element algebra (in which the 
action of every coeQ is uniquely determined). It is clear also that the diagonal 
lA is a congruence, and A/lA can be identified with A since the 
homomorphism VXa is an isomorphism. The fact that the set T(A) of 
congruences on A has a greatest element and has the property that infs exist 
for arbitrary non-vacuous subsets of T(A) implies, via Theorem 2.1 (p. 57), 
that T(A) is a complete lattice. In particular, any two congruences <X> and 0 
have a sup <X> v 0 in T(A). We shall indicate an alternative, more constructive 
proof of this fact at the end of this section, in exercise 3. 

Given a binary relation R on the algebra A we can define the congruence 
[R\ generated by R to be the inf (or intersection) of all the congruences on A 
containing R. This is characterized by the usual properties: (1) \_R~] is a 
congruence containing R and (2) \_R] is contained in every congruence 
containing R. 

We recall that a maximal element of a subset S of a partially ordered set A is 
an element meS such that there exists no s in S such that s # m and s ^ m. A 
basic existence theorem for maximal congruences is 

T H E O R E M 2.5. Let a and b be distinct elements of an Q-algebra A and let 
D(a, b) be the set of congruences on A such that (a, b). Then D(a, b) is not 
vacuous and contains a maximal element. 

Proof Evidently \AeD(a,b) so D(a,b) ^ 0. Now let {<Da} be a totally 
ordered subset of D(a, b), that is, for any O^, ® y e {<£a} either ^ <J>y or 
<f)y => O^. Then {<Da} is directed. Hence ( J O a is a congruence. Evidently 
(J®aeD(a, b) and (J<Da => <Pa. Thus every totally ordered subset of D(a, b) has 
an upper bound in D(a, b). We can therefore apply Zorn's lemma to conclude 
that D(a, b) contains maximal elements. • 

The following is a useful extension of Theorem 2.5. 

COROLLARY 1. Let ® be a congruence on A and a and b elements such that 
aQ # b@. Then the set of congruences <D such that <P => 0 and a® ̂  b® contains a 
maximal element. 
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Proof. We apply Theorem 2.5 to the algebra A/S and the pair of elements 
(a@, 5@) of this algebra. We have a congruence in this algebra that is maximal 
among the congruences not containing (a@,b@). By Theorem 2.3, such a 
congruence has the form ® / 0 where O is a congruence in A containing 0 . 
Since 3>/0^ (d@,b&), v0/&a& ^ v o / 0 f r 0 , which means that a 0 fr0. Moreover, (J) 
is maximal among the congruences containing 0 having this property. • 

There are many important special cases of this result. One of these, which 
we now consider, concerns the existence of maximal ideals of a ring. An ideal B 
(left, right ideal) of a ring .R is called maximal if B ^ R and there exists no ideal 
(left, right ideal) B' such that R^B' ^ B. Observe that an ideal (left, right 
ideal) B is proper (B ^ R) if and only if l$B. We now have the following 
result. 

COROLLARY 2. Any proper ideal (one-sided ideal) in a ring R ^ 0 is 
contained in a maximal ideal (one-sided ideal). 

Proof To obtain the result on ideals we use the fact that any congruence in a 
ring R is determined by an ideal B as the set of pairs (a, a'), a, a' e R, such that 
a — a'eB. Conversely, any ideal is determined by a congruence in this way, and 
if <J>£ is the congruence associated with the ideal B, then <$>B => <f)B, for the ideal 
B' if and only if B => B'. Now if B is proper, then <f>B does not contain (1,0). 
Then Corollary 1 gives a congruence <DM, M an ideal, such that <1>M ID (Dg, 

®M^> (1,0), and 3> M is maximal among such congruences. Then M => B, Mfl, 
so M is proper, and M is maximal in the set of ideals having this property. It 
follows that M is a maximal ideal in the sense defined above. The proof for 
one-sided ideals is obtained in the same way by regarding R as an Q-algebra 
that is a group (the additive group) with operators, the set R of operators 
acting by left multiplications for the case of left ideals and by right 
multiplications for right ideals. • 

Of course, these results can also be obtained by applying Zorn's lemma 
directly to the sets of ideals (see exercise 1 below). However, we thought it 
would be instructive to deduce the results on ideals from the general theorem 
on congruences. 

We consider again an arbitrary Q-algebra A and let { 0 J a e / } be an indexed 
set of congruences on A such that f]®a = lA- For each a e / we have the 
quotient Aa = 4 / 0 a and we can form the product algebra P = Haei^a- We 
have the homomorphism va:a^> a@oc of A onto Aa and the homomorphism 
v.a^a where aa = a@a of A into P. The kernel of v is the set of pairs (a,b) 
such that a@ = b@ for all a el. This is the intersection of the kernels 0 a of the 
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va. Since P |0 a = lA, we see that the kernel of v is \ A and so v is a 
monomorphism. It is clear also from the definition that for any a the image 
pav(A) of v(A) under the projection pa of P onto A a is Aa. 

If { A a | a G 7} is an arbitrary indexed set of algebras and P = Y\Aa, then we 
call an algebra A a subdirect product of the Aa if there exists a monomorphism i 
of A into P such that for every a, ia = paz is surjective on A a . Then we have 
shown that if an algebra A has a set of congruences { © J a e / } such that 
P |0 a = lA, then A is a subdirect product of the algebras Aa — A/&a. 
Conversely, let A be a subdirect product of the Aa via the monomorphism i. 
Then if 0 a is the kernel of ia = pj, it is immediate that P |0 a = 1^ and the 
image ia(A) ^ A / 0 a . 

D E F I N I T I O N 2.4. An Q-algebra A is subdirectly irreducible if the 
intersection of all of the congruences of A ^ 1A is ^ 1A. 

In view of the results we have noted we see that this means that if A is 
subdirectly irreducible and A is a subdirect product of algebras A a , then one of 
the homomorphisms ia = pj is an isomorphism. If a ^ b in an algebra A, then 
we have proved in Theorem 2.5 the existence of a congruence & a b that is 
maximal in the set of congruences not containing (a, b). We claim that A/Q)a h is 
subdirectly irreducible. By Theorem 2.3, any congruence in A/<Dfl h has the form 
®J®a,b where 0 a is a congruence in A containing Q>ab. If this is not the 
diagonal then 0 a ^ ®ab and so by the maximality of <bab, (a, b) e 0 a . Then 
(a<[>ab>b&ab)e®JQ>atb for every congruence 0 a /O f l > f e on A/<Pa b different from the 
diagonal. Evidently this means that A/<Da & is subdirectly irreducible. We use 
this to prove 

T H E O R E M 2.6 (Birkhoff). Every Q-algebra A is a subdirect product of 
subdirectly irreducible algebras. 

Proof. We may assume that A contains more than one element. For every 
a # b, let Q)ah be a maximal congruence such that (a,b)$Q>ab. Then 

A/<Dfljb is subdirectly irreducible. Also f)®a,b = 1A. Otherwise, let (c,d)e [)<F)^B, 
c ^ d. Then (c,d)e<F)CD, a contradiction. Hence f)Q>a,b = and consequently 
A is a subdirect product of the subdirectly irreducible algebras A/®a>b. • 
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EXERCISES 

1. Give a direct proof of Corollary 2 to Theorem 2.5. 

2. Show that Z is a subdirect product of the fields Z/(p), p prime. 

3. Let 0 and <F) be congruences on 4. Show that 0 O c z c= (0(J>)3 c • • • and 
( J k ( 0 ® ) f c is a congruence that is a sup of 0 and O. It follows from this that any 
finite set of congruences has a sup. Use this and the second statement of Theorem 
2.4 to show that any set of congruences has a sup. 

4. Let {0 a } be an arbitrary set of congruences in an algebra A and let 0 = P|0a. 
Show that 4 / 0 is a subdirect product of the algebras 4 / 0 a . 

2.5 DIRECT AND INVERSE LIMITS 

There are two constructions of Q-algebras that we shall now consider: direct 
limits and inverse limits. The definitions can be given for arbitrary categories, 
and it is of interest to place them in this setting, since there are other 
important instances of these concepts besides the one of Q-algebras that is our 
present concern. We begin with the definition of direct limit in a category C. 

Let 7 be a pre-ordered set (the index set) and let I be the category defined by 
I as in example 12, p. 13: o b i = I and for a , / ?e / , hom (a,/?) is vacuous unless 
a ^ /?, in which case hom (a,/?) has a single element. If C is a category, a 
functor F from I to C consists of a map a 4 a of I into ob C, and a map 
(oc,P) (p^ehomc(Aa,Ap) defined for all pairs (a, j?) with a < /? such that 

1- <Pay = <Pfiy(Pafi ^ OC < < y. 

2- WOE* = W 

Given these data we define a direct (or inductive) limit lim ( 4 a , cpap) as a set 
(4, {na}) where 4 e ob C, rja:Aa-> 4 , a e J, satisfies ri<x = RLP(POCP and (4, {^a}) is 
universal for this property in the sense that if (B, { C a } ) is another such set, then 
there exists a unique morphism 6\A -> B such that ( a = 6rja, oceL (This can 
be interpreted as a universal from an object to a functor for suitably defined 
categories. See exercise 1 at the end of this section.) It is clear that if a direct 
limit exists, then it is unique up to isomorphism in the sense that if (4 ' , {rj'a}) is 
a second one, then there exists a unique isomorphism 9\A -»A' such that 
V'Z = 0na, a e l . 

A simple example of direct limits can be obtained by considering the finitely 
generated subalgebras of an Q-algebra. Let 4 be any Q-algebra and let I be the 
set of finite subsets of 4 ordered by inclusion. If F e I, let AF be the subalgebra 
of 4 generated by F and if F cz G, let coFG denote the injection homomorphism 
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of AF into AG => AF. Evidently cpFF = 1F and (PGHVFG = <PFH if F cz G cz H. 
Moreover, if rjF denotes the injection homomorphism of AF into A, then 
nGcpFG = riF. Now let B be an Q-algebra and {CF\FeI} a set of homomorphisms 
such that ^p-.Ap-^ B, satisfies £G(pFG = CF f ° r F a G. Since cpFG is the injection 
of AF into AG, this means that the homomorphism £ G on A G is an extension of 
CF on AF. Since (JA^ = A, there is a unique homomorphism 9 of A into J5 
such that £p = Orjp, Fel. It follows that A and {rjF} constitute lim (AF,cpFG). 
The result we have proved can be stated in a slightly imprecise form in the 
following way: 

T H E O R E M 2.7. Any Q-algebra is isomorphic to a direct limit of finitely 
generated algebras. 

We shall now show that if the index set I is directed in the sense that for any 
ot,/3eI there exists ay el such that y ^ a and y ^ /?, then the direct limit exists 
in the category C = Q-alg for any functor F from I to C. 

Suppose the notations are as above where the Aa are Q-algebras and cp^ for 
a ^ ft is an algebra homomorphism of Aa into A^. To construct a direct limit 
we consider the disjoint union {jAa of the sets Aa. We introduce a relation ~ 
in l j A a by defining a ~ b for a e A a , beAp if there exists a p ^ a,/? such that 
<pa (A) = cppp(b). (We allow a = /?). This relation is evidently reflexive and 
symmetric. Also if (pap{a) = cppp(b) and cppa(b) = cpya(c) for p ^ a , / ? and 
a ^ /3,y, then there exists a T > p, cr . Then 

<P«z(fl) = (Poq<Pap{a) = (Ppr<Ppp(b) = 9 fixity 

= <Pox<PfioQ>) = (p„r(Pya{c) = (pyx{c\ 

which shows that a ~ b and b ~ c imply a ~ c. Hence our relation is an 
equivalence. 

Let A be the corresponding quotient set of equivalence classes a, ae[JAa. 
If coe Q(0), then coAa = coAp since there exists a p ^ a, /? and 
Vapi^A*) = &>Ap = cppp(coAfi). We define c o ^ = c o ^ a . Now let n ^ 1 and let 
1 < i < w. Let ateAa.. Choose p ^ a f 5 1 < i < w, which can be done since I is 
directed. Now define 

( 1 7 ) ^ i « 2 ' ' ' an = cocp^piajcp^^) • • • cpanP{an). 

This is clearly independent of the choice of the at n at. We also have to show that 
this is independent of the choice of p. Hence let cr > och 1 ^ i ^ n, and choose 
T ^ p, cr . Then 

<PpzG><P*ip{ai) ' ' " < P a n p ( < 0 = ^ < / V < P a l P ( < 3 l ) • • • <Pfn<P*np(an) 

= ^ a i t ( « l ) - - - 9 a „ T ( F L J 
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and similarly, (patco(pai(T(a1)...(pan(T(an) = co(paiZ(a1)...(panX{an) and so (17) is 
independent of the choice of p ^ oct, 1 < i ^ n. This definition of the action of 
every coeQ(n), n ^ 1, together with the previous one of the nullary operations 
in A gives an Q-algebra structure on A. 

Now fix a and consider the map na:aa aa of Aa into A. If coeQ(O), 
then nacoAoc = coAgc = coA and if n ^ 1 and a a

( 1 ) , . . . , a a

( M ) e 4 a , then taking p = a in 
(17) gives 

c o a a

( 1 ) . . . a a

( n ) = c o a a

( 1 ) . . . a a

( n ) . 

Hence rja is a homomorphism. We have for a ^ jS, (pap{aa) = aa since 
<pa/?(fla) = QPPPCPAPM, which shows that np<P«pM = vM- T h u s = rja if 
a < j8. 

Next suppose we are given an Q-algebra B and homomorphisms ^a:Aa -» 5 
satisfying C/?<Pa/? = <Pa for a < 0 in I. Suppose aa = ap so we have a p ^ a, /? 
such that cpa p(aa) = (^(a^) . Then 

Ca(̂ a) = Cp(pap(aa) = Cp(ppp(dp) = {/fy)-

Hence we have the m a p Q:aa~> £ a ( a J with domain 4 = l j a ?7 a (4 a ) and 
codomain B. This satisfies = 9r\a since 9na(aa) = 9(aa) = £ a (a a ) for all 
a A E 4 , I. Since 4 is the union of the rja(Aa), it is clear that 9 is determined 
by this condition. Also since cp^a^ ~ aa if /? ^ a, any finite set of equivalence 
classes relative to ~ has representatives in the same Ap. It follows from this 
that 9 is an Q-algebra homomorphism. Thus we have the universality of 
{A,{rja}\ which we require in the definition of direct limit. We can therefore 
state the following 

T H E O R E M 2.8. Direct limits exist in the category of Q-algebras for every 
directed set of indices I. 

The notion of inverse limit is dual to that of direct limit. Again we begin 
with a pre-ordered set I = {oc} and a category C, but now we let F be a 
contravariant functor from the category I defined by J to C. Thus we have a 
map oc >̂ AaEobC, a e / , and for every a,/? with a ^ /? we have a morphism 
cppa:Ap -» Aa such that 

1'. cpya = (^a<pyij if A^P^y. 

2'. <?aa = W 

Then an inverse (or projective) limit is a set (4, {^a}) where 4 e o b C, rja:A^ Aa 

such that (pparjp = rja if a < /?, and if (£, {Ca}) is a set such that J 3 e o b C , 
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C a :#->A a and cpPaCp = Ca f ° r % ^ P, then thhere exists a unique morphism 
9:B -» A such that na9 = ael. We denote (A, { 7 7 J ) by lim (Aa, cpap). We 
have the usual uniqueness up to isomorphism: If (A', {r]f

a}) is a second inverse 
limit, then there exists a unique isomorphism 6: A' A such that ?7a0 = ^ . 

Now suppose C = Q-alg so the Aa are Q-algebras and for a ^ /?, c/) â is a 
homomorphism of Ap into A a . To attempt to construct an inverse limit 
algebra, we begin with the product algebra ]JAa and the projections 
pa\\\Aa -> Aa defined by pa(a) = aa where a is a aaeAa, We now define 

(18) A = {aeY\Aa\pa(a) = q>Papfi(a),<x < P), 

a,Pel. It may happen, as will be seen in exercise 2 below, that A is vacuous. In 
this case, no solution of our problem exists. For, if B is any algebra and 
Ca:B-*Aa is a homomorphism for a e l such that Ca = <Ppa£p> then for any 
b e B , any element a e [ ] i a such that aa = £a(b) satisfies the condition in (18). 

Now suppose A defined by (18) is not vacuous. Then we claim that A is a 
subalgebra of Y[Aa. If coeQ(O), then pa(coUAJ = coAgc so if a < /? , then 
(PfiJio)Ap) = coAoc gives p a (co n ^J = (ppapp((oUAJ. Hence coUAoceA. (Observe that this 
shows that A ^ 0 if Q contains nullary operator symbols.) Next let coeQ(n), n^l, 
and let a ( 1 ) , . . . , a ( n ) e A Then 

pa(coa^ • • • a<»)) = coa™... = copa(a^)... pa(a^) 

= (pfi*PfAo>aa) • • • a{n)\ 

Hence coa{1)... ain)eA and A is a subalgebra. If A is not vacuous, we claim that 
this subalgebra of Y\Aa together with the homomorphisms rja = pa\A is an 
inverse limit lim (Aa, cpaP) in 12-alg. By definition of A we have na = cppjjp if 
a ^ p. Now suppose we have an Q-algebra B and homomorphisms £>a'.B-* Aa, 
ocel, satisfying £a

 = (Pp<xCp if a < P- We have a unique homomorphism 
9':B-> ]\Aa such that b a where a a = Ca(b). Then, as we saw before, aeA, 
so 0' defines a homomorphism 9 of B into A such that 0(b) = 9'(b). Now 
*7a0(b) = (a(b) and 9 is uniquely determined by this property. This completes 
the verification that (A, {rja}) = lim (Aa, cpafi). 

An important special case of inverse limits is obtained when we are given a 
set of congruences {€>a} on an algebra B. We pre-order the set I = {a} by 
agreeing that a < P if <Da :=> <S>P. Pu t A a = B/Q>a and for a < P let cp^ be the 
homomorphism b 0 / ? b b 0 a of Ap into A a . Then cpaa = \ A u , cppacpyP = <pya if 
a < /? < y. Let va denote the homomorphism b b 0 a of B onto Aa. Then 
<P/JA v j3 = v a if a /?. This implies that lim (Aa, cpap) = (A, {rja}) exists. Moreover, 
we have the homomorphism 6:B ^ A such that rja9 = va. Now suppose 
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P|<|)a = lB. Let b,ceB satisfy Ob = 6c. Then vafc = vac or = c^ for all a. 
Since f]Oa = 1 B , we obtain b = c. Thus in this case the homomorphism 6 of 
B into 4 is a monomorphism. 

E X A M P L E 

Ring of p-adic integers. As an example of the last construction we shall define the 
important ring of p-adic integers for any prime p as an inverse limit. It should be 
remarked that this construction is essentially the original one due to Hensel, which 
preceded the valuation theoretic approach that is now the standard one (see Chapter 9, 
p. 548). 

Let p be a prime in Z and let (pk) be the principal ideal of multiples of pk for 
k— 1,2,.... Let <Dfc be the congruence determined by pk:a$>kb means a = b(modph). 
Then Z/Ofc = Z/(pk), the ring of residues modulo pk. We have <I>Z cz ®/c if I ^ k and 
H®fc = lz- We can form the inverse limit of the finite rings Z/(pk), which we call the 
ring Zp of p-adic integers. An element of Zp is a sequence of residue classes (or cosets) 
(a1 4- (p), a2 4- (p2), a3 4 (p3),...) where the at are integers and for I ^ k, ak = al (mod pk). 
We can represent this element by the sequence of integers (al9a2,...) where 
ak = al (modpk) for /c ^ /. Then two such sequences (au a2,...) and (blf b2, • • •) represent 
the same element if and only if ak = bk(modpk), k = 1,2, Addition and 
multiplication of such sequences is component-wise. If aeZ, we can write 
a = r0 4 rxp 4 • • • 4 rnpn where 0 < rf < p. Then we can replace the representative 
(aua2,..) in which ak~al(modpk) if k^l by a representative of the form 
(ro>ro + riP>ro + r iP + r2P2>- • •) where 0 < rt < p. In this way we can associate with any 
element of Zp a uniquely determined p-adic number 

(19) r0 + rlP + r2p2 + ---

where 0 ^ rt < p. Addition and multiplication of these series corresponding to these 
compositions in Zp are obtained by applying these compositions on the rt and 
"carrying." For example, if p = 5, we have 

(142.5 4 3.52 +•••) + (3 4 3.5 42 .5 2 4 • • •) = 4 40.5 41 .5 2 4 • • • 
(1 + 2.5 + 3.52 4 • • •) (3 + 3.5 4 2.52 4 • • •) = 3 44 .543 .5 2 4 • • • 

EXERCISES 

1. Let I be a pre-ordered set, I the associated category defined as usual. Let a Ax, 
(pxp: Aa -> Ap for a < (3 and oi^BA, ^/AP : B7 BFJ be functors from I to a category 
C (as at the beginning of the section). Call these F and G respectively. A natural 
transformation X of F into G is a map a ~»Aa where Xx: Ax BX such that for 
a ^ Pi ̂ oLpXa = Xp(pap. Verify that one obtains a category C1 by specifying that the 
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objects are the functors from I to C, and if F and G are two such functors, define 
hom (F, G) to be the class of natural transformations of F to G (which is a set). 
Moreover, define 1 F as on p. 25 and the product of natural transformations as 
on p. 25. (This completes the definition of C1.) If A e ob C, let FA e C1 be defined 
by the following: a^*A, cpap = 1A for oc ^ /?. Define a functor from C to C1 by 
A^FA and iff.A->B, then / is mapped onto the natural transformation of the 
function FA into the functor FB, which is the morphism / from Aa = A to Ba = B 
for every ael. Show that a direct limit lim (Aa, cpap) can be defined as a universal 
from F (as object of C1) to the functor from C to C1 that we have just defined. 

2. Let I be the ordered set of positive integers (with the natural order) and for kel, 
let Ak = / be regarded as a semigroup under addition. For k < / let cplk be the map 
x^2l~kx of 4; to Ak. Note that this is a homomorphism of semigroups and 
Vmk ~ (PikVmh <Pu = IA,- Show that an inverse limit does not exist in the category 
of semigroups for this functor from I to the category. 

3. Let Zp be the ring of p-adic integers and represent the elements of Zp as 
sequences a = (a l 5 a2, a3,...), ak e Z, ak = ax (modpk) if k < I (as above). Show that 
a (a,a,a,...) is a monomorphism of Z in Zp. In this way Z is imbedded in Zp 

and we may identify a with (a, a, a,...). Show that Zp has no zero divisors. Hence 
this has a field of fractions Qp. This is called the field of p-adic numbers. 

4. Assume p 2 and let a be an integer (element of Z) such that a # 0 (mod p) and 
the congruence x 2 = a (mod p) is solvable. Show that x2 — a has a solution in Z p . 

5. Show that the units of Zp are the elements that are represented by sequences 
(au a2,...) with ak = ax (mod pfc), if k ^ /, such that a± ̂  0 (mod p). 

6. Let aeZ , a^O(modp) , and put w = (a,a p ,a p 2 , . . . ) . Show that this represents an 
element of Zp and up~i = 1 in Zp. Hence prove that Zp contains p—1 distinct 
roots of 1. 

2.6 ULTRAPRODUCTS 

The concept of ultraproducts of algebras and of more general structures that 
involve relations as well as compositions plays an important role in 
mathematical logic, where it was first introduced. It has turned out to be a 
useful tool in algebra as well. For the sake of simplicity, we confine our 
attention to ultraproducts of Q-algebras. We need to recall some results on 
filters in Boolean algebras that were given in BAI. Although these will be 
required only for the Boolean algebra of subsets of a given set, it seems 
worthwhile to discuss the results on filters for arbitrary Boolean algebras, 
especially since it is conceptually simpler to treat the general case. 

We recall that a Boolean algebra is a lattice with least and greatest elements 
0 and 1 that is distributive and complemented. The first of these conditions is 
that a A (b v c) = (a A b) v (a A C) and the second is that for any a there 
exists an element a' in the lattice such that a v a' = 1 and a A a' = 0. We refer 
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the reader to BAI, pp. 474-480, for the results on Boolean algebras that we 
shall require. In the Boolean algebra &(S) of subsets of a set S, A v B and 
A A B are the union and intersection respectively of the subsets A and B of S, 
1 = S, 0 = 0 and for any A, A' is the complementary set of A in S. We recall 
that a filter in a Boolean algebra B is a subset F that is closed under A and 
contains every b ^ any u e F. A filter is proper if and only if F ^ B, which is 
equivalent to O^F. An ultrafilter F is a proper filter that is maximal in the 
sense that it is not properly contained in any other proper filter of B. A filter F 

is an ultrafilter if and only if it is proper and for any aeB either a or its 
complement a' (which is unique) is contained in F. 

A Boolean algebra can be made into a ring in two ways. In the first of these 
one defines a + b = (a A b') v (a ' A b ) , ab = a A b , and takes 0 and 1 to be the 
given 0 and 1 (BAI, p. 478). In the second, one dualizes and takes the addition 
composition to be a + 'b = (a v b') A (a' v b ) and the multiplication 
a-'b = a v b . The zero element is 0' = 1 and the unit is V = 0. If one does this, 
it turns out that a filter in B is simply an ideal in the Boolean ring 
(B, -hV ' , 0 ' , l'). As a consequence of this we have the following special case of 
Corollary 2 to Theorem 2.5. 

COROLLARY 3 (to Theorem 2.5). Any proper filter F in a Boolean algebra 
can be imbedded in an ultrafilter. 

Now let {Aa} be a set of Q-algebras indexed by a set I and let F be a filter in 
the power set 0>{I)\ If S1,S2eF, then S± n S2 eF and if S eF and T => S, then 
TeF. Consider Y[Aa- I n this algebra we define a relation ~ F by a ~F if the 
set of indices 

(20) Ia,b = {aeI\aa = ba}eF. 

We claim that this is a congruence on f]Aa. It is clear that this relation is 
symmetric, and it is reflexive since IeF. Now suppose a ~ F b b and b ~Fc so 
Iab and Ib,ceF. Since Ia,bnlb>c cz Iac and F is a filter, it follows that IajCeF. 
Hence a ~Fc. Thus ~ F is an equivalence relation on Yi^a- To show that it is a 
congruence, we must show that if coeQ(n), n ^ 1, and . . . , a ( n ) , 
fo(1),...,fr(n)en^« s a t i s f y * ( 0 ~ * & ( 0 , 1 < * <•*> then coa ( 1 ) • • • a{n) ~ F t o b { 1 ) • • • b { n \ 

By assumption, Ja<o,&<o e F for 1 < i < n. Then P)/^)^) e F and if a is in this set, 
then 

G>a™"-a™ = (Dba

(1)"'ba

in). 

Thus fy*™,*™ ^ ^A<I)-A(«),A>6(I)-6(»)- Hence the latter set is in F and con­
sequently $F = ~F is a congruence on the algebra f|y4a. We now define the 
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quotient algebra \\AJ$F to be the F-reduced product of the Q-algebras Aa. If F 
is an ultrafilter, then YlAJtF is called an ultraproduct of the Aa and if every 
Aa = A, then we speak of an ultrapower of A. 

Ultraproducts owe their importance to the fact that any "elementary" 
statement valid for all of the Aa is valid for every ultraproduct of the Aa. We 
refer the reader to books on model theory for a precise statement and proof of 
this result. An excellent reference is the chapter "Ultraproducts for 
Algebraists" by Paul Eklof in Handbook of Mathematical Logic, ed. by Jon 
Barwise, Nor th Holland Company, 1977. An illustration of the result is 

P R O P O S I T I O N 2.1. Any ultraproduct of division rings is a division ring. 

Proof The statement that D is a division ring is that D is a ring in which 
1 / 0 and every a / 0 in D has a (two-sided) multiplicative inverse. (This is an 
example of an elementary statement.) Suppose the Da, ael, are division rings. 
We wish to show that any ultraproduct Y[Dj!F determined by an ultrafilter F 
is a division ring. Let a be an element of \\Da such that a = % / 0. Then the 
set Ia = Ia0 = {aeI\aa = 0Do}$F. Since F is an ultrafilter, the complementary 
set Fa = {oceI\aa / 0DJ is in F. Define b by ba = aa~1 if a e ! ^ , ba = 0 
otherwise. Then the set of a such that aaba = lDoc = baaa is Va and so belongs to 
F. Hence ab = 1 = ba in TJDJ^ and D is a division ring. • 

The same argument shows that any ultraproduct of fields is a field. It should 
be noted that the proof makes strong use of the fact that F is an ultrafilter and 
not just a filter. In fact, the argument shows that Y\Pj!F for F a filter is a 
division ring if and only if the complement of any set S of indices that is not 
contained in F is contained in F, hence, if and only if F is an ultrafilter. 

Another result whose proof can be based on ultraproducts is 

P R O P O S I T I O N 2.2 (A. Robinson). Let Rbe a ring without zero divisors that 
is a subring of a direct product [ ] D a of division rings Da. Then R can be 
imbedded in a division ring. 

Proof (M. Rabin). Let I be the index set. For each asR cz ]JDa let 
I'a = {oceI\aoc ^ 0DJ. Then I'A^0 if a ^ 0. Let B = {Ta\a ^ 0}. \iax,...,an are 
non-zero elements of R, then a1a2---an / 0 so Tav..aneB. Evidently, Tai...an <= 
f]nilf

ai. Thus the set B is a filter base in &(I) in the sense that 0$B, and 
the intersection of any finite subset of B contains an element of B. Then the 
set G of subsets of J, which contain the sets Ta of B, is a filter in &(!) not con­
taining 0. By Corollary 3 to Theorem 2.5, G can be imbedded in an ultrafilter 
F of £P(I). Put D = Y\DJ$F. By Proposition 2.1 this is a division ring. We have 
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the nomomorphism a^a^oiR into D. We claim that this is a monomorphism. 
Otherwise, we have an a / 0 in R such that the set Ia = {ael\aa = 0DJeF. 
On the other hand, l'a = {oceI\aa # 0Do}eB cz F and l'a is the complement of Ia 

in I. Since F is a filter, it contains 0 = Ia f] Ta. This contradicts the fact that F 
is an ultrafilter. Hence a ^ is a monomorphism and this provides an 
imbedding of R in a division ring. • 

EXERCISES 

1. Use exercise 2, p. 70 and Proposition 2.2 to prove that 1 can be imbedded in a 
field. 

2. If a is an element of a Boolean algebra, the subset Fa = ^ a} is a filter called 
the principal filter determined by a. Let / be a set, <S a subset, Fs the principal filter 
determined by S. Show that if <FS is the congruence in fjae/̂ a determined by Fs, 
then L[AJ^s * UPESAP. 

3. Show that an ultrafilter in ^(1), I an infinite set, is not principal if and only if it 
contains the filter consisting of the complements of finite subsets of I. 

2.7 FREE Q-ALGEBRAS 

Let Q = (J^° = 0 Q(n) be a given set of operator symbols where Q(n) is the set of 
n-ary symbols, and let I be a non-vacuous set. Now let Y be the disjoint 
union of the sets Q and X and form the disjoint union W(Q,X) of the sets Y(m\ 
m ^ 1, where Y(m) is the set of m-tuples (yl9y2,• • • ,ym)> yiG Y- To simplify the 
writing, we write y x y 2 y m for (yl3y2, • • • ,ym)- This suggests calling the 
elements of W(Q, X) words in the alphabet 7 . We define the degree of the word 
w = y1y2'" ym to be m. It is useful also to introduce a notion of valence of a 
word according to the following rule: The valence v(x) = 1 if xeX, 
v(co) = 1 — n if co e Q(n), and 

m 

v{yi'--yj = Z ^ ) 
i 

for yteY. For example, if w = CD1

{1)OJ2

{X)X1CO3

{2)X2X3CO4

{5) where the super­
scripts on the symbols indicate their arities, then w has degree 7 and valence —2. 

We now introduce the juxtaposition multiplication in W(Q,X) by putting 

( j i • • -ym) [y'i •--y,r) = yi- '-ymyfi '-y'r 
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It is clear that this product is associative, so no parentheses are required to 
indicate products of more than two words. 

Next we shall use this associative product to define an Q-algebra structure 
on the set W(Q,X). If coeQ(O), we define an element of Y to be the element 
corresponding to co in W{Q,X). Now let coeQ(n)9 n ^ l , and let 
wl7w2,.. .,wneW(Q,X). Then we define the action of co on the rc-tuple 
( w l 5 w 2 , . . . , w j as the word cowlw2--wn. Evidently, these definitions make 
W(Q,X) an Q-algebra. We now let F(Q,X) be the subalgebra of the Q-algebra 
W{QX) generated by the subset X and we shall show that this is a free Q-
algebra generated by X in the sense that any map of X into an Q-algebra A 
has a unique extension to a homomorphism of F(Q,X) into A. We shall 
establish first the following criterion for an element to belong to F(Q, X) and a 
unique factorization property. 

LEMMA. A word weF(Cl,X) if and only if its valence is 1 and the valence of 
any right factor w' of w (w = w"w' or w' = w) is positive. The subset of F(Q, X) 
of elements of degree 1 is X u Q(0). If weF(Q,X) has degree > 1, then w begins 
with an coeQ(n), n ^ 1, and w can be written in one and only one way as 
cow1w2 • • • wn where wteF(Q,X). 

Proof The statement on the elements of degree 1 in F(Q,X) is clear. It is 
clear also that v(w) = 1 for these elements and w is the only right factor of w of 
degree 1 so the conditions on valence hold for w. Now let w e F(Q, X) have 
degree > 1 . It is clear from the inductive procedure given on p. 59 for 
producing the elements of the subalgebra of an Q-algebra generated by a 
subset that w has the form w = cow1w2-•-wn where coeQ(n) and every 
wteF(Q,X). Using induction on the degree, we may assume that every wt 

satisfies the stated conditions on the valences. It then follows that 
w = cow1w2 - • -wn satisfies the valence conditions. Conversely, let w be any 
word that satisfies the valence conditions. If the degree of w is 1, then either w 
is an x e l or w = coeQ(O). In either case, weF(Q,X). Now suppose the 
degree of w is greater than 1. Then the valence conditions imply that w begins 
with an coeQ(n), n^ 1. Thus w = ary l t y 2 • • • ym where coeQ(rc), n ^ 1, and the 
yiEY. For any i, l ^ i ^ n , let ut be the right factor of u = y1y2 -• • ym of 
maximum degree having valence i. For example, let 

W = O ) / 4 ) X 1 X 2 X 3 C 0 2 ( 2 ) X 4 C 0 3 ( 4 ) X 5 X 6 C 0 4

( 0 ) C 0 5

( 0 ) 

where the superscripts give the arities of the operator symbols to which they 
are attached. Then u = x 1 x 2 x 3 c o 2

( 2 ) X 4 a ; 3 ( 4 ' ) x 5 x 6 c o 4 ( 0 ) c o 5

( ( ) ) and if we write the 
valence of the right-hand factor, which begins with a symbol above this 
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symbol, then we have 

4 3 2 1 (n)2 1 i4\4r 3 2 ( 0 ) 1 ( 0 ) 

U = X1X2X3<1>2 ^4^3 ^5^6^4- W 5 • 

Hence, in this case, u1 = co2

(2)x4rco3

{4')x5x6co4

(0)co5

i0\ u2 = x3ul9 u3 = x2u2, 
u = u4 = xxu3. In general, we have un = u = y1y2"'ym

 a n d W f - i is a right 
factor of ut for 2 ^ / ^ n. Then we can write ux = wn, u2 = wn_1u1, 
u3 = wn-2u2>- - where the wf satisfy the valence conditions. Thus we have 
w = ojy1y2 - • • ym = cow1w2 • • • wn. Since the degree of every wt is less than that 
of w, using induction on the degree, we may assume that wt e F(Q, X). Then 
w = cow1w2

m"wneF(Q,X). This proves that the valence conditions are 
sufficient to insure that an element is in F(Q,X). Now suppose we have a 
second factorization of w as w = cow\w'2 • • Wn where w-eF(Q,X) . Then the 
valence of w'n is 1, of w ^ w ^ is 2, of w'n_2w'n_1Wn is 3, etc. Hence the definition 
of the ut implies that the degree deg w-w- + 1 "mw'n^ deg w(wi+1 • • • w„, 1 ^ i ^ n. 
If equality holds for all z, then w\ = w 1 ? w'2 = w 2 , . . . , w'n = w„. Hence assume 
deg w- • • • wf

n < deg w£ • • • wn for some i and let i be minimal for this relation. 
Evidently i > 1 and deg w-_! "mWn = deg • • • wn so w-_! • • • w'n = wt^x - • • w„. 
Then deg wi • • • w'i^1 > deg w x • • • wi_1 and wj_! =wi_1z where z is a word. 
Since = 1 = u lvv^J , we have v(z) = 0, which contradicts the valence 
conditions that must be satisfied by w-_x e X). • 

We can use this to prove the "freeness" property of F(Q,X): 

T H E O R E M 2.9. Let f be a map of X into an Q-algebra A. Then fhas a unique 
extension to a homomorphism f of F(Q, X) into A. 

Proof If xeX, we put / (x ) =f(x) and if coeQ(O) so CDEF(Q,X), then we let 
f(co) = coA. The remaining elements of F(Q,X) have the form cow1w2--'WN, 
where the wieF(Q,X), coeQ(n), n ^ 1. Suppose we have already defined f(w') 
for all w' of degree <degcow 1 ••• w„. Then/(w^) is defined and we extend the 
definition to cow1 • • • wn by /(cow 1

 M"WN) = cof{w1)"-f(wn). This inductive 
procedure defines / for all F(Q, X). It is clear also that / is a homomorphism. 
Since X generates F(Q, X\fis unique (see exercise 3, p. 66). • 

We can express the result of Theorem 2.9 in categorical terms. We have the 
forgetful functor F from the category Q-alg to Set mapping any Q-algebra into 
its carrier (underlying set) and algebra homomorphisms into the correspo- -
ing set maps. Then it is clear from the definition of universals (p. 42 that h X 
is a non-vacuous set, then the pair (F(Q, X), i) where i is the injection of X into 
F(Q, X) constitutes a universal from X to the functor F. The fact that 
(F(Q, X), 0 is a universal implies its uniqueness in the usual sense. 
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2.8 VARIETIES 

The concept of a free Q-algebra F(Q, X) permits us to define identities for Q-
algebras. Let (w1 ? w2) be a pair of elements in F(Q,X) for some set X. Then we 
say that an Q-algebra A satisfies the identity w x = w 2 (or = w 2 is a law in A) 

=f{w2) f ° r every homomorph i sm/o f F(Q,X) into A. If S is a subset of 
F(Q,X) x F(Q,X), then the class of Q-algebras satisfying the identities w1 = w2 

for all (w1,w2)eS is called the variety of Q-algebras V(S) defined by S (or the 
equational class defined by S). For example, let co{2\ co( 1 ) , co ( 0 ) be respectively 
binary, unary, and nullary operator symbols, Q = {coi2),co(1),coi0)}, 
X — {x1,x2,x3}; then the class of groups is defined by the following subset of 
F{Q,X) x F(Q,X): 

( co ( 2 ) co ( 2 ) x 1 x 2 x 3 , co ( 2 ) x 1 co ( 2 ) x 2 x 3 ) 

((D(2W0)Xl9Xl) 

( c ^ o ^ X i ) 

(C0^XLC0{1)XL9(DW) 

(co^co^x^co^y 

For, the statement that A is an Q-algebra for the indicated Q is that A is 
equipped with a binary, a unary, and a nullary composition. If we denote the 
effect of these in A by ab, a~x, and 1 respectively, then the statement that A is 
in V(S) for S, the set of five elements we have listed, amounts to the following 
laws in A: (ab)c = a(bc), la = a, al = a, aa"1 = 1, a~la = 1. Evidently, this 
means simply that A is a group, so V(S) is the variety of groups. In a similar 
manner one sees that the classes of monoids, of lattices, of rings, of 
commutative rings, and of Boolean algebras are varieties. 

It is easily seen that in defining varieties there is no loss in generality in 
assuming that X is a countably infinite set X0 = { x 1 , x 2 , . . . } . At any rate, we 
shall do this from now on. Let V(S) be the variety of Q-algebras defined by the 
subset S of F(Q,X0) x F(Q,X0). It is clear that if A e V(S), then any subalgebra 
of A is contained in V(S). Moreover, every homomorphic image A of A is 
contained in V(S). To see this we observe that any homomorphism / of 
F(Q,X0) into A can be lifted to a h o m o m o r p h i s m / o f F(Q,X0) into A in the 
sense that if X is a surjective homomorphism of A onto A, then there exists a 
homomorphism f:F(Q,X0) -> A such that / = Xf. To define such an / we 
choose for each i = 1,2,... an element ateA such that X(at) =f(xt) and we l e t / 
be the homomorphism of F(Q, X0) into A extending the map xt at of X0 into 
A. Then Xf(xt) = X(at) = / ( x J . Since X0 generates F(Q, X0), we have Xf = f for 
the homomorphisms Xf a n d / of F(Q, X0) into A. Now suppose (w1 ? w 2 ) e S and 
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let / be any homomorphism of F(Q,X0) into A, f a homomorphism of 
F(Q,X0) into A such that lf = f. Then / ( w ^ = A/K) = A/(w2) = / ( w 2 ) . Thus 
A satisfies every identity w± = w2 for (w1,w2)eS and hence AeV(S). 

We note next that if {Aa | a e 1} is an indexed set of algebras contained in 
V(S), then Y\Aa e V(S). This is clear since if pa denotes the projection of 
A = Y\Aa into Aa and / is a homomorphism of F(Q, X0) into A, then 
P a / ( w i ) = Vaf(wi) f ° r every (w l 5 w ^ e S . T h e n / ^ ) = / ( w 2 ) and hence AeV(S). 

Any variety V(S) defines a full subcategory \(S) of Q-alg. We shall now 
consider some of the important properties of such categories and we prove first 

P R O P O S I T I O N 2.3. A morphism in Y(S) is monic if and only if it is an 
injective map. 

Proof. The proof is an immediate generalization of the one given on p. 17 in 
the special case of the category of rings. Iff is an injective homomorphism of A 
into B, A,BeV(S), then / i s monic. Now suppose f.A^B is not injective, We 
have the subalgebra <i> =f~xf of Ax A (the kernel off) and <J>e V(S). Let p 
and p' be the restrictions to <D of the projections (a,a')^a and (a,a')^af. 
Since (a, a') e <X> is equivalent to f(a) =f(a'), we have fp = fp'. On the other 
hand, s i n c e / i s not injective, we have a pair (a,a') such that f(a) =f(af) and 
a #: a'. Then (a,a!)eO and p(a,a') # pf(a,a). Since/p = / p ' , this shows t h a t / i s 
not monic in V(S) . • 

We recall that in the category of rings, epics need not be surjective. Hence 
the analogue for epics of Proposition 2.3 is not valid. 

If C is a subcategory of Q-alg and X is a set, we call a universal from X to 
the forgetful functor from C to Set a free algebra for C determined by X. We 
have the following extension of Theorem 2.9 to varieties: 

T H E O R E M 2.10. Let V ( S ) be the category defined by a variety V(S) and let 
X be a non-vacuous set. Then there exists a free algebra for \(S) determined by 
X. 

Proof. Consider the free algebras F(Q,X) and F(Q,X0) where 
X0 = { x l 5 x 2 , . . . } . Then S is a subset of F(Q,X0)x F ( Q , X 0 ) . If cp is a 
homomorphism of F ( Q , X0) into F(Q, X) and (w^w^eS, then 
( ( / ? ( W 1 ) , ( / ? ( W 2 ) ) G F ( Q , Z ) X F ( Q , X ) . Let 3>(S) denote the congruence on F(Q,X) 
generated by all the elements (<p(wi)? ^(^2)) obtained from all the homomor­
phisms cp and all of the pairs (wuw2)eS. Put F V ( 5 ) ( Q , X ) = F ( Q , X ) / ® ( S ) and 
let v be the canonical homomorphism a ^ a 0 ( S ) of F ( Q , Z ) onto F V ( s ) (Q , X ) . 
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We claim that F V (s)(Q,X) together with the restriction i of y to X constitutes a 
free V(S)-algebra for the set X. We show first that Fy{s)(Cl,X)eV(S). Let cp be 
a homomorphism of F(Q,X0) into Fy^(Q,X). Then as we showed above, 
there exists a homomorphism cp: F(Q, X0) -» F(Q, X) such that cp = vcp. If 
( w 1 ? w 2 ) 6 5 , ( ( />(w 1 ) ,^ (w 2 ) )60 (S) , so v ^ w j = v(p(w2). Thus ^ (w 1 ) = ^ (w 2 ) . 
Since this holds for every ( w 1 ? w 2 ) e £ and all homomorphisms cp of F(Q,X0) 
into F V ( 5 ) ( Q , X ) , we see that Fy^(Q,X)e V(S). Next suppose g is a map of X 
into an algebra ,4 e V(S). Then a can be extended to a homomorphism g of 
F(Q,X) into ,4. If is a homomorphism of F(Q,X0) into F(Q,X), then gcp is a 
homomorphism of F(Q,X0) into X. Hence, if (w 1 ? W 2 ) E S , then 
^ ( w j ) = #cp(w2). Then (^(w1),cp(w2)) is in the kernel kerg. Since this holds for 
all ( w 1 , w 2 ) e S and all homomorphisms cp of F(Q,X0) into F(Q,X), the 
congruence 0 ( 5 ) <= kerg. Hence we have a unique homomorphism / of 
Fy(s){Q,X) = F ( Q , X ) / 0 ( S ) into A such that 

i 4 

is commutative. Then for i = v\X we have the commutative diagram 

Since X generates F(Q,X), i(X) generates Fy^(Q,X). Hence / is unique and 
(F V ( 5 ) (Q, X), i) is a free algebra for \(S) determined by X. • 

COROLLARY. ,4nj/ algebra in a variety is a homomorphic image of a free 
algebra. 

Proof. Let X be a set of generators for the given algebra A e V(S). For 
example, we may take X = A. Then we have a homomorphism of Fy^(Q,X) 
into A whose image includes X. Since X generates A, the image is A. Thus we 
have a surjective homomorphism of FV(S)(Q,X) onto A. • 
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The result we noted before—that if {Aa\oceI} is an indexed set of algebras 
contained in a variety V(S) then YJAa e V(S)—implies that products exist in 
V ( 5 ) for any indexed set of objects in this category. This holds also for 
coproducts: 

T H E O R E M 2.11. 
algebras in V(S). 

Coproducts exist in V(S) for any indexed set {AJocel} of 

Proof We reduce the proof to the case of free algebras in V(S) by showing 
that if a coproduct exists for a set of algebras {AJael}, AxeV(S), then it 
exists for every set {Aa\ael} where Aa is a homomorphic image of Aa. Let 
{A, Q = H^4a in V(S) and let rja be a surjective homomorphism of Aa onto Aa, 
ocel. Let 0 a be the kernel of na and let ia®a denote the subset of Ax A of 
elements (ia{aa)Ja{ba)) for (aa,ba)e®a. Next, let 0 be the congruence on A 
generated by [jja®a and put A = A/&, i'a = via where v is the canonical 
homomorphism of A onto A = A/®. Then i'a is a homomorphism of Aa into A 
and if ( f l f l J i> a )e0 a J (ia(aa)Ja(ba))e®, so via(aJ = KiKl Thus 0 a is contained in 
the kernel of i'a = via; consequently we have a unique homomorphism 
ia: Arj -> A, making the diagram 

commutative. Now A e V(S) since it is a homomorphic image of A e V(S). 
We claim that {A,Ta} = UAa. Let BeV(S) and for each ocel let fa be a 

homomorphism of Aa into 5 . T h e n / a =farja is a homomorphism of ^4a into B 
whose kernel contains ® a . Since {A, irj) = UAa, we have a unique homomor­
phism f:A -> 5 such t h a t / z a = / a , a e / . If (aa,ba)e®a, then yya(aa) = iya(&a) and 
/«(««) =Ln*K) =faVa{ba) =fa(ba). Thus fia(aa) =fia(K)> S O ^ A ® « i s contained in 
the kernel of / . Since this holds for all a and since 0 is the congruence on A 
generated by ( J a z a 0 a , we see that 0 is contained in the kernel of / Hence we 
have a unique homomorphism / : A ^ B such that 

/ 
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is commutative. Now we have the diagram 

in which the rectangle and the triangles AAB and AaAB are commutative. 
Now the "diagram chase" fiarja =fvia= fia = fana and the fact that rja is 
surjective, hence epic, imply that fia = fa, ocel. To prove the uniqueness off we 
observe that i f f . A ^ B satisfies/ , =fia, ocel, and we d e f i n e / = fv, then the 
rectangle and the triangles AAB and AaAB in the foregoing diagram commute. 
Then the triangle AaAB is commutative, since fa =farja = fian(X = fvia = fia. 
Since {A, Q = Aa, this implies that / is unique. Since v is surjective, / is 
unique. Hence {A, ia} = Aa. 

The result just proved and the fact that every AaeV(S) is a homomorphic 
image ©f a free algebra in V(S) imply that it suffices to prove the theorem for 
free algebras Aa = FY(S)(Q, Xa). For this purpose we form A = FY(S)(Q, X) 
where X = [jxa; the disjoint union of the Xa. We denote the maps X -> A, 
Xa -+ Aa given in the definition of the free algebras in Y(S) indiscriminately by 
i and let ia be the homomorphism Aa-+ A corresponding to the injection of Xa 

into X. Hence zai(xa) = i(xa). Now suppose we have homomorphisms 
fa:Aa->B where BeY(S). Let g be the map of X into B such that 
g(x<x) =fj(xa)> a E I ' Then we have a h o m o m o r p h i s m / of A into B such that 
fi(x) = g(x), xeX. Then / ( x a ) = g(xa) =fj(xa) =fij(xa). Since the elements 
i(xa) generate Aa, we h a v e / a = / a , ocel. Since the elements i(xa), xaeXa, a el, 
generate A,/is unique. Hence {A,ia} = Aa. • 

The preceding construction of JlAa= {A, ia} in a variety shows that A is 
generated by the images ia(Aa). This can also be seen directly from the 
definition of a coproduct of algebras. Of particular interest is the situation in 
which the ia are injective. In this case we shall call JlAa the free product. A 
useful sufficient condition for the coproduct to be a free product is given in 

P R O P O S I T I O N 2.4. Let JlAa be a coproduct of Q-algebras in a category C. 
Then U^4a zs a free product if every Aa has a one-element subalgebra {ea}. 

Note that this is applicable in the category of monoids and of groups, but 
not in the category of rings. 
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Proof. If A is any Q-algebra, the map of A into Ap sending every element of A 
into Sp is a homomorphism. Let fafi be this homomorphism for A = Aa into Ap 

if a # P and let = 1^ . Applying the definition of a coproduct, we obtain a 
homomorphism fp:A= Au^Ap such that fap=fpi^ ocel. Since / ^ is 
injective, ip is injective. Thus every -ip is injective and ^ a is a free 
product. • 

EXERCISES 

1. Give an example in the category of rings in which the coproduct is not a free 
product. 

2. Let FC(Q,X) be a free algebra for a category C of Q-algebras determined by a set 
X. Show that if X is a surjective homomorphism of A into ^ where A e ob C a n d / 
is a homomorphism of F C (Q,X) into A, then there exists a homomorphism/of 
FC(Q,X) into A such t ha t / = 2 / 

3. Let FC(Q,X) be as in exercise 2. Prove the following: (i) FC(Q,X) is generated by 
i(X) (i the canonical map of X into FC(Q,X)). (ii) If Y is a non-vacuous subset of 
X, then the subalgebra of FC(Q,X) generated by i{Y) together with the 
restriction of i to Y regarded as a map into the indicated subalgebra constitutes a 
free C algebra determined by Y. (hi) Let X' be a second set, FC(Q,X') a free C 
algebra for X. Show that if |X| = |X|, then FC(Q,X) and F C (Q,X) are 
isomorphic. 

4. Show that if 7(5) contains an algebra A with \A\ > 1, then it contains algebras of 
cardinality exceeding any given cardinal. Use this to prove that for any X the 
map i of X into FV(s)(Q,X) is injective if V(S) contains non-trivial algebras. 

5. Show that if the AaeV(S) for as I, a pre-ordered set, and lim Aa exists, then 
lim Aa e V(S). Show also that if / is directed, then lim Aa e V(S). Show that any 
ultraproduct of Aa e V(S) is contained in V(S). 

6. Let FM{r) be the free monoid defined by X = {x1,x2,... ,xr} as in BAI, p. 67. 
FM(r) consists of 1 and the monomials (or sequences) xhxi2-'-xik where 
1 ^ ij ^ r, and the product is defined by juxtaposition and the condition that 1 is 
a unit. Form the free Z-module with FM{r) as base and define a product by 

O i W i ) = ZRTR'JWIW'J 

for r / ?r;.eZ, wf, e FM(r). This defines a ring Z{X} = Z[FM ( r ) ] (exercise 8, p. 127 
of BAI). Show that Z{X} together with the injection map of X into Z{X} 
constitutes a free ring determined by X. 
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2.9 FREE P R O D U C T S OF G R O U P S 

We shall now have a closer look at the coproduct of an indexed set {GJ A el} 
of groups Ga. By Proposition 2.4, Q Ga is a free product. In group theory it is 
customary to denote this group as [l*^a a n d to identify Ga with its image 
ia(Ga) in n*G<x- When this is done we have the following situation: YL*Ga 

contains the Ga as subgroups and is generated by [jGa. Moreover, if H is any 
group and fa is a homomorphism of Ga into H for every a el, then there is a 
unique h o m o m o r p h i s m / o f YI*Ga i n t o H s u c h t h a t / | G a = / a , ocel. 

If G is any group containing subgroups Ga, a e l , and generated by (jG a , 
then every element of G is a product of elements of the Ga. This is clear, since 
the set G' of these products contains ( jG a and thus contains 1. Moreover, G' is 
closed under multiplication and taking inverses. Hence G' is a subgroup, so 
G' = G. It is clear that if we take a product of elements of the Ga, then we may 
suppress the factors = 1 and we may replace any product of elements that are 
in the same Ga by a single element in Ga. In this way we may replace any 
product by one that either is 1 or has the form where xt ^ 1 and if 
X,- e G„, then x i + G a . Products of this form are called reduced. We shall now 
show that in the free product YL*Ga any two reduced products that look 
different are different. For this purpose we shall give an alternative, more direct 
construction of n*Ga- There are a number of ways of doing this. The one we 
have chosen is a particularly simple one due to van der Waerden. 

We start from scratch. Given a set of groups {GJocel}, let G'a be the subset 
of Ga of elements # 1. Form the disjoint union S of the G'a and {1}. In this set 
we can identify Ga with G'a u {1}. Then we shall have a set that is the union of 
the Ga; moreover, Ga n Gp = 1 if a ^ /?. Now let G be the set of reduced words 
based on the Ga. By this we mean either 1 or the words x1x2-xn where xt^ 1 
and if xt e Ga, then xi+ x Ga, 1 < i ^ n — 1. We shall now define an action of Ga 

on G(cf. BAI, pp. 71-73) by the following rules: 

(21) lw = w for any weG. 

If x ^ 1 in Ga, then x l = x and if x1 • • • xn is a reduced word ^ 1, then 

XX1'"X„ if x-L^Ga 

(22) xx1---xn= (xx1)x2"-xn if xteGa and xx1 # 1 

x 2 * , , x n if X i g G a and xx1 = 1. 

In the last formula, it is understood that if n = 1, so that an empty symbol 
results, then this is taken to be 1. 
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Our definitions give xw e G for x e Ga, weG. We shall now verify the axioms 
for an action: lw = w and (xy)w = x(yw) for x,yeGa and w e G . The first is the 
definition ( 2 1 ) and the second is clear if either x, y, or w is 1 or if x1$Ga. It 
remains to consider the situation in which x,y,x1eGa, x # 1 , y # 1 . We 
distinguish three cases: (a) yxx ^ 1 , x j ^ ^ 1 ; (/?) J/XJ ^ 1 , x j /Xi = 1 ; (y) 
j ;x x = 1 , xyxj / 1 . Note that yxj = 1 , x ^ = 1 is ruled out, since x = 1 in this 
case. 

(a) Here (xy)x1 • • • x„ = (xj;x1)x2 • • • x n and x(yx 2 • • • xn) = x(yx1)x2 "mxn = 
(xyx1)x2 • • • x„, so (xy)xx • • • x n = x ^ x - l • • • xn). 

(/?) Here (xy)x1 • • • xn = x2 - • x w and x(yx 1 • • • x„) = x(yx1)x2 -mxn = 
x2 • • • x„, so (xyjxi • • • xn = x(yx1 • • • xn). 

(y) Here (xy)xx" • xn = (xyx1)x2" - xn = xx2" • xn and x(yx 1 • * - xn) = 
x(x 2 • • • x„) = x x 2 • • • x„, so again (xy)x1 •••xn = x (yx 1 • • • xw). 

If Tx denotes the map w xw for w e G and x e G a , then we have TxTy = Txy 

and Tx = 1 . Hence Tx is bijective with inverse Tx-i and x Tx is a 
homomorphism of G a into the group Sym G of bijective transformations of the 
set G. Since T x l = x, x ^ Tx is injective, so Ga is isomorphic to its image T(Ga), 
which is a subgroup of Sym G. Let G* denote the subgroup of Sym G 
generated by (J Ta(G). Let TXl • • • TX n be a reduced product of elements of 
(J Ta(G) where no xt = 1 . The formulas ( 2 1 ) and ( 2 2 ) give TXl - • • T X n l = x t • • • xn. 
Then 7 X L • • • TXn =fi 1 and if Tyi---Tym is a second such product, then 
TXl"TXn= Tyi-- Tyrn implies that m = n and xt = y(, 1 < i ^ n. We can 
identify the T(Ga) with G a . Then we have proved the first conclusion in the 
following. 

T H E O R E M 2 . 1 2 . Let {Ga\ael} be a set of groups. Then there exists a group 
G* containing the G a as subgroups that is generated by l j G a and has the 
property that if xx • • • xn and J V ' ym, xt, j^-e ( j G a J are reduced products relative 
to the G a , then x x • • • x„ — y1 • • • ym implies that m — n and x{ = yh 1 ^ i < n. 
Moreover, if G* is any group having this property and ia is the injection of G a in 
G, then {G*,ia} is a free product of the Ga. 

Proof. To prove the last statement we invoke the existence of the free product 
[ ]*G a , which is a consequence of Theorem 2 . 1 1 , and Proposition 2 . 4 . By the 
defining property of f]*G a we have a homomorphism n of f]*G a into G*, 
which is the identity map on every Ga. We claim rj is an isomorphism, which 
will imply that {G*,za} is a free product of the Ga. Since the Ga generate G*, n 
is surjective. Now let a be any element # 1 in f]*G a . Then we can write a in 
the reduced form a = xx • • • x„ where the f ^ 1 and successive x f are in 
different Ga. Then n(a) = x x • • -xw ^ 1 in G*. Hence ker^ (in the usual sense) is 
1 so rj is injective. • 
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The free product can be used to give an alternative construction of the free 
group FG(X) determined by a non-vacuous set X, which is more explicit than 
the ones we have considered before (in BAI or in the previous section). With 
each xeX we associate the infinite cyclic group (x> of powers xk, 
k = 0, ± 1, ± 2 , . . . , and we construct the free product n * e x < * > °f ^ g r o u P s <*> 
as above. This contains the subgroups <x> and has the properties stated for 
the G a in Theorem 2.12. Thus n ? e x < * > consists of 1 and the products 
x1

klx2

k2 • • • xn

kn where the xt e X, kt = ± 1, + 2 , . . . , and xt 7 ^ x i + 1 for 1 < i < n — 1. 
Moreover, these products are all / 1 and two of them are equal only if they 
look alike. Evidently n * e x < x > contains the subset of elements x 1 , which we 
can identify with X. Now suppose / is a map of X into a group H. Then for 
each xeX we have the homomorphism fx of <x> into H sending x^f(x). 
Hence, by the property of n * e x ( : x > a s f r e e product of its subgroups <x>, we 
have a unique homomorphism / of n * e x < x ) i n t o H such that for every x the 
restriction off to <x> is fx. Evidently, this means that / ( x ) =f(x) and so we 
have a homomorphism of H * e x < x ) i n t o H, which extends the given map / of 
X into H. It is clear also that there is only one such homomorphism / . Hence 
E [ * e x < x > ^s a ^ r e e S r o u P determined by the set X. The uniqueness of free 
groups in the category sense permits us to state the result we have obtained 
from this construction in the following way: 

T H E O R E M 2.13. Let X be a non-vacuous set, (FG(X), i) a free group 
determined by X where i denotes the given map of X into FG(X). Then i is 
injective, so we may identify X with i(X). If we do this then we can write any 
element ^ 1 of FG(X) in the reduced form x±

klx2

k2'" xn

kn where the 
kt = ± 1, ± 2 , . . . and consecutive xt are different. Moreover, any element of theform 
indicated is ^ 1 and if yihy2

hl"" ym

lm is a second element in reduced form, then 
x k l x 2

k 2 • • • x k n = ym

lm implies m = n, yt = xh kt = lt, 1 ^ i ̂  n. 

The usefulness of the normal forms of elements of free products and free 
groups given in Theorems 2.12 and 2.13 will be illustrated in the exercises. 

EXERCISES 

1. Show that if Ga # 1, ael, and |/| > 1, then the center of Y[*Ga is 1. 

2. Show that the free group FG(X) has no elements of finite order. 

3. Let n*Ga be as in exercise 1. Determine the elements of finite order in n*Ga. 
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The next two exercises are designed to prove that the group of transformations of the 

form z ^ a Z + ^ , a,b,c,deZ,ad — bc= 1, of the complex plane plus o o is a free product 
cz + d 

of a cyclic group of order two and a cyclic group of order three. We note a fact, easily 
verified, that this group is isomorphic to 5L2(Z)/{1, - 1 } where SL2(Z) is the group of 

'1 0\ , / - l 0\ 
2 x 2 integral matrices of determinant 1 and 1 = (̂ Q \y~ ^ = \ 0 — 1 

/ l 1\ t / l 0\ 
4. Show that SL2(Z) is generated by the matrices I I and I 1. Let 

S:z^--9 T:z^—*-. Verify that S2 = 1, T 3 = 1, ST:z~>z + l, 
z z + 1 

z az + 
ST .z-> . Hence prove that the group G of transformations z~» 

z + 1 cz + d 

a,b,c,deZ,ad — bc= 1 of C O { o o } is generated by S and T. 

5. Show that all products of the form 

(ST)ki(ST2)k*(ST)k> ••• or (ST2fl(STf2(ST2f3 • • • 

with k{ > 0 can be written as a z + fc> where a,b9c,d^ 0 and at most one of 
cz + d 

these is 0. Hence show that no such product is 1 or S. Use this to prove that G is 
a free product of a cyclic group of order two and a cyclic group of order three. 

6. Let Z{X} be the free ring generated by X = {xl9x2,.. • ,xn] as in exercise 6, p. 86, 
and let B be the ideal in Z{X} generated by the elements x 2

9 x 2

9 ...,xn

2. Put 
A = Z{X}/B. Call a word in the x's standard if no x2 occurs in it. Show that the 
cosets of 1 and of the standard words form a Z-base for A. Identify 1 and the 
standard words with their cosets. Then A has a Z-base consisting of 1 and the 
standard words with the obvious multiplication, which results in either 1, a 
standard word, or 0 (e.g., x2 = 0). Put yt = 1 + xi9 1 ^ i ^ n. Note that yt has the 
inverse l — xi9 so the yt generate a group under the multiplication in A. Show that 
this is the free group FG(Y)9 Y = {yl9yl9...,yn}. 

7. Let FG(Y) be as in exercise 6 and let FG(Y)k9 k = 1,2,3,..., be the subset of 
FG(Y) of a = 1 (mod (X)k) where X is the ideal in A generated by xl9...,xn. 
Show that FG(Y)k is a normal subgroup of FG(Y) and fl f c°°= 1FG(y)f c = 1. If G is 
any group, define G(/° inductively by G ( 1 ) = G and G( r ) is the subgroup generated 
by the commutators xyx~xy~x where x e G ( r - 1 ) and yeG. One has 
G ( 1 ) =5 G ( 2 ) =̂  G ( 3 ) =) • • • and this is called the lower central series for G. Prove that 
F(Y){k) CZ F(Y)fc. Hence prove Magnus' theorem: f]FG(Yfk) = 1. 

8. Let B9 Aa9 aeI, be algebras in a variety V(S)9 and/ a a homomorphism of B -+ ^4a, 
CCE F Show that there exists an amalgamated sum (or pushout) of the fa in the 
following sense: an algebra 4̂ e V(S) and homomorphisms za :^4a -> A, CCEI, such 
that i a / a = itifti for all a,/?, and if Ce F(S) and ga :Aa C satisfies 0a <£ = for 
all a,/?, then there is a unique homomorphism g :A -> C such that ^i'a = ga, a e / . 

9. Let {G a |ae/} be a set of groups all containing the same subgroup H. Construct a 
group G with the following properties: (i) G contains every Ga as a subgroup so 
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that Ga n Gp = H if a # /?. (ii) If X a is a set of representatives of the right cosets 
of H in Ga, OLE I, and X = (JX a , then any element of G has a unique 
representation as a product hx1x2---xn where heH, xteX and if xiEXa then 
x £ + 1 <£Xa, 1 ^ i < w — 1. (We allow n = 0, in which case it is understood that the 
element is in H.) G is called the free product of the G with amalgamated subgroup 
H and is denoted as f]#G a . 

2.10 I N T E R N A L C H A R A C T E R I Z A T I O N OF VARIETIES 

Let C = V(S) be a variety of Q-algebras defined by a set of identities S. Here S 
is a subset of F(Q,x 0 ) x F(Q, X0) where X0 = {xt,x2,x3,...} and F (Q ,X 0 ) is 
the free Q-algebra determined by X0. We have seen that C has the following 
closure properties: 

1. If AEC, then every subalgebra of A is in C. 
2. If A E C, then every homomorphic image of A is in C. 
3. If {AJOIEI} A C, then n ^ e C . 

Our principal goal in this section is to prove the converse: If C is any class of 
Q-algebras satisfying 1, 2, and 3, then C is a variety. 

As a preliminary to the proof we consider the identities satisfied by a given 
Q-algebra A . For our purposes, we need to consider identities in any set of 
elements and not just the standard set X0. Accordingly, let X be any non-
vacuous set, and F(Q, X) the free Q-algebra determined by X. If n is a 
homomorphism of F(Q,X) into A , then the kernel ker?7 is a congruence on 
F(Q, X) and F(Q, X)/ker^ is isomorphic to a subalgebra of A . Now put 
LD(X, A) = P| ker rj where the intersection is taken over all the homomor­
phisms rj of F(Q,X) into A . Then LD(X,A) is the set of elements (w 1 ,w 2 ) , 
wTEF(Q,X), such that ^ ( w j = ??(w2) for every homomorphism 77 of F ( Q , Z ) 
into A . Thus Id(X, A) is the subset of F(Q, X) x F(Q, X) of identities in the set 
X satisfied by the algebra A . Evidently, LD(X,A) is a congruence on F(Q,X). 
We call this the congruence of identities in X of the algebra A . We note that 
F(Q, X)/LD(X, A) is a subdirect product of the algebras F(Q,X)/kQrn (exercise 
4, p. 70); hence F(Q, X)/ID(X, A) is a subdirect product of subalgebras of A . 

Next let C be any class of Q-algebras. We wish to consider the set 
of identities in X satisfied by every AEC. Evidently this set is 
ID(X,C)= F)AECID(X,A). ID(X, C) is a congruence that we shall call the 
congruence of identities in X for the class C. It is clear that F(Q, X)/LD{X, C) is a 
subdirect product of algebras that are subalgebras of algebras in the class C. 

Now suppose C has the closure properties 1, 2, and 3 above. Then it is clear 
that any subdirect product of algebras in the class C is an algebra in C. It 
follows that F(Q, X)/LD(X, C)EC. Now let S be the congruence of identities in 
X0 for the class C.S = LD(X0,C), X0 the standard set, and let V(S) be the 
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variety defined by S. We shall show that C = V(S). This will be an immediate 
consequence of 

T H E O R E M 2.14. If X is infinite, then F(Q,X)/ld(X,C) together with the 
canonical map x ~> x~id(x ,c) constitutes a free algebra for V(S) determined by X. 

Proof We recall the construction given in section 2.8 for a free algebra 
Fy{S)(Q,X) for the variety V(S) and the set X: Fy{s)(Q,X) = F(Q,X)/^(S) 
where <&(S) is the congruence on F(Q,X) generated by all pairs ( ( p ( w 1 ) ) ( p ( w 2 ) ) 
where (w1,w2)eS and cp is a homomorphism of F(Q,X0) into F(Q,X). Our 
result will follow if we can show that Q>(S) = ld(X, C). We have seen that the 
closure properties of C imply that F(Q, X)/ld(X, C)eC. Hence we have the 
homomorphism of F(Q,X)/d}(S) into F(Q,X)/ld(X, C) sending x^(s) into 
x~u(x,cy Consequently, d>(S) c z I d ( Z , C). Now let {z1,z2)eld(X, C). Then z± 

and z2 are contained in a subalgebra F(Q, X') of F(Q, X) generated by a 
countable subset X' of X. We have maps C-X0-^X, X\X -+X0 such that 
C(X0) = X', = 1^ . These have unique extensions to homomorphisms 
£ :F(^X 0 )^F(n ,X)° , I : F ( Q , X ) ^ F ( Q , X 0 ) such that C(F(Q,X0)) = F(Q,X') 
and If = lF(fi,x0)- Choose wt e JF1^, X 0 ) so that £(w£) = f = 1, 2. Let / be a 
homomorphism of X0) into AN AeC. T h e n / = /1 F (Q,X 0 ) = = FC where 
/ = / ! is a homomorphism of i^fijX) into A Then / ( ^ i ) = / ( ^ 2 ) s i n c e 

( z 1 , z 2 ) e ! d ( X , C ) and hence / ( w j ^/CK) = / ( z 1 ) = / ( z 2 ) = / ( w 2 ) . / T/zw 
f(w1) =f(w2) for every h o m o m o r p h i s m / of F(Q,X0) into an algebra ^4eC. 
This means that ( w l 3 w 2 ) eS = ld(X0, C). Then ( z ^ ^ ^ i U W J e O f S ) ; 
hence, Id(X, C) c z <D(S) and so ld{X, C) = <D(S). • 

We can now prove the main result. 

T H E O R E M 2.15 (Birkhoff). A class C of Q-algebras is a variety if and only if 
it has the closure properties 1, 2, and 3 listed above. 

Proof. It is clear that C c z V(S) where S is the set of identities in X0 satisfied 
by every AeC. On the other hand, if A e V(S), A is a. homomorphic image of 
an algebra F(Q,X)/ld(X, C) for some infinite set X. Since F(Q,X)/ld(X, C)eC, 
it follows that AeC. Hence V(S) c z C and so V(S) = C. • 
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3 

Modules 

In this chapter we resume the study of modules which we initiated in BAI, 
Chapter 3. Our earlier discussion focused on the structure theory of finitely 
generated modules over a principal ideal domain and its applications to the 
structure theory of finitely generated abelian groups and the theory of a single 
linear transformation in a finite-dimensional vector space. The present chapter 
does not have such a singleness of purpose or immediacy of objective. It is 
devoted to the study of modules for their own sake and with a view of 
applications that occur later. 

The theory of modules is of central importance in several areas of algebra, 
notably structure theory of rings, representation theory of rings and of groups, 
and homological algebra. These will be developed in the three chapters that 
follow. 

We shall begin our study by noting the special features of the categories 
.R-mod and mod-R of left and right modules respectively over the ring R. The 
most important of these is that for any pair of modules (M, N) the horn set 
homR(M,N) is an abelian group. This has led to the definition of an abelian 
category. A substantial part of the theory of modules can be absorbed into the 
more general theory of abelian categories. However, this is not the case for 
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some important parts of module theory. For this reason and for the added 
gain of concreteness, we shall stick to the case of modules in this chapter. 

The topics we shall consider are basic properties of categories R-mod and 
mod-R (section 1), structure theory of modules (sections 2-5), tensor products 
of modules and bimodules (sections 6-8), projective and injective modules 
(sections 9-10), and Morita theory (sections 11-14). The concepts of algebras 
and coalgebras over commutative rings will be defined by means of tensor 
products. In this connection, we shall single out some important examples: 
tensor algebras, symmetric algebras, and exterior algebras. As an application 
of the Morita theory, we shall give a proof of the Wedderburn-Artin structure 
theorem on simple rings. We shall not attempt to spell out in greater detail the 
topics that will be discussed. The section titles will perhaps be sufficiently 
indicative of these. 

3.1 THE CATEGORIES R-MOD A N D m o d - / ? 

We begin our systematic study of modules by adopting the category point of 
view, that is, we shall consider first the special features of the categories R-mod 
and mod-R of left and right modules for a given ring R. We have seen that we 
may pass freely from left to right modules and vice versa by changing R to its 
opposite ring R o p . Hence, until we have to consider relations between left and 
right modules for the same ring R, we may confine our attention either to left 
or to right modules. Since there is a slight notational advantage in having the 
ring R and R-homomorphisms act on opposite sides, we shall give preference 
to right modules and to the category mod-R in this chapter. 

Perhaps the most important fact about mod-R (which we have hitherto 
ignored) is that the horn sets for this category have a natural abelian group 
structure. If M and N eob mod-R, then there is a natural way of introducing 
a group structure in the set hom K (M, N). If / and g e horn (M, N) 
( = h o m K ( M , AO), then we define f+gby 

Here we have abbreviated/(x) to fx, etc. We define the map 0 from M to N by 
Ox = 0 and —/by (-f)x = —fx, XEM. Direct verification shows t h a t / + g, 0, 
and —/e horn (M, N), and (horn (M, N), + ' 0) is an abelian group (BAI, pp. 
168-169). 

We observe next that the product of morphisms in our category is 
distributive on both sides with respect to addition. Let P be a third module. 
Then for / g e horn (M, N) and h, k e horn (N, P) we have 

(/+ g)x =fx + gx, xeM. 

Hf+g) = hf+hg, (h + k)f=hf+kf. 
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In particular, if M = N = P, then we have the addition + and the 
multiplication, the composite of maps, in End M = horn (M, M). Moreover, the 
identity 1 M e End M and this acts as unit with respect to multiplication. Thus 
(End M, + , •, 0,1) is a ring, the ring of endomorphisms of the module M. 

An important module concept (which originated in algebraic topology) is 
that of an exact sequence of modules and homomorphisms. To begin with, we 
call a diagram of module homomorphisms 

/ 9 

M^N ->P 

exact if imf (=f(M)) = kerg, that is, gy = 0 for y e N if and only if there exists 
an xeM such that fx = y. More generally, a sequence of modules and 
homomorphisms 

fi fi 
• • • Mx M2 -» M 3 -» • • • 

that may be finite or run to infinity in either direction is called exact if for any 
three consecutive terms the subsequence Mt -> Mi+1 -»Mi+2 is exact. The 
exactness of 

1 ^ 0-+M-+N 

means th7at ker/"= 0, which is equivalent to : f is injective. It is customary to 
write M>^N for " 0 M ^ N is exact." Similarly " M ^ i V ^ O is exact" is 
equivalent t o : / i s surjective. This can also be indicated by M -U N. 

An exact sequence of the form 

/ 9 

0 M' M ^ M" ^ 0 

is called a short exact sequence. This means that / i s a monomorphism, g is an 
epimorphism, and ker g = i m / A special case of this is obtained by taking a 
submodule N of a module M and the quotient M/N. Then we have the 
injection i of N into M and the canonical homomorphism v of M into M/N. The first 
is injective, the second surjective, and ker v = N = im i. Hence we have the short 
exact sequence 

O^N l> M ± M/N -» 0. 

If / : M -* N, we define the cokemel, coker / as N/imfi Evidently, / is 
surjective if and only if c o k e r / = 0. In any case we have 

k e r / A M ^ N c o k e r / 

that is, 0 k e r / c> M ^ N coker / -+ 0 is exact. 
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We have seen in Chapter 1, pp. 35-36, that products and coproducts exist 
for arbitrary indexed sets of modules. If {My\ael} is an indexed set of right R-
modules, then the product in mod-R is {YJMy,py} where py is the projection 
homomorphism of YJMX onto My. Moreover, if ®MX is the submodule of 
YJMy of elements (xa) having only a finite number of the x a ^ 0, and if iy is the 
homomorphism of My into © M a sending the element x a e M a into the element 
of ®My whose value at a is xy and whose remaining components are 0, then 
{®MY,Q = LI Mx9 the coproduct of the My. 

Now let I be finite: I = { l ,2 , . . . , rc} . Then clearly M = Un

1Mi= ®\Mi. 
Hence this module and the maps i1,...,in constitute a coproduct of the Mu 

and M and the maps pl9..-,pn constitute a product of the Mt. It is immediate 
from the definition of the ij and the pj that we have the following relations on 
these homomorphisms: 

HPL+i2P2+'" + INPN = 1 M ' 

An important observation is that these conditions on a set of homomorphisms 
characterize the module M up to isomorphism. Precisely, suppose we have a 
module M' and homomorphisms p]: M' -> Mj and i'j: M} -> M\ 1 ^n, such 
that 

( 2 ) P'JL'J= {Mf PKI'J = Q i f j * k 

Z [)P'J = hr-
l 

Then 

(3) E'=IIJP'P E = II'JPJ 

l l 

are homomorphisms M' M and M -» M' respectively. By (1) and (2) we 
have 9'9 = 1M, 69' = lM> so 0 and 9' are isomorphisms and 9' = 9~1. 
Moreover, 9ij = i'j: Mj -> M'. It follows from the definition of a coproduct that 
M' and the i'j constitute a coproduct of the Mj. Similarly, pj9' = p'j9 and M' 
and the p'j constitute a product of the Mj in mod-K. 

In dealing with functors between categories of modules (for possibly 
different rings) we are primarily interested in the functors that are additive in 
the sense that for any pair of modules (M,N) the map / W F(f) of hom (M,N) 
into hom (FM, FN) is a group homomorphism. From now on, unless the 
contrary is stated explicitly, functors between categories of modules will always 
be assumed to be additive. 
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The foregoing characterization of the product and coproduct of 
Ml9M2,...,M„ by the relations (1) on the ij and p. implies that any functor F 
from a category MOD-R to a category mod-S respects finite products and 
coproducts. Let M and the ij and pj be as before. Then if we apply F to the 
relations (1) and use the multiplicative and additive properties of F, we obtain 

F(Pj)F(ij) = lFMj9 F(pk)F(ij) = F(0) = 0, k, 
TF(ij)F(Pj) = \ F M . 

Hence {FM,F(ij)} = JlFMj and {FM,F(pj)} = Y]FMr 

A functor F from MOD-R to mod-S is called exact if it maps short exact 
sequences into short exact sequences; that is, if 0 M' M -4 M " -> 0 is exact 
in MOD-R, then 0 -» F M ' ^XFM^ FM" 0 is exact in mod-S. This 
happens rarely. More common are functors that are left exact or right exact, 
where the former is defined by the condition that if 0 -> M' -4 M -4 M " is 
exact, then 0 —• FM' FM FM" is exact and the latter means 
that if M ' ^ M ^ M ' ^ O is exact, then FM'FM^FM"->0 is exact. 
Similar definitions apply to contravariant functors between categories of modules. 
These are assumed to be additive in the sense that for every (M, N) the map of 
horn (M, N) into horn (FN, FM) is a group homomorphism. Then F is left exact if 
the exactness of M' ± M 4 M" -> 0 implies that of 0 -> FM"^FM^XFM' 
and F is right exact if the exactness of 0 M' ^ M -4 M" implies that of F M " ^ » 
F M ^ F M ' - ^ O . 

We have defined the covariant and contravariant horn functors from an 
arbitrary category C to Set (p. 38). If C = mod-i^, it is more natural to 
regard these as functors to mod-/ . We recall that if / 4 e o b C , then the 
(covariant) horn functor horn (A, —) from C to Set is defined as the map 
B ^ horn (A,B) on the objects, and horn (A, — ) (f) for f.B ^ B' is the map of 
horn (A,B) into horn (A,B'), which multiplies the elements of the former on the 
left by f to obtain the corresponding elements in the latter. Now let C = mod-
R and let M,N eob MOD-R. Then horn (M,N) is an abelian group, hence a Z-

module and if / : N -> N' and g, h e horn (M, N), then f (g + h) = fg+fh. Thus 
horn (M, — ) ( / ) is a homomorphism of the / -modu le horn (M,N) into the Z-
module horn (M,N'). Moreover, iff is a second element of horn (N,N'), then 
(F+F')9=f9+F'9', so horn (M, —) (f+f) = horn (M, — ) ( / ) + horn (M, —) (/ ')• 
Thus horn (M, —) may be regarded as an (additive) functor from mod-i^ to 
mod-Z. This will be our point of view from now on. 

A basic property of the horn functors is left exactness: 

T H E O R E M 3.1. The horn functor horn (M, - ) from mod-# to mod-Z is left 
exact. 
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Proof. To prove this we have to show that if 0 -+ N' N -+ N" is exact, then 
h o m ( M , - ) ( / ) hom(M,-)(0) 

(4) 0 -+ hom (M, N') > hom (M, N) • hom (M, N") 

is exact. We are given that / i s a monomorphism and imf = kerg and we have 
to show that the same thing holds for hom (M, — ) ( / ) and hom (M, — )(g). 
Suppose cpehom (M,N') and (hom (M, — ) ( / ) ) (cp) =fcp = 0. Then if x e M , 

//9x = 0 and since / is injective, this implies that cpx = 0. Thus 
hom (M, — ) (f) (cp) = 0 implies that cp = 0. Since hom (M, —) ( / ) is a 
group homomorphism, this implies that this is a monomorphism. Next we 
note that gfcp = 0 since gf = 0, so gfcp(x) = 0 for all xeM. Thus 
hom (M, - ) (g) hom (M, - ) ( / ) (cp) = 0 for all cp:M^ N', so we have 
hom (M, - ) (gf) hom (M, - ) ( / ) - 0. Then 

i m h o m ( M , - ) ( / )<= k e r h o m ( M , - ) (# ) . 

To prove the reverse inclusion let \j/ e ker hom (M, —) (g), so i/f g hom (M, AO 
and g\j/ = 0 or g\j/x = 0 for all x e M . Then if x e M , gt/^x = 0 shows that \j/x, 
which is an element of N, is in kerg. Then the hypothesis implies that there is a 
y e N' such that /y = \j/x. Moreover, since / is a monomorphism, y is uniquely 
determined. We now have a m a p cp: x ^ y of M into N'. It follows 
directly from the definition that cp e hom (M, N') and /ip = Thus 
ker hom (M, — )(g) cz i m h o m ( M , — ) ( / ) and hence we have the equality of 
these two sets. This completes the proof. • 

In a similar manner, the contravariant hom functor hom ( —,M) determined 
by M e o b m o d - R can be regarded as a contravariant functor from mod-R to 
mod-Z. Here hom ( - , M)N = hom (N, M) and if / : N -»N', then 
h o m ( — ,M)(f) is the right multiplication of the elements of hom (N\M) by / 
to yield elements of hom (N, M). We have 

T H E O R E M 3.T. The contravariant hom functor hom ( —,M) is left exact. 

We leave the proof to the reader. 

EXERCISES 

1. Regard R as right R-module in the usual way (the action of R on R is the right 
multiplication as given in the ring R). Show that the right module M and 
homR(R,M) are isomorphic as abelian groups. More precisely, verify that for any 
x G M, the map ux:a^> xa, aeR,is in hom^R, M) and x ~> ux is an isomorphism 
of M as abelian group onto hom^(R,M). Use this to prove that the hom functor 



1 0 0 3. Modules 

hom (R, —) from modi? to mod-Z and the forgetful functor from mod-7? to mod-
Z, which maps a module into its underlying abelian group, etc. are naturally 
isomorphic. 

2. Let M = Z, N = Z/(m), m > 1, and let v be the canonical homomorphism of M 
onto N. Show that 1N cannot be written as v/for any homomorphism f:N -> M. 
Hence show that the image of the exact sequence M N -> 0 under hom (AT, —) 
is not exact. 

3. Let M — Z, N = mZ, m > 1, and let i be the injection of N into M. Show that the 
homomorphism l/m:mx x of Af into M cannot be written as fl for any 
f.M -> M. Hence show that the image of the exact sequence 0 N -> M under 
hom (—, M) is not exact. 

4. (The "short five lemma") Assume that 

has exact rows and is commutative. Show that if any two of u, v, and w are 
isomorphisms, then so is the third. 

3.2 A R T I N I A N A N D N O E T H E R I A N M O D U L E S 

After the aerial view of module theory that we experienced in the previous 
section, we shall now come down to earth to study modules as individuals. We 
shall begin with some aspects of the structure theory of modules. Categorical 
ideas will play only a minor role in the next six sections; they will come to the 
fore again in section 3.9 and thereafter. 

We shall first collect some tool results on modules, which are special cases of 
results we proved for Q-algebras (pp. 63-65), namely, the correspondence 
between the set of subalgebras of a quotient of an Q-algebra with the set of 
saturated subalgebras of the algebra, and the two isomorphism theorems. To 
obtain the corresponding results for modules one can regard these as groups 
with operators, the set of operators being the given ring. The results then 
become the following results on modules: If M is a module and P is a 
submodule, we have a bijection of the set of submodules of the quotient 
M = M/P and the set of submodules of M containing P. If Af is a submodule 
of M containing P, the corresponding submodule of M = M/P is 
N = N/P = {y + P\yeN} and if N is a submodule of M, then we put 
N = {yeM\y + PeN}. This is a submodule of M containing P and N = N/P. 
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This result can also be verified directly as in the case of groups (BAI, p. 64). 
We have the following special cases of the isomorphism theorems for Q.-

algebras. 

FIRST I S O M O R P H I S M T H E O R E M F O R M O D U L E S . IfN1 and N2 are 
submodules of M, then 

(5) (yi+y2) + N2 ^ + ( ^ 0 N2), yt e Nt 

is an isomorphism of (N1 + N2)/N2 onto N1/(N1 n N2). 

S E C O N D I S O M O R P H I S M T H E O R E M F O R M O D U L E S . / / M is a 
module, N and P submodules such that N ^ P, then 

(6) (x + P) + N/P x -\- N, xeM 

is an isomorphism of (M/P)/(N/P) onto M/N. 

These two results can also be established directly as with groups (BAI, pp. 
64-65). In fact, the group results extend immediately to groups with operators 
and the case of modules is a special case of these. The fact that the results are 
valid for groups with operators will be needed in the next section. 

A module M is called noetherian (artinian) if it satisfies the 
Ascending (descending) chain condition. There exists no infinite properly 

ascending (descending) sequence of modules M± M2 M 3 - • •) in M. 
Another way of putting this is that if we have an ascending sequence of 

submodules M1 c z M2 c z M 3 c z then there exists an n such that 
Mn = Mn + 1 = • • •. One has a similar formulation for the descending chain 
condition. It is easily seen that the foregoing condition is equivalent to the 

Maximum (minimum) condition. Every non-vacuous set of S of submodules of 
M contains a maximal (minimal) submodule in the set, that is, a module PeS 
such that if NeS and N => P (N c z P\ then N = P. 

E X A M P L E S 

1. The ring Z regarded as Z-module satisfies the ascending but not the descending 
chain condition. Recall that every ideal in Z is a principal ideal (BAI, p. 143) and the 
submodules of Z are ideals. If It c z I2 cz • • • is an ascending sequence of ideals in Z , then 
/ = [jlj is an ideal. This is principal: J = (m) where me I, so meln for some n. Then 
/„ = /„ + £ = •••. (The same argument shows that the ascending chain condition holds 
for every commutative principal ideal domain (p.i.d.), D regarded as a D-module. This 
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is proved in BAI, p. 147.) On the other hand, if meZ and m # 0 , + 1 , then 
(m) ^ (m2) (m3) ^ • • • so the descending chain condition fails in Z. 

2. Let P be the additive group of rationals whose denominators are powers of 
a fixed prime p:m/pk, meZ, k = 0,1,2,.... We regard P as Z-module. We have the 
ascending chain of submodules 

Z ^ Z ( l / p ) ^ Z ( l / p 2 ) ^ Z ( l / p 3 ) ^ - - - . 

It is easily seen that the submodules of this chain are the only submodules of P 
containing Z. It follows that M = P/Z is artinian but not noetherian. On the other 
hand, since Z is a submodule of P, it is clear that P is neither artinian nor noetherian. 

3. Any finite abelian group is both artinian and noetherian as Z-module. 

It is clear that if M is artinian or noetherian, then so is every submodule of 
M. The same is true of every quotient M/N, hence of every homomorphic 
image, since the submodule correspondence P ~» P = P/N has the property 
that P1 ZD P2 if and only if P i ZD P2. We shall now show that conversely if M 
contains a submodule N such that N and M/N are artinian (noetherian), then 
M is artinian (noetherian). For this we need the 

LEMMA. Let N, Pu P2 be submodules of M such that 

(7) P± ZD P 2 , N + Pi=N + P2, NnPx=NnP2. 

Then Px= P2. 

Proof Let z1eP1. Then zxeN + Px = N + P2, so zx = y + z 2 , yeN, z2eP2. 
Then y = z1—z2eP1, so yeP±nN = P2nN. Thus yeP2 and so 
zx = y + z2eP2. Hence P± cz P2 and P1 = P2. • 

T H E O R E M 3.2. / / M contains a submodule N such that N and M/N are 
artinian (noetherian), then M is artinian (noetherian). 

Proof. Let P1 ZD P2 ZD P 3 ZD • • • be a descending chain of submodules 
of M. Then (N n P i ) ZD (N nP2) ZD (N nP3) ZD is a descending chain 
of submodules of M. Hence there exists a k such that N nPk = 
J VnPk+ i = •••.- Also (N + PJ/N ZD (N + P2)/N ZD ••• is a descending 
chain of submodules of M/N. Hence there exists an I such that 
(N + Pt)/N= (N + Pl+1)/N = ••-. Then N - f P , = N + Pl + 1 = •••. Taking 
H = max (&, /) and applying the lemma, we conclude that Pn = Pn + 1 = • • •. The 
proof in the noetherian case is obtained by replacing ZD by c everywhere. • 

. T H E O R E M 3.3. Let M = N + P where N and P are artinian (noetherian) 
submodules of M. Then M is artinian (noetherian). 
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Proof. We have M/N = (N + P)/N ^ P/(N nP), which is a homomorphic 
image of the artinian (noetherian) module P. Hence M/N and N are artinian 
(noetherian). Then M is artinian (noetherian) by Theorem 3.2. • 

A ring R is called right (left) noetherian or artinian if R as right (left) R-
module is noetherian or artinian respectively. A module M is called finitely 
generated if it is generated by a finite number of elements. In the case of right 
modules this means that M contains elements xx,x2,..., xm such that 
M = x1R + x2R + - • - + xmR. 

T H E O R E M 3.4. / / R is right noetherian (artinian), then every finitely 
generated right R-module M is noetherian (artinian). 

Proof We have M = xxR + • • • + xmR and the epimorphism a xta of R onto 
xtR, 1 < i ^ m. Hence xtR is noetherian (artinian). Hence M is noetherian 
(artinian) by Theorem 3.3 and indication. • 

If R is a division ring, the only left or right ideals of R are 0 and R. Hence R 
is both left and right artinian and noetherian. Hence we have the 

COROLLARY. Let M be a vector space over a division ring. Assume M is 
finitely generated. Then M is artinian and noetherian. 

EXERCISES 

1. Prove that M is noetherian if and only if every submodule of M is finitely 
generated. 

2. Show that if an endomorphism of a noetherian (artinian) module is an 
epimorphism (monomorphism), then it is an isomorphism. 

3. Let V be a vector space over a field F, T a linear transformation in V over F, 
and let F\_X] be the polynomial ring over F in an indeterminate L Then V 
becomes an -module if we define 

(a0 + «! A + a2X2 + • • • + ^A m )x = a0x + a^Tx) + a2(T2x) + • • • + am(Tmx) 

(BAI, p. 165). Let V have the countable base (x1,x2,...) and let T be the linear 
transformation such that TXl = 0, Txi+1 = xt, i— 1,2,3,.... Show that V as 
F[A] -module defined by T is artinian. Let V be the linear transformation in V 
such that T'xi = xi+1, i = 1,2, Show that V as F(X]-module defined by T is 
noetherian. 
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3.3 SCHREIER R E F I N E M E N T T H E O R E M . 

J O R D A N - H O L D E R T H E O R E M 

The results that we will derive next are important also for non-commutative 
groups. In order to encompass both the cases of groups and modules we 
consider groups with operators. We remark that the results we shall obtain 
can also be generalized to Q-algebras—we refer the reader to Cohn's Universal 
Algebra, pp. 91-93, for these (see References at the end of Chapter 2). 

We now consider the class of groups having a fixed operator set A; that is, 
A is a fixed set of unary operator symbols: for each X e A and each G in our 
class, x ^ Xx is a map of G into itself. Moreover, we require that 

Evidently left modules are a special case of this in which G = M, a 
commutative group written additively, and A = R, a given ring. We observe 
that even in this case the shift from the module to the group with operator 
point of view amounts to a generalization, since it means that we drop the 
module axioms involving the ring structure. We shall refer to groups with the 
operator set A as A-groups. We also speak of A-subgroups and normal A-
subgroups meaning subgroups and normal subgroups closed under the action 
of A, that is, if h is in the subgroup and X e A, then Xh is in the subgroup. We 
write G > / / or H < G to indicate that if is a normal A-subgroup of G. A 
homomorphism f of a A-group G into a A-group H is a group homomorphism 
of G into H such that 

for every xeG, XeA. The image / (G) is a A-subgroup of H and the kernel 
/ _ 1 ( 1 ) = {keG\f(k) = 1} is a normal A-subgroup. If i f o G we define the A-
factor group G/H whose elements are the cosets xH = Hx with the usual group 
structure and with the action of A defined by X(xH) = (Xx)H, XeA. The fact 
that H is a A-subgroup assures that X(xH) is well defined. Moreover, the 
defining property (8) for G/H is an immediate consequence of this property for 
G. 

We recall also that if A and B are subsets of a group G, then 
AB = {ab\aeA,beB). If G and H is a subgroup, then HK = KH since 
HK = [Jh€HhK = [jheHKh = KH. This is a subgroup of G and is a A-
subgroup if G is a A-group and H and K are A-subgroups. In this case 
(H nK)<3 H and we have the isomorphism of A-groups of H/H n K onto 
HK/K given by 

(8) X(xy) = (Xx) (Xy). 

(9) f{Xx) = Xf(x) 

(10) H{H NK)~* HK, HEH. 
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The proof for groups without operators carries over without change (BAI, p. 
65). In a similar manner the other basic results such as those given in BAI, pp. 
64-65 , carry over. For convenience we collect here the results we shall need. 

We have the bijective map H ^ H/K of the set of A-subgroups of G 
containing G with the set of A-subgroups of G/K. Moreover, H o G if 
and only if H/K<\ G/K. In this case we have the isomorphism of (G/K)/(H/K) 
with G/H given by 

(11) (gK)H/K^gH, geG. 

More generally, suppose we have an epimorphism / of the A-group G onto the 
A-group G' and if is a normal A-subgroup of G containing the kernel K of / . 
Then we have the isomorphism of A-groups of G/H onto G'/f(H) =f(G)/f(H) 
given by 

(12) gH^f(g)f(H). 

The concept of A-group achieves more than just an amalgamation of the 
group and the module cases. It also provides a method for dealing 
simultaneously with several interesting classes of subgroups of a group. Given 
a group G we let A be the set of inner automorphisms of G. Then the A-
subgroups of G are the normal subgroups and the study of G as A-group 
focuses on these, discarding the subgroups that are not normal. Similarly, if we 
take A to be all automorphisms of G, then the A-subgroups are the subgroups 
that are mapped into themselves by all automorphisms. These are called 
characteristic subgroups. If we take A to be all endomorphisms of G, we obtain 
the fully invariant subgroups, that is, the subgroups mapped into themselves by 
every endomorphism of G. 

We define a normal series for the A-group G to be a descending chain of A-
subgroups 

( 1 3 ) G = GX D - G 2 ^ G 3 o - . - ^Gs+1 = 1, 

that is, every Gi + 1 is a A-subgroup normal in Gt (although not necessarily 
normal in G ) . The corresponding sequence of A-factor groups 

(14) G1/G2,G2/G3,...,GJGS+1 = GS 

is called the sequence of factors of the normal series ( 1 3 ) . The integer s is called 
the length of ( 1 3 ) . The normal series 

( 1 5 ) G = Hi ^H2 oH3 oHt+1 = 1 

is equivalent to ( 1 3 ) if t = s and there exists a permutation i ^ i' of { 1 , 2 , . . . , s) 
such that GJGi+1 ^ Hv/Hv + 1 (isomorphism as A-groups). The normal series 
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(15) is a refinement of (13) if the sequence of Gt is a subsequence of the Hy We 
wish to prove the 

SCHREIER R E F I N E M E N T T H E O R E M . Any two normal series for a A-
group have equivalent refinements. 

The proof of the theorem will be based on 

ZASSENHAUS' LEMMA. Let Gh G'h i = 1,2, be A-subgroups of a group G 
such that G\ <a Gv Then 

(16) (Gl n G'2)G\ <i (Gj n G2)G'1 

(17) ( G ' 1 n G 2 ) G ' 2 < i ( G 1 n G 2 ) G /

2 

and 
(18) (Gi^G2)G\ ^(G±nG2)G'2 

(Gx n G'2)Gi " (Gi n G 2 ) G 2 " 

Proq/! We shall prove (16), 

(19) (Gi n G 2 ) (G 1 n G2) = (Gx n G'2)(Gi n G 2 H (Gx n G2) 

and 
n G ^ G / l - G i n

 G 2 Gi n G 2 

(Gx n G'2)Gi ~ (G, n G2)(G; n G2) (Gi n G2)(GX n G 2 ) ' 

A diagram that will help visualize this is the following: 

(G1 N G ^ G ; 

GX N G 2 < ) F G 1 N G Y G ; 

r̂ i N GYFG; N G ^ 

where the factor groups represented by the heavy lines are the ones whose 
isomorphism we wish to establish. Once we have proved the indicated results, 
then, by symmetry, we shall have (17) and 

(Gx n G 2 )G 2 / (Gi n G 2 ) G 2 ^ (G t n G 2 ) / (G 1 n G'2) (Gi n G 2 ) , 

which together with (20) will give the desired isomorphism (18). 
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Now consider the A-subgroups G1 N G 2 and G\ of G1. Since G\ <i G l 5 we 
have G; n G 2 = Gi N (Gx N G 2 ) < A GA n G 2 , (Gj N G 2 )Gi is a A-subgroup, and 

(Gx N G 2 )G /

1 . Similarly, n G'2<] G x n G 2 . Then we have (19). Now 
form the A-factor group (Gx n G 2 )G' 1 /G /

1 and consider the homomorphism 

f:x ^ xG\ 

of G x N G 2 into (Gx N G 2 )G /

1 /Gi- This is an epimorphism and 

/ ( ( G i N G'2) (Gi N G 2 )) = (Gx N G 2 ) (G\ n G 2 )Gi /Gi 

= (Gi n G i ) G ; / G l . 

Since (Gx n G'2)(Gi n G 2 ) is normal in G x n G 2 and / is an epimorphism, 

(Gx n G 2 )Gi /Gi <i (Gi n G2)Gf

1/G,i-

Then (Gx n G 2 )Gi <a (G x n G 2 )Gi , which is (16). Moreover, 

(Gx N G 2 ) / (G, N G 2 ) (Gi n G 2 ) ^ / ( G x n G 2 ) / / ( ( G 1 n G 2 ) (Gi N G 2 )) 

_ (G! N G 2 )Gj (G t N G 2 )Gj ^ (G, N G 2 )Gj 
Gi Gi ~ (Gi n G'2)Gi 

which gives (20). • 
We can now give the 

Proof of the Schreier refinement theorem. Suppose the given normal series are 
(13) and (15). Put 

(21) Gik = {G{nHk)Gi+1, Hki=(HknGt)Hk + 1 . 

Then Gn = Gt, Gitt+1 = Gi+l9 Hkl = Hk9 HktS + 1=Hk + 1. By Zassenhaus' 
lemma, Gt,k+1 o GUk, Hk)i+ x <a Hki and 

(22) Gik/GUk+1 ^ Hki/Hki + 1. 

We have the normal series 

(G = ) Gi ID G 1 2 =D • • • 3 G u 

=3 G 2 =3 G 2 2 =3 • • • =D G 2 f 

(23) 
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and 

(G = ) H 1 Z D H 1 2 Z D - Z D H U 

ZD H2 ZD H 2 2 ZD ••• ZD H 2 S 

(24) 

Z D H T Z D H T 2 Z D - Z D H T S Z D H T , S + I ( = 1 ) 

The corresponding factors are 

Gu/G12, G 1 2 / G i 3 , G l t / G l t t + 1 , 

G2x/G22, G22/G23,G2t/G2ft+u 

(25) 

(26) 

H1JHi2,H12/H13,...,HJH 

H21/H22,H22/H23, . . .,H2s/H2 s + 1 , 

Htl/Ht2,Ht2/Ht3,.. .,Hts/Hts + 1 . 

The factor in the zth row and kth column of (25) is isomorphic as A-group to 
the one in the kth row and ith column of (26). Hence (23) and (24) are 
equivalent. Clearly (23) is a refinement of (13) and (24) is a refinement of (15), 
so the theorem is proved. • 

A normal series (13) will be called proper if every inclusion is proper: 
Gt ^ Gi + 1 . A normal series is a composition series if it is proper and it has no 
proper refinement. This means that we have G, ^ Gi + 1 and there is no G' such 
that Gt ^ G' ^ G I + 1 where G ' o Gt and G i + 1 < i G'. Equivalently, Gt/Gi + 1 is 
simple as A-group in the sense that it is # 1 and it contains no proper normal 
A-subgroup # 1 . A A-group need not have a composition series (for example, 
an infinite cyclic group has none). However, if it does then we have the 

J O R D A N - H O L D E R T H E O R E M . Any two composition series for a A-group 
are equivalent. 

Proof. The factors of a composition series are groups ^ 1 and the factors of a 
refinement of a composition series are the factors of the series augmented by 
factors = 1 . Now if we have two composition series, they have equivalent 
refinements. The equivalence matches the factors = 1, so it matches those / 1 , 
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that is, those which are factors of the given composition series. Hence these are 
equivalent. • 

If we take A to be the inner automorphisms, then the terms of a composition 
series are normal subgroups. Such a series is called a chief series. The Jordan-
Holder theorem shows that any two of these are equivalent. The result is 
applicable also, to characteristic series defined to be composition series 
obtained by taking A to be all automorphisms and to fully invariant series 
obtained by taking A to be all endomorphisms. 

All of this applies also to modules. In this case we have an important 
criterion for the existence of composition series. 

T H E O R E M 3.5 . A module M ^ O has a composition series if and only if it is 
both artinian and noetherian. 

Proof. Assume M has a composition series M = M1 => M2 =D • • • I D M s + 1 = 0 
(necessarily Mi o M i + 1 since the groups are abelian). Let N1 ^ N2 ^ • • • ^ Nt 

be submodules. Then the given composition series and the normal series 
M ZD Nl ZD N2 ZD • — ZD Nt D i V j + 1 = 0 have equivalent refinements. It follows 
that t < 5 + 1. This implies that M is artinian and noetherian. Now assume 
M # 0 has these properties. Consider the set of proper submodules of 
M1 = M. This has a maximal element M2 since M is noetherian. If M2 ^ 0, we 
can repeat the process and obtain a maximal proper submodule M 3 of M 2 . 
Continuing this we obtain the descending sequence M1 ^ M2 ^ M 3 ^ • - •, 
which breaks off by the descending chain condition with Mt+1 = 0. Then 
M = M± ZD M2 ZD ZD Mt+l = 0 is a composition series. • 

EXERCISES 

1. Let G be a group with operator set A. Show that G has a composition series if 
and only if G satisfies the following two conditions: (i) If G = G1 i>G 2 o - • • then 
there exists an n such that Gn = Gn + l = • • •. (ii) If if is a term of a normal series 
of G and Hl cz H2 cz - • • is an ascending sequence of normal subgroups of if, then 
there exists an n such that Hn = Hn + 1. 

2. Let G be a A-group having a composition series and let if o G. Show that there 
exists a composition series in which one term is H. Hence show that if and G/H 
have composition series. 
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3. Let G and H be as in exercise 2. Call the number of composition factors the 
length 1(G). Show that 1(G) = l(H) + l(G/H). Show also that if Ht^ G, i = 1,2, 
then 

l(HiH2) = l(Hi) + l(H2) — l(H! nH2). 

3.4 THE K R U L L - S C H M I D T T H E O R E M 

The results we shall give in this section are valid for groups with operators and 
are of interest for these also. In fact, these results were obtained first for groups 
(without operators). However, the proofs are simpler in the module case. For 
this reason we shall confine our attention to modules in the text and indicate 
the extension of the theory to groups with operators in the exercises. 

We recall that if M = ©'{Mf, then we have the homomorphisms iy.My-* M, 
Pj: M -» Mj such that the relations (1) hold. Now put 

(27) ej = ijPy 

Then £ , eEnd M ( = hom R (M,M)) and (1) gives the relations 

e/ = ep ejek = 0 IF j ^ k 
(28) 

e1+e2+--- + en = 1. 
We recall that an element e of a ring is called idempotent if e2 = e. Two 
idempotents e and / are said to be orthogonal if ef = 0 = fe. Thus the ef are 
pair-wise orthogonal idempotents in End M and Yfiej — 1 • Put Mj = 
ij(Mj) = ijPj(M) = e}(M). If xeM, x = lx = I > j * and epzeM'y Thus 
M = M i + M i + ' - '+MJ, . Moreover, if XjeM) then Xj = e}x for some xeM. 
Then ejXj = e2Xj = e}x = Xj and ekXj = ekejX = 0 if j k. This 
implies that M) n (Mi + • • • + M)_ 1 + M'j+ i + • • • • + M'n) = 0 for every j . 

Conversely, suppose a module M contains submodules M1,M2,...,Mn 

satisfying the two conditions 

(29) M = M 1 + M 2 + - - - + M„ 

(30) Mj (M1+'" + Mj_1+Mj+l+--- + Mn) = 0, 1 < / 

Then we have the injection homomorphism ij of Mj into M and if x e M, we 
have a unique way of writing x = x1+-m +xn, XjsM'.j, so we obtain a map 
Pj: M —• Mj defined by p-x = Xy It is clear that the conditions (1) for the f - and 
p7- are satisfied. Then, as before, we have an isomorphism of M onto ®M}. In 
view of this result, we shall say that a module M iŝ  an (internal) direct sum of 
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the submodules Ml9 M2,..., M„ if these satisfy (29) and (30). We shall write 

(31) M = M1 © M 2 © - - - © M n 

to indicate this. The endomorphisms ej = ijPj are called the projections 
determined by the direct decomposition (31). 

It is useful to express the conditions (29) and (30) in element form: Any 
element of M can be written in one and only one way in the form 
xi + x 2 + " ' + xn> x j 6 Mj. Using this, one sees easily that if M is a direct sum of 
submodules Mt and each Mt is a direct sum of submodules Mij9 then M is a 
direct sum of the submodules Mtj. There are other simple results of this sort 
that we shall use when needed (cf. BAI, pp. 176-177). 

A module M is decomposable if M = Mx © M 2 where Mt ^ 0. Otherwise, M 
is called indecomposable. 

P R O P O S I T I O N 3.1. A module M ^ 0 is indecomposable if and only if End M 
contains no idempotent 7^0,1. 

Proof. If M = M1@'--@Mn where the Mj are ^ 0 and n>l9 then 
the projections e- are idempotents and ej ^ 0. If ^ = 1, then 1 = X}"efc 

gives et = etl = e^j = 0 for every / / j . Hence ^ # 1- Conversely, suppose 
E n d M contains an idempotent e ^ 0,1. Put e x = e, e 2 = 1 — e. 
Then e2

2 = (1 — e)2 = l — 2e + e2 = l — 2e + e= l — e = e2ande1e2 = e(l — e) = 
0 = e2ex. Hence the ^ are non-zero orthogonal idempotents. Then we have 
M = Mi © M 2 where Mj = ^-(M) # 0. • 

Can every module be written as a direct sum of a finite number of 
indecomposable submodules? It is easy to see that the answer to this is no (for 
example, take M to be an infinite dimensional vector space). Suppose M is a 
direct sum of a finite number of indecomposable submodules. Are the 
components unique? Again, it is easy to see that the answer is no (take a 
vector space of finite dimensionality >1 ) . Are the indecomposable com­
ponents determined up to isomorphism? It can be shown that this need not be 
the case either. However, there is a simple condition to assure this. We shall 
first give the condition and later show that it holds for modules that are both 
artinian and noetherian, or equivalently, have composition series. The 
condition is based on a ring concept that is of considerable importance in the 
theory of rings. 

D E F I N I T I O N 3.1. A ring R is called local if the set I of non-units of R is an 
ideal. 
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If R is local, it contains no idempotents except 0 and 1. For, if e is an 
idempotent ^ 0 , 1 , then e is not a unit since e(l — e) = 0. Also 1 — e is not a 
unit. Hence if R is local, then e and 1 — e are contained in the ideal J of non-
units. Then lei, which is absurd. It follows that if End M for a module M ^ 0 
is local, then M is indecomposable. We shall now call a module M strongly 
indecomposable if M ^ 0 and End M is local. The main uniqueness theorem for 
direct decompositions into indecomposable modules, which we shall prove, is 

T H E O R E M 3.6. Let 

(32) M = M1®M2®---®Mn 

(33) N = N1@N2@---®Nm 

where the Mt are strongly indecomposable and the Nt are indecomposable and 
suppose M = N. Then m = n and there is a permutation j ~> j ' such that 
Mj^Nf,l^j^n. 

We shall first separate off a 

LEMMA. Let M and N be modules such that N is indecomposable and M ^ 0. 
Let f and g be homomorphisms f:M -+ N, g:N ^ M such that gf is an 
automorphism of M. Thenf and g are isomorphisms. 

Proof Let k be the inverse of gf so kgf = 1 M . Put I = kg:N ^ M. Then 
lf= l M and if we put e =fl:N-^N, then e2 = flfl = f\Ml =fl = e. Since N is 
indecomposable, either e = 1 or e = 0 and the latter is ruled out since it would 
imply that \ M = 1M

2 = If If = lef = 0, contrary to M ^ O . Hence fl = e = 1N. 
T h e n / i s an isomorphism and g = k~1f~1 is an isomorphism. • 

Proof of Theorem 3.6. We shall prove the theorem by induction on n. The 
case n = 1 is clear, so we may assume n> 1. Let e1,...,en be the projections 
determined by the decomposition (32) of M, and let / , . . . ,fm be those 
determined by the decomposition (33) of N. Let g be an isomorphism of M 
into N and put 

(34) hj =fjge1, k} = exg'% l^j^m. 

Then TT^hj = TJ^e1g~1fjge1 = e1g~1Zfjge1 = e1g'1lNge1 = ex. Now the 
restrictions of e1 and kjhj to Mt map M1 into M 1 ? so these may be regarded as 
endomorphisms e\, (kjhj)' respectively of ML. Since Mt = e1(M) and e 2 = eY, 
e\ = l M i . Hence we have l M i = YJ(kjhj)'. Since End Mx is local, this implies 
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that one of the (kjhj)' is a unit, therefore an automorphism of Mx. By 
reordering the Nj we may assume j = 1, so ( /q/zj ' is an automorphism of Mx. 
The restriction of hx to Mx may be regarded as a homomorphism h\ of M1 

into Nx. Similarly, we obtain the homomorphism k\ of N1 into Mx by 
restricting kx to and we have fci/ii = (/c^i) ' is an automorphism. Then, by 
the lemma, /?i = {figej -.M^ -» and fci = (e±g~ 1f1)': -> M x are isomor­
phisms. 

Next we prove 

(35) M = g~1N1@(M2

Jf • + Mn). 

Let 1 6 ^ % n ( M 2 + "" + M„). Then e x x = 0 since x e M 2 + • • • + M n and 
x = j / e A/\. Then 0 = exx = e1g~1y = e^'^y = kxy = k\y. Then y = 0 
and x = 0; hence, g~xNn(M2 + ••• + M n ) = 0. Next let xeg~1N± a M' = 
g~1N1+M2 + -- + Mn. Then x,e2x,...,enxeM' and hence e^xeM'. Thus 
M ' ID e1g~1N1 = e^g'^Nx = kxNx = /ciA^ = M i . Then M' => Mj9 1 < n , 
and so M ' = M. We therefore have (35). 

We now observe that the isomorphism g of M onto AT maps g~1N1 onto 
A^. Hence this induces an isomorphism of M/g~1N1 onto N/Nx. By (35), 
M / j ' 1 J V i ^ M 2 + - + M B = M 2 0 - ® M B . Since JV/iVi = iV2 © • • • © Nm, 
we have an isomorphism of M2 © • • • © Mn onto N2 ® - • - ® Nm. The theorem 
now follows by induction. • 

We shall now show that these results apply to modules that have 
composition series. 

I f / i s an endomorphism of a module M, we d e f i n e / 0 0 M = P |^° = 0 /"(M) and 
/ - ° ° 0 = {J™=0kevfn. Thus xef°°M if and only if for every n = 1,2,... there 
exists a yn such that /"}/„ = x and X G / _ o o 0 if and only if / " x = 0 for some 
n = 1,2,.... T h e / " ( M ) form a descending chain 

(36) M ^ / ( M ) z . / 2 ( M ) ^ - - -

and s ince/"x = 0 implies t h a t / " + 1 x = 0, we have the ascending chain 

(37) 0 c k e r / ( = k e r / 2 <=•••. 

Since the terms of both chains are submodules stabilized by / / ° ° M and 
/ _ c o 0 are submodules stabilized b y / We have the following important result. 

F ITTING'S LEMMA. Let f be an endomorphism of a module M that is both 
artinian and noetherian (equivalently, M has a composition series). Then we have 
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the Fitting decomposition 

(38) M=fcoM®f-co0. 

Moreover, the restriction off tof^M is an automorphism and the restriction off 
tof~coM is nilpotent. 

Proof Since M is artinian, there is an integer s such that 
fs(M) =fs + 1(M) = ••• =fcoM. Since M is noetherian, we have a t such that 
k e r f = k e r f + 1 = ••• = / " ° ° 0 . Let r = max(s,t) , so f°°M=fr(M) and 
/~°°0 = k e r f . Let z e / ° ° M n / " ° ° 0 , so z = f > for y e M . Then 0 = f z =f2ry 
and j ; e k e r / 2 r = k e r f . Hence z =fry = 0. Thus fmMnf-°°0 = 0. Now let 
xeM. Then frxef(M) =f2r(M) so f x = / 2 r } / , y e M . Then fr{x-fr{y)) = 0 
and so z = x-f(y)ef-co0. Then x = f j / + z and fyef^M. Thus 
M = / o o M + / ~ c o 0 and we have the decomposition (38). S ince / " ° °0 = k e r f , 
the restriction of / to / ~ ° ° 0 is nilpotent. The restriction of / to 
fcoM=fr(M)=fr + 1(M) is surjective. Also it is injective, since 
f°°M n / _ o o 0 = 0 implies t h a t / ° ° M n k e r / = 0. • 

An immediate consequence of the lemma is 

T H E O R E M 3.7. Let M be an indecomposable module satisfying both chain 
conditions. Then any endomorphism f of M is either nilpotent or an 
automorphism. Moreover, M is strongly indecomposable. 

Proof. By Fitting's lemma we have either M =fcoM or M =f~co0. In the 
first c a s e / i s an automorphism and in the s econd , / i s nilpotent. To prove M 
strongly indecomposable, that is, End M is local, we have to show that the set 
/ of endomorphisms of M that are not automorphisms is an ideal. It suffices to 
show that iff el and g is arbitrary, then fg and gfel for any geEndM and if 
ft,f2 el, then / +f2el. The first one of these follows from the result that iff el, 
then / is nilpotent. Hence / is neither surjective nor injective. Then fg and gf 
are not automorphisms for any endomorphism g. Now assume / x + / 2 $ I, so 
/1+/2 is a unit in End M. Multiplying by ( / + / 2 ) - 1 we obtain hx +h2 = 1 
where ht = f{fi +f2)~1 el. Then ht = l—h2 is invertible since h2

n = 0 for some 
n, and so (1 - / z 2 ) ( 1 + / i 2 + • • • + h/'1) = 1 = ( 1 + / i 2 + • • • + /1/-1) ( 1 - / i 2 ) . This 
contradicts h1el. • 

We prove next the existence of direct decompositions into indecomposable 
modules for modules satisfying both chain conditions. 
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T H E O R E M 3.8. If M / 0 is a module that is both artinian and noetherian, 
then M contains indecomposable submodules Mh 1 ^ i ^ n, such that 
M = M1 © M2 © *'' © Mn. 

Proof We define the length of M to be the number of composition factors in 
a composition series for M (exercise 3, p. 110). If N is a proper submodule, then 
the normal series M ^ N ZD 0 has a refinement that is a composition series. 
This follows from the Schreier refinement theorem. It follows that the length of 
N < length of M. If M is indecomposable, the result holds. Otherwise, 
M = M1©M2 where the Mt # 0. Then the length l(Mt) < /(M), so applying 
induction on length we may assume that Mt = M11®M12®-• -®Mlnx, 
M2 = M21 ®M22®---®M2ri2 where the Mtj are indecomposable. The 
element criterion for direct decomposition then implies that M = 
M n © M 1 2 © ••• © M l n i © M 2 1 © . . . © M 2 n 2 . 

The uniqueness up to isomorphism of the indecomposable components of 
M is an immediate consequence of Theorems 3.6 and 3.7. More precisely, we 
have the following theorem, which is generally called the 

K R U L L - S C H M I D T T H E O R E M . Let M be a module that is both artinian 
and noetherian and let M = M 1 © M 2 © - - - © M n = N1®N2®"m®Nm where the 
Mt and Nj are indecomposable. Then m = n and there is a permutation i ^> i' 
such that Mt^ Nv,l < z < n. 

This theorem was first formulated for finite groups by J. H. M. Wedderburn 
in 1909. His proof contained a gap that was filled by R. Remak in 1911. The 
extension to abelian groups with operators, hence to modules, was given by W. 
Krull in 1925 and to arbitrary groups with operators by O. Schmidt in 1928. 
For a while the theorem was called the "Wedderburn-Remak-Krull-Schmidt 
theorem." This was shortened to the "Krull-Schmidt theorem." 

EXERCISES 

1. Let peZ be a prime and let R be the subset of Q of rational numbers a/b with 
(p, b) = 1. Show that this is a subring of Q, which is local. 

2. Show that the ring Zp of p-adic numbers (p. 74) is local. 

3. Let A be an algebra over a field that is generated by a single nilpotent element 
(zn = 0). Then A is local. 
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4. Let F be a field and R the set of triangular matrices of the form 

"a (T 

a 

a 

in Mn(F). Show that R is a local ring. 

5. Let M and / b e as in Fitting's lemma and assume M = M0@Ml where the Mt 

are submodules stabilized by / such that f\M0 is nilpotent and f\M1 is an 
automorphism. Show that M 0 =/~°°0 and Mi =/°°M. 

6. Use Theorem 3.6 to prove that if .R(1) and JR(2) are local rings and n1 and n2 are 
positive integers such that M n i ( # ( 1 ) ) ^ M„20R( 2 )), then nx = n2 and R{1) ^ #(2). 

7. Let M be a finite dimensional vector space over a field F, T a linear 
transformation in M, and introduce an F[X]-module structure of M via T, as in 
BAI, p. 165. Here X is an indeterminate. Use the Krull-Schmidt theorem to prove 
the uniqueness of the elementary divisors of T (see BAI, p. 193). 

8. Let the hypotheses be as in Theorem 3.6. Prove the following exchange property: 
For a suitable ordering of the Nj we have Nj = Mj and 

M = g-1(N1)®'--®g-1(Nk)®Mk+1®--'®Mn, 

1 ^ k < n. 

The remainder of the exercises deal with the extension of the results of this section to 
A-groups (groups with an operator set A) and further results for these groups. 

9. Let G and H be A-groups and let hom (G,H) denote the set of homomorphisms 
of G into H (as A-groups). If / ,gehom (G,H), define f+g by 
(/ + 9)(x) = /(x)9(x)- Give an example to show that this need not be a 
homomorphism. Show that if K is a third A-group and h,ke hom (H, K), then 
hfehom(G,K) and h(f+g) = hf+hg, (h + k)f=hf+kf. Define the 0 map from G 
to H by l.Note that this is a homomorphism. 

10. Let G be a A-group, Gl9 G 2 , . . . , Gn normal A-subgroups such that 

(39) G = G1G2-Gn 

(40) G / n G f - ^ ^ r - G ^ l 

for 1 ^ z < n. Show that if xt e Gi9 Xj e Gj for i j , then xtXj = XjXt and every 
element of G can be written in one and only way in the form x1x2---xn, 
xteGt. We say that G is an (internal) direct product of the Gt if conditions (39) 
and (40) hold and indicate this by G = G1 x G2 x • • • x Gn. Let ei denote the map 
xxx2"-xn xt. Verify that e{eEndG = hom (G,G) and et is normal in the sense 
that it commutes with every inner automorphism of G. Verify that et

2 = eh 

etej = 0 if i ^ j , et + ej = ej + et for any i and j , and e1+e2 + "' + en = 1. (Note 
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that we have associativity of + so no parentheses are necessary.) Show that for 
distinct il3..., ir in {1,2,..., n), eh + eh + • • • + eir e END G. 

11. Call G indecomposable if G ^ Gx x G2 for any two normal A-subgroups ^G, 1. 
Call G strongly indecomposable if G ^ 1 and the following condition on End G 
holds: If / and g are normal endomorphisms of G such that / + g is an 
automorphism, then either / or g is an automorphism. Show that this implies 
indecomposability. Use this concept to extend Theorem 3.6 to groups with 
operators. 

12. Extend Fitting's lemma to normal endomorphisms of a A-group satisfying both 
chain conditions on normal A-subgroups. 

13. Extend the Krull-Schmidt theorem to A-groups satisfying the condition given in 
exercise 12. 

14. Show that iff is a surjective normal endomorphism of G, t h e n / = lG + g where 
g(G) c C, the center of G. 

15. Prove that a finite group G has only one decomposition as a direct product of 
indecomposable normal subgroups if either one of the following conditions 
holds: (i) C = 1, (ii) G' = G for G' the derived group (BAI, p. 245). 

3.5 C O M P L E T E L Y R E D U C I B L E M O D U L E S 

From the structural point of view the simplest type of module is an irreducible 
one. A module M is called irreducible if M # 0 and M contains no submodule 
N such that M ^ N ^ 0. This is a special case of the concept of a simple A-
group that we encountered in discussing the Jordan-Holder theorem (p. 108). 
We have the following characterizations, assuming R ^ 0. 

T H E O R E M 3.9. The following conditions on a module are equivalent: (1) M 
is irreducible, (2) M 0 and M is generated by any x # 0 in M, (3) M ^ R/I 
where I is a maximal right ideal in R. 

Proof (l)o (2). Let M be irreducible. Then M # 0 and if x # 0 in M, then 
the cyclic submodule xR # 0. Hence xR = M. Conversely, suppose M # 0 and 
M = xR for any x # 0 in M. Let AT be a submodule / 0 in M and let xeN, 

Then N ZD xR = M. Hence M is irreducible. 
(1)<=>(3). Observe first that M is cyclic (M = xR) if and only if M^R/I 

where J is a right ideal in R. If M = xR, then we have the surjective module 
homomorphism a ~> xa of R into M. The kernel is the annihilator I = ann x of 
x in R (BAI, p. 163). This is a right ideal and M = R/L Conversely, R/I is 
cyclic with generator 1 + 7 and if M = R/I, then M is cyclic. We observe next 
that the submodules of R/I have the form I'/I where V is a right ideal of R 
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containing I. Hence R/I is irreducible if and only if / is a maximal right ideal 
in R. Now if M is irreducible then M is cyclic, so M ^ R/I and I is a maximal 
right ideal. The converse is clear. Hence (1) o (3). • 

Perhaps the most important fact about irreducible modules is the following 
basic result. 

SCHUR'S LEMMA. Let M and N be irreducible modules. Then any 
homomorphism of M into N is either 0 or an isomorphism. Moreover, the ring of 
endomorphisms End M is a division ring. 

Proof. Let / b e a homomorphism of M into N. Then k e r / i s a submodule of 
M and i m / is a submodule of N, so the irreducibility of M and N imply that 
k e r / = M or 0 and i m / = N or 0, I f / ^ 0, k e r / V M and i m / # 0. Then 
k e r / = 0 and i m / = AT, which means that / is an isomorphism. In the case 
N = M the result is that any e n d o m o r p h i s m / # 0 is an automorphism. Then 
/ ~ 1 e End M and this ring is a division ring. • 

The modules that we shall now consider constitute a direct generalization of 
irreducible modules and of vector spaces over a division ring. As we shall see, 
there are several equivalent ways of defining the more general class. Perhaps 
the most natural one is in terms of direct sums of arbitrary (not necessarily 
finite) sets of submodules. We proceed to define this concept. 

Let S = {Ma} be a set of submodules of M. Then the submodule £ M a 

generated by the M a is the set of sums 

* a i + *a2 + ' ' ' + *afc?
 e U M a -

The set S is called independent if for every Ma eS we have Ma n 
Y,md # MaMp = 0. Otherwise, S is dependent. If JV is a submodule, then 
{AT} is independent. If we look at the meaning of the definition of dependence 
in terms of elements, we see that a non-vacuous dependent set of modules 
contains finite dependent subsets. This property implies, via Zorn's lemma, 
that if S is a non-vacuous set of submodules and T is an independent subset of 
S, then T can be imbedded in a maximal independent subset of S. If M = YM* 
and S = {Ma} is independent, then we say that M is a (internal) direct sum of 
the submodules Ma and we write M = ®Ma. This is a direct generalization of 
the concept for finite sets of submodules that we considered in section 3.4. 

We shall require the following 
L E M M A 1. Let S = {Ma} be an independent set of submodules of M, N a 
submodule such that N n YM* = 0- Then S u {N} is independent. 
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Proof. If not, we have an xaeMa (eS) such that xa = y + xai + • • • + x a k / 0 
where yeN, xa.eMaieS and M a ^ M a . , 1 < z < fc. If y = 0 we have 
x a = xai + " ' + x a k contrary to the independence of the set S. Hence y # 0. 
Then y = xa - xai - • • • - x a k e J M a contrary to N n £ M a / 0. • 

We can now give the following 

D E F I N I T I O N 3.2. A module M is completely reducible if M is a direct sum 
of irreducible submodules. 

Evidently any irreducible module is completely reducible. Now let M be a 
right vector space over a division ring A. It is clear that if x 0 is in M, then 
xA is an irreducible submodule of M and M = £ X 9 . 0 x A , so M is a sum of 
irreducible submodules. Now M is completely reducible. This will follow from 
the following 

L E M M A 2. Let M = ^Ma, Ma irreducible, and let N be a submodule of M. 
Then there exists a subset {Mp} of {M a } such that {N} u [Mp] is independent 
and M = N + ZMP. 

Proof. Consider the set of subsets of the set of submodules of {M a } u {N} 
containing N and let {M^} u {N} be a maximal independent subset among 
these. Put M' = N + Y.Mp. If M' ^ M, then there exists an Ma such that M a <f 
M'. Since Ma is irreducible and Ma n M' is a submodule of Ma9 we must have 
ManMf = 0. Then, by Lemma 1, {M^} u {AT} u {M a } is independent contrary 
to the maximality of {Mp} u {N}. Hence M = N + XMp. • 

This lemma has two important consequences. The first is 

COROLLARY 1. If M is a sum of irreducible modules, say, M = £ M a , Ma 

irreducible, then M = ®Mp for a subset {Mp} of {M a } . 

This is obtained by taking N = 0 in Lemma 2. 
If M is a right vector space over A, then M = Y,x*ox& a n d every xA is 

irreducible. Hence M is completely reducible by Corollary 1. 
We have also 

COROLLARY 2. If M is completely reducible and N is a submodule, then 
there exists a submodule Nf of M such that M = N®N'. 

Proof. Let M = £ M a where the M are irreducible. Then, by Lemma 2, there 
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exists a subset {Mp} of { M J such that M = YMp + N

 a n c i {^} u W i s 

independent. If we put N' = YMp we have M = N ©AT. • 

The property stated in Corollary 2 is that the lattice L(M) of submodules of 
a completely reducible module M is complemented (BAI, p. 469). We shall 
show that this property characterizes completely reducible modules. We prove 
first 

L E M M A 3. Let M be a module such that the lattice L(M) of submodules of M 
is complemented. Then L(N) and L(M) are complemented for any submodule N 
of M and any homomorphic image M of M. 

Proof. Let P be a submodule of N. Then M = P®P' where P' is a submodule 
of M. Put P" = P'nN. Then N = NnM = Nn(P + P') = P + P", by 
modularity of L(M) (BAI, p. 463). Hence N = P®P". This proves the first 
statement. To prove the second we may assume M = M / P where P is a 
submodule of M. Then M = P®P' where P' is a submodule and M ^ F . 
Since L(P') is complemented by the first result, L(M) is complemented. • 

The key result for proving that L(M) complemented implies complete 
reducibility is 

L E M M A 4. Let M be a non-zero module such that L(M) is complemented. 
Then M contains irreducible submodules. 

Proof. Let x # 0 be in M and let {N} be the set of submodules of M such 
that x<£ AT. This contains 0 and so it is not vacuous. Hence by Zorn's lemma 
there exists a maximal element P in {N}. Evidently P / M, but every 
submodule P x ^ P contains x. Hence if P x and P 2 are submodules such that 
P x ^ P and P 2 ^ P, then P1nP2^. P. It follows that the intersection of any 
two non-zero submodules of M / P is non-zero. Hence if P' is a submodule of M 
such that M = P®P\ then P ' ^ M / P has the property that the intersection of 
any two non-zero submodules of P' is non-zero. Then P' is irreducible. For, 
P ' / 0 since M ^ P and if P\ is a submodule of P' such that P\ ^ P \ 0, then 
by Lemma 3, we have a submodule P 2 of P ' such that P' = P\ ®P'2. Then 
Pi n P 2 = 0, but P i ^ 0, P 2 ^ 0 contrary to the property we established 
before for P'. • 

We are now in a position to establish the following characterizations of 
completely reducible modules. 
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T H E O R E M 3.10. The following conditions in a module are equivalent: (1) 
M = 2]Ma where the Ma are irreducible, (2) M is completely reducible, (3) M # 0 
and the lattice L(M) of submodules of M is complemented. 

Proof. The implication (1) => (2) has been proved in Corollary 1, and (2) => (3) 
has been proved in Corollary 2. Now assume condition (3). By Lemma 4, M 
contains irreducible submodules. Let {Ma} be the set of these and put 
M' = YMa- Then M = M'®M" where M" is a submodule. By Lemma 3, 
L(M") is complemented. Hence if M" ^ 0, then M" contains one of the 
Ma. This contradicts M" n M = M" n £ M a = 0. Thus M" = 0 and 
M = M' = ZMa. Hence (3) => (1). • 

Let N be an irreducible submodule of the completely reducible module M. 
We define the homogeneous component HN of M determined by N to be 
where the sum is taken over all of the submodules N' ^ N. We shall show that 
M is a direct sum of the homogeneous components. In fact, we have the 
following stronger result. 

T H E O R E M 3.11. Let M = ®MaP where the Map are irreducible and the 
indices are chosen so that Map = Ma,p, if and only if a = a'. Then Ha = X^M^ 
is a homogeneous component, M = ®Ha, and every homogeneous component 
coincides with one of the Ha. 

Proof. Let N be an irreducible submodule of M. Then N is cyclic and hence 
N cz M' = M1®M2®---®Mn where Mie{Map). If we apply to N the 
projections on the Mt determined by the decomposition of M', we obtain 
homomorphisms of N into the M f . By Schur's lemma, these are either 0 or 
isomorphisms. It follows that the non-zero ones are isomorphisms to Mt 

contained in a subset of {Map}, all having the same first index. Then N c Ha 

for some oc. If N' is any submodule isomorphic to N, we must also have N' cz 

Ha. Hence the homogeneous component HN cz Ha. Since Ha cz HN is clear, we 
have HN = Ha. Since N was arbitrary irreducible, we account for every 
homogeneous component in this way. Also the fact that M = ®Ha is clear, 
since M = ®Map and Ha = £ M a / } . • 



1 2 2 3. Modules 

EXERCISES 

1. Let M be a finite dimensional (left) vector space over a field F. Show that M 
regarded as a right module for R = End F M in the natural way is irreducible. 
Does this hold if F is replaced by a division ring? Does it hold if the condition of 
finiteness of dimensionality is dropped? 

2. Let M be the vector space with base (el9 e2) over a field F and let R' be the set of 
linear transformations a of M/F such that ae1 = ae l 9 ae2 = Pe1+ye2 where 
oc,p,ye F. Show that jR' is a ring of endomorphisms and that if M is regarded in 
the natural way as right i^'-module, then M is not irreducible. Show that End^M 
is the field consisting of the scalar multiplications x ax. (This example shows 
that the converse of Schur's lemma does not hold.) 

3. Exercise 2, p. 193 of BAI. 

4. Let V be the F\_X]-module defined by a linear transformation T as in exercise 3, 
p. 103. Show that V is completely reducible if and only if the minimal polynomial 
m(A) of T is a product of distinct irreducible factors in F\_X]. 

5. Show that ©M a together with the injections ip-.Mp-> ®MX constitute a 
coproduct of the M a . 

6. Suppose { M j is a set of irreducible modules. Is TJMa completely reducible? 

7. Show that a completely reducible module is artinian if and only if it is 
noetherian. 

8. Let M be completely reducible. Show that if H is any homogeneous component 
of M, then H is an End^M submodule under the natural action. 

3.6 A B S T R A C T DEPENDENCE RELATIONS. 

I N V A R I A N C E OF D I M E N S I O N A L I T Y 

A well-known result for finite dimensional vector spaces is that any two bases 
have the same number of elements. We shall now prove an extensive 
generalization of this result, namely if M is a completely reducible module and 
M = ®My = ®M'/{ where the Ma and M'(l are irreducible, then the cardinality 
\{My}\ = |{M^}|. This will be proved by developing some general results on 
abstract dependence relations. The advantage of this approach is that the 
results we shall obtain will be applicable in a number of other situations of 
interest (e.g., algebraic dependence in fields). 

We consider a non-vacuous set X and a correspondence A from X to the 
power set 0>(X). We write x -< S if (x,S)eA. We shall call A a dependence 

relation in X if the following conditions are satisfied: 

1. I f x e S , t h e n x - < S . 
2. If x -< S, then x -< F for some finite subset F of S. 
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3. lfx<S and every yeS satisfies y <T, then x<T. 
4. If x<S but x-^S-{y} (complementary set of {y} in S), then 

y < (S — {y}) u {x}. This is called the Steinitz exchange axiom. 
The case of immediate concern is that in which X is the set of irreducible 

submodules of a completely reducible module M and we define Ma<$ for MaeX 
and S cz X to mean that Ma cz J^MpesMp. Property 1 is clear. Now suppose 
Ma cz YMpesMp and let xa # 0 be in M a . Then 

•^a^YuMyeF^y some finite 
subset F of S. Then M a = x a # cz £ M r Hence 2 holds. Property 3 is clear. 
Now let M a c I M , e S M ^ and M a <£ £ M y * M / 3 M r As before, let x a # 0 in Ma 

and write 
X a = xp! + x p 2 + " " + x

P r n 

where xp.eMp.eS. Then M a c + Mfi2 + - • • + MPm. We may assume that 
the x^. ̂  0 and M ^ 7̂  MPj if i # Moreover, the condition Ma ct YMy * MpMy 

implies that one of the Mp. = Mp. We may assume i = 1. Then 0 ^ xp = 
xa~xp2~'"~xi$m-> which implies that Mp = xpR cz M a + MPl + • • • + MPrn. 
Then -< { M a , M r | M y # M^}. This proves the exchange axiom. 

We now consider an arbitrary dependence relation on a set X. We call a 
subset S of X independent (relative to A) if no xeS is dependent on S — {x}. 
Otherwise, S is called a dependent set. We now prove the analogue of Lemma 1 
of section 3.5. 

L E M M A 1. If S is independent and x -< S, then S u {x} is independent. 

Proof. We have x ~< S so x£S. Then if S u {x} is not independent, we have a 
yeS such that 3; -< (S— {y}) u {x}. Since S is independent, 3; -< S — {y}. Hence 
by the exchange axiom, x -< (iS — {y}) u {y} = S contrary to hypothesis. Hence 
S u {x} is independent. • 

D E F I N I T I O N 3.3. A subset B of X is called a base for X relative to the 
dependence relation A if (i) B is independent, (ii) every xeX is dependent on B. 
{Note B = 0 is allowed.) 

T H E O R E M 3.12. There exists a base for X and any two bases have the same 
cardinal number. 

Proof. The "finiteness" property 2 of a dependence relation permits us to 
apply Zorn's lemma to prove that X contains a maximal independent subset, 
for it implies that the union of any totally ordered set of independent subsets 
of X is independent. Then Zorn's lemma is applicable to give the desired 
conclusion. Now let B be a maximal independent subset of X and let xeX. 
Then x -< B; otherwise, Lemma 1 shows that B u {x} is independent contrary 
to the maximality of B. Hence every xeX is dependent on B, so B is a base. 
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Now let B and C be bases. If B = 0, it is clear that C = 0 so we assume 
B ^ 0, C 7^ 0. Suppose first that B is finite, say, B = { x l 5 x 2 , . . . , x„} . We 
prove by induction on k that for 1 ̂  k ^ n + 1 there exist yt e C such that 
{ y i , - - - > y k - i > x k > - - - > x n } i s a base. This holds for k = 1 since £ is a base. Now 
assume it for some k. We claim that there is a y in C such that 

{ y i , . . . , y F C - I , x k + x J . Otherwise, every yeC is dependent on 
D = {3; 1 ? . . . ,3 ; k _ 1 ? x f e + 1 5 . . . , x n } . Then x<D for every xeB contrary to the 
independence of {yl9..., yk_l5 xk,..., xn). Now choose y = yk so that 
j;f c-f<D. Then {yl9... ,yk, xk + 1,..., x J is independent, by Lemma 1. Moreover, 
since y k -< {yl9... 9yk_l9xk9... ,x„}, it follows from the exchange axiom 
that xk<{yl9...9yk-l9yk9xk + l9...9xn}. Then all of the elements of the base 
{^•••^-i,*** •••>*»} a r e dependent on {yl9...9yk9xk + l9...9xn} and 
hence every xeX is dependent on [yl,..., yk9 xk + x,..., x„}. Then 
{^LS • • • S Ĵfc? xfc + IS • • • •» x n } is a base. We have therefore proved that for every 
k we have a base of the form {yi,-'-,yk,xk+l9...,xn} with the y's in 
C. Taking k = n we obtain a base {^I , . . . ,}>„}, y j eC . It follows that 
C = {^ij-'-^J- Thus \C\ = n = \B\. The same argument applies if \C\ is 
finite, so it remains to consider the case in which both |B| and \C\ are 
infinite. To prove the result in this case we shall use a counting argument that 
is due to H. Lowig. For each y e C w e choose a finite subset Fy of B such that 
y<Fr Then we have a map y ^ Fy9 which implies that |C| ^ \{Fy}\. Since 
every Fy is finite, this implies that K 0 |C | ^ llj^l- Since \C\ is infinite, we 
have X 0|q = |C|. Thus |C| ^ HjFy|. Now IJ^ = B. Otherwise, every 
yeC is dependent on a proper subset B' of 5 and since C is a base, every 
xeB is dependent on This contradicts the independence of the set B. 

Hence \C\ ̂  \[JFy\ = \B\. By symmetry \B\ ̂  |C|. Hence |B| = |C|. • 

We remark that the first part of the preceding proof shows that any 
maximal independent subset of X is a base. The converse is evident. We mention 
also two other useful supplements to the result on existence of a base: 

(i) If S is a subset such that every element is dependent on S then S 

contains a base. 
(ii) If S is an independent subset then there exists a base containing S. 

We now apply Theorem 3.12 to completely reducible modules by taking X to 
be the set of irreducible submodules of a completely reducible module M and 
defining Ma ~< {Mp} if Ma cz EM^. We have seen that this is a dependence re­
lation. Moreover, independence of a set of irreducible modules in the sense of 
-< is the independence we defined before for submodules of a module. A set 
B = {Mp} of irreducible modules is a base for X if it is independent and every 
irreducible module M a cz Y M p - Since M is a sum of irreducible submodules, 
this condition is equivalent to M = ^Mp. Hence B = {Mp} is a base if and 
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only if M = ®Mp. The theorem on bases for a set X relative to a dependence 
relation now gives the following 

T H E O R E M 3.13. Let M = ®Mp = ®Ny where the Mp and Ny are 
irreducible. Then \{Mp}\ = \{Ny}\. 

We shall call |{M^}| the dimensionality of the completely reducible module 
M. If M is a right vector space over A with base (xp), then M = ®xpA and 
every xpA is irreducible. Hence the dimensionality of M is the cardinality of 
(xp). Thus any two bases have the same cardinality. This is the usual 
"invariance of dimensionality theorem." 

We can also apply Theorem 3.13 and the decomposition of a completely 
reducible module into homogeneous components to obtain a Krull-Schmidt 
theorem for completely reducible modules. 

T H E O R E M 3.14. Let M = ®Mp = ®Ny where the Mp and Ny are 
irreducible. Then we have a bijection between the sets {Mp} 1X113 {£y} such that 
the corresponding modules are isomorphic. 

This is clear, since for each homogeneous component the cardinality of the 
set of Mp in this component is the same as that of the set of Ny in this 
component. 

EXERCISE 

1. Show that if M is a completely reducible module that has a composition series, 
then the length of M as defined in exercise 3 (p. 110) coincides with the 
dimensionality. 

3.7 TENSOR P R O D U C T S OF M O D U L E S 

The concept of tensor product of modules, which we shall now introduce, is a 
generalization of an old concept for vector spaces that has played an 
important role for quite a long time in several branches of mathematics, 
notably, differential geometry and representation theory. In the case of vector 
spaces, this was originally defined in terms of bases. The first base-free 
definition seems to have been given by H. Whitney. This was subsequently 
improved to take the standard form that we shall present. Before giving this, 
we look at an example that is somewhat in the spirit of the older point of view. 
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E X A M P L E 

Let R be a ring. We wish to consider simultaneously free left and free right modules for 
R. To distinguish these we use the notation R{n) for the free right module with base of n 
elements and {n)R for the free left module having a base of n elements. For our purpose, 
it is convenient to write the elements of {n)R as rows: (xl9..., xn), xt e R, and those of R(n) 

as columns: 

(41) 

In the first case the module action is by left multiplication and in the second by right 
multiplication by elements of JR. We now consider R(m\ (n)R and Mmn(R) the additive 
group ofmxn matrices with entries in R. If xeR{m) as in (41) and y = (yl9...,yn)e(n)R9 

then we can form the matrix product 

(42) xy •• (yi>--->y«) = 

*i3>i 

x2yi 
*iyn 

*2yn 

*myn 

This product is distributive on both sides and satisfies an associativity condition 
(xa)y = x(ay), aeR. Hence it is an instance of a balanced product in the sense that we 
shall now define for an arbitrary pair consisting of a right module and a left module. 

Let M be a right module, N a left module for the ring R. We indicate this 
situation by writing MR and RN in the respective cases. We define a balanced 
product of M and N to be an abelian group P (written additively) together 
with a map / of the product set M x N into P satisfying the following 
conditions: 

Bl . f(x + x',y)=f(x,y)+f(x',y). 
B2. f{xiy + y')=f(x,y)+f(x9y'). 
B3. f(xa,y)=f(x,ay). 

Here x,x'eMR, y,y'eRN, aeR. Note that these conditions imply as in the case 
of addition and multiplication in a ring that f(0,y) = 0=f (x, 0) and 
f( — x,y) = —f(x,y) = f(x, —y). We denote the balanced product by (P,f). If 
(Q,g) is a second one, then we define a morphism from (PJ) to (Q,g) to be a 
homomorphism n of the additive group P into the additive group Q such that 
for any x,y e M x N we have 

(43) g(*,y) = nf(x9y). 
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We can now introduce the following 

D E F I N I T I O N 3.4. A tensor product of MR and RN is a balanced product 
(M®RN, ®) such that if(P,f) is any balanced product of MR and RN, then there 
exists a unique morphism of (M®RN,®) to (P,f). In other words, there is a 
unique homomorphism of the abelian group M®RN into the abelian group P 
sending every x®y, xe M, y e N into f(x,y)eP. 

It is clear from the definition that if ((M®RN)l9 ®x) and ((M®RN)2, ®2) 
are tensor products, then there exists a unique isomorphism of (M®RN)1 onto 
(M®RN)2 such that x®xy ~> x®2y. It is also clear that if (M®RN,®) is a 
tensor product, then the group M®RN is generated by the products x®y. In 
fact, since — (x®y) = ( — x)®y, it is clear that every element of M®RN has 
the form JX®)^, xteM, yteN. 

We proceed to construct a tensor product for a given pair (MR,RN). For 
this purpose we begin with the free abelian group F having the product set 
M x i V a s base. The elements of F have the form 

(44) «i(*i,J>i) + n2(x2,y2) + ••• + nr(xr,yr) 

where the nteZ, xteM, yteN. Addition is the obvious one, and if 
(Xi,yi) # {xpyj) for i j , then (44) is 0 if and only if every n{ = 0. Let G be the 
subgroup of F generated by all of the elements 

(x + x',y) - (x,y) - (x',y) 

(45) (x,y + yf)-(x,y)-(x,y') 

{xa,y)~ (x, ay) 

where x ,x ' eM, y,y'eN, aeR. Now define 

(46) M®RN = F/G, x®y = (x,y) + GeM®RN. 

We claim that (M®RN, ®) is a tensor product of M and N. First, we have 

(x + x') ® y — x ® y — x' ® y = ((x + x',y) + G) — ((x,y) + G) — ((x',y) + G) 

= ((x + x', y) - (x, y) - (xf, y)) + G 

= G = 0. 

Similarly, x®(_y + j / ) = x ® y + x ® / and xa®y = x®ay. Hence (M®RN, ®) 
is a balanced product. Now let (P,f) be any balanced product. Since F is the 
free abelian group with base M x i V , we have a (unique) homomorphism of F 
into P sending {x,y) ^f(x,y). Let K denote the kernel of this homomorphism. 
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The conditions Bl , B2, B3 imply that 

(x + x',y) - (x,y) - (x',y) 

(x,y + y')-(x,y)-(x,yf) 

(xa, y) — (x, ay) 

x,x'eM, y,y'eN, aeR, are in K. Then G cz K and so we have a 
homomorphism of M®RN = F/G into P sending x®y = (x,y) + G ^f(x,y). 

This is unique, since the cosets x®y generate M®RN. Hence we have verified 
that (M®RN, (g>) is a tensor product of MR and RN. 

We shall now assume that somehow we have made a determination of 
(M®RN,®). We simplify the notation to M®N or M®RN if we need to 
specify the ring R, and we speak of the tensor product of M and N. Now 
suppose we have module homomorphisms f:M M' and g:N -> N'. Then we 
have the map 

(x9y) ^fx®gy 

of M x N into M'®N', which satisfies the conditions for a balanced product of 
M and TV since 

f(x + x')®gy =fx®gy+fx'®gy 

fx®g(y+yf) = fx®gy +fx®gy' 

f(xa)®gy =fx®g(ay). 

Hence we have a unique homomorphism of M®N into M'®N' such that 

x®y ~> fx®gy. 

We denote this as f®g, so, by definition, 

(47) (f®g)(x®y)=fx®gy 

for all xeM, yeN. Suppose next that we have homomorphisms f :M' M", 

g':N' -+ N". T h e n / ' / : M ^ M", g'g:N -+ N" and 

(f'f®g'g){x®y) =f'fx®g'gy = (f ®g')(fx®gy) 

= (f'®g')((f®g)(x®y)) 

= ((f®gf)(f®g))(x®y). 

Since the elements x ® y generate M®N, this implies that 

(48) (f'®g'){f®g)=f'f®g'g-
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Since ( 1 M ® IjvX*®)7) = *®y, we have 

(49) 1m®1^= 1m®/v-

These results amount to saying that the maps 

(M,N)^M®N, (f,g)^f®g 

define a functor from the category mod-R x R-mod to the category Ab (or Z-
mod). We shall denote this functor as ® R . 

Again let / : M M' in mod-R and # : AT -> AP in R-mod. Then we have the 
commutativity of the diagram 

that is, we have 

(50) (/®i*')(1m®0) =f®9 = (V®#)(/®U 

This is an immediate consequence of (48). We also have that the following 
distributive laws 

( 5 1 ) ( / l + / 2 ) ® 0 = / l ® # + / 2 ® 0 

/®(01+02)=/®#l+/®#2 

for fi'.M M', gt:N AP will follow directly by applying the two sides to 
x®y, xeM, yeN. 

We shall now fix one of the arguments in the functor ® R and study the 
resulting functors of one variable. Let M be a fixed right R-module. Then we 
define the functor M®R (or M®) by specifying that for any left R-module N 

and any homomorphism g: N -+ AP of left R-modules, we have 

(M®R)N = M®RN, (M®R) (g) = \M®g. 

We haYelM®g'g = (lM®g')(lM®g) for g'\N'-+N" and 1 M ® 1* = 1m®n-

Moreover, we have the additivity property since 1m®(0i+#2) = 

1m®#i + 1m®02> by (51). Hence M®R is indeed a functor from R-mod to 
Z-mod in the sense that we have adopted in this chapter. In a similar manner, 
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any left module defines a functor ®RN (or ®N) from mod-# to mod-Z by 

{®RN)M = M®RN, (®RN)(f) = f®lN 

fo r / : M -> M' in mod-£. 
We now specialize M = R = RR, R regarded as right R-module. Then we 

have 

P R O P O S I T I O N 3.2. Let N be a left R-module. Then the map 

(52) rjN:y->l®y 

is an isomorphism of N regarded as a Z-module with R®RN. Moreover, N ->nN 

is a natural isomorphism of the forgetful functor from K-mod to Z-mod (or Ab) 
with the functor R®R. 

Proof. Evidently (52) is a Z-homomorphism. On the other hand, for reR, 

yeN, f (r, y) = ry is a balanced product of R and N. Hence we have a Z-
homomorphism £ N of R®RN into N such that Cw(r (g)j>) = ry. It is clear that 
CNnN = 1N and rjNCN ~ 1 r ® n - Hence the first assertion is valid. The second 
assertion is an immediate consequence of the definitions. • 

In a similar manner, if we define r\'M\M M®RR by x ~> x ® l , we see that 
this is an isomorphism and M ~> t?'m is a natural isomorphism of the forgetful 
functor from mod-R to mod-Z with the functor ®RR. The reader should note 
that a similar result for the hom functor was given in exercise 1, p. 99. 

The general result we noted in section 3.1 (p. 98) that functors on categories 
of modules respect finite coproducts can be applied to the functors M®R and 
®RN. In this way we obtain canonical isomorphisms of M®(®Nj) with 
®(M®Nj) and (®Mi)®N with ®(Mt®N). Combining these two we obtain 
an isomorphism of (®^Mi)®(®n

1Nj) with ®{™;")

)Mi®Nj. 

Proposition 3.2 shows that we have an isomorphism of R®RR onto the 
additive group of R such that r®s ^ rs. With this result and the isomorphism 
of (®Mi)®(®Nj) onto ®(Mi®Nj) it is easy to see that the example given at 
the beginning of this section of the balanced product of R{m) and {n)R into 
Mmn(R) is the tensor product. 

The result on the isomorphism of a finite coproduct ®(Mt®N) with 
(®Mt)®N can be extended to arbitrary coproducts. Let {Ma\ael} be an 
indexed set of right ^-modules. Then ®Ma is the set of functions 
(xa):a xaeMa such that xp = 0 for all but a finite number of /?, and if AT is a 
left il-module, (®Ma)®N is the set of sums of elements (xa)®y, yeN. 

Similarly, ®(Ma®N) is the set of functions (za), a zaeMa®N such that 
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Zp = 0 for all but a finite number of /?. Since every element of Ma®N is a sum 
of elements xa(g)j/, x a e M a , j /eiV, it follows that every element of ®(Ma®N) is 
a sum of elements {xa®y) where this denotes the function a xa®y. We shall 
now prove 

P R O P O S I T I O N 3.3 If the Ma, ocel, are right R-modules and N is a left R-

module, then we have an isomorphism 

nN:(®Ma)®N-+®(Ma®N) 

such that 

(53) (xJ®y~Axa®y). 

Proof Let ( x a ) e M a , yeN. Then (xa®y)e ®(Ma®N) and {{xa\y) (xa®y) 

defines a balanced product of ®Ma and N into ®(Ma®N). Hence we have a 
homomorphism o f . ( ® M a ) ® N into ®(Ma®N) such that (xa)®y<-y(xa®y). 

On the other hand, if ia is the canonical homomorphism of Ma into ®Ma 

(sending xa into the function whose value at a is xa and whose value at every 
P ^ oc is 0), we have the homomorphism ia®lN of Ma®N into (®Ma)®N. By 
the defining coproduct property of ®(Ma®N) we obtain a hoomomorphism 
Cat: ®(Ma®N) -> (0Ma)(g)iV such that 

(xa®y)^(xa)®y. 

Checking on generators, we see that rjN and £ N are inverses. Hence (53) is an 
isomorphism. • 

Now let N' be a second left R-module and let f.N'^N. We have the 
homomorphism lMoc®f of Ma®N' -> Ma®N, which defines the homomor­
phism / * of ®(Ma®N') -+ ®(Ma®N) such that (xa®y') {xa®fy') for 
x a e M a , j/EJV. We also have the homomorphism \®f of (©Ma)®i\r into 
(©M a )®7V where 1 = l @ M a . Now we have the naturality of the isomorphism 
nN given in Proposition 3.3, that is, 

( ® M J ® N' 7 ] N ' ^ ®(M„® N') 

(54) l®f 

( ® M J ® N J)N " ® ( M a ® N) 

is commutative. This follows directly by checking on the generators (xa)®yf. 
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We shall derive next the fundamental exactness property of the tensor 
functors. 

T H E O R E M 3.15. The functors M®R and ®RN are right exact. 

Proof Suppose N' i N -£> N". Since g is surjective, every element of M®RN" 
has the form J^x^gy^ xteM, yteN. T h u s J ® # is a n a m o r p h i s m of M®N 
onto M®N". Hence to prove that M®N' M®N—»M®N", it remains 
to show that k e r ( l ® # ) = i m ( l ® / ) . Since gf = 0, we have ( 1 ® # ) ( 1 ® / ) = 0 
and i m ( l ® / ) c k e r ( l ® g ) . Hence we have a group homomorphism 0 of 
( M ® A 0 / i m ( 1 ® / ) into M®N" such that x ® y + im (1®/ ) ^ x®gy. This is an 
isomorphism if and only if im ( 1 ® / ) = ker (l®g). Thus it suffices to show that 
0 is an isomorphism. Let xeM, y"eN" and choose a. yeN such that gy = y". 
We claim that the coset x®j/ + i m ( l ® / ) in (M®iV)/im(1®/) is independent 
of the choice of y. To see this, let y1,y2eN satisfy gyx = y" = gy2- Then 
Qiy\ —yi) = 0 a n d yi~yi=fy' f ° r y'eN'. Then x®yx + i m ( 1 ® / ) = 
x ® y 2 + i m (1®/ ) . We now have a map of M x N" into 
(M®iV)/im ( 1 ® / ) such that (x,y") ^ x®y + \m(\®f) where gy = y". It 
is clear that this is a balanced product. Hence we have a homo­
morphism 9' of M®N" into (M ® JV)/im (1 ®f) such that 9'(x®y") = 
x®y + im(l®f) where gy = y". Checking on generators we see that 
99' = 1m®n" a n d 9'9 = l(M®iv)/im(i(x)/> Thus 9 is an isomorphism. This proves 
the first assertion. The second is obtained in a similar fashion. • 

EXERCISES 

1. Let R o p be the opposite ring of R and regard a right (left) .R--module as a left 
(right) JRop-module in the usual way. Show that there is a group isomorphism of 
M®RN onto N®R«vM mapping x®y into y®x, xeM, yeN. Note that if R is 
commutative, this applies to M®RN and N®RM. 

2. Show that if m is a positive integer, then Z/(m)(x)mZ = Z/(m) ((x) = ® z ) . Hence 
show that 0 -> mZ(g)(Z/(m))-^-* Z® (Z/m) is not exact for i the injection of mZ in 
Z. Note that this shows that M® and ®M need not be exact functors. 

3. Use Proposition 3.2 and Theorem 3.15 to show that if m and n are positive 
integers, then (Z/(m))® (Z/(w)) = 11(d) where d = (m, w) the g.c.d. of m and n. 

4. Generalize exercise 3 to R a p.i.d. Use this and the structure theorem for finitely 
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generated abelian groups (BAI, p. 195) to determine the structure of the tensor 
product of two finitely generated modules over a p.i.d. 

5. Let ia,jfj,ka>lj be the canonical monomorphisms of M a into ©M a , of Np into ®N(j 

and of Ma®N(} into ®Ma®Np. Show that there is an isomorphism of 
(®Ma)®{®Np) onto ®Ma®Np sending iaxa®jpyp into kap(xa®yp). 

3.8 B I M O D U L E S 

Let M be a right R-module and let R' = End M. Then M can be regarded as a 
left R'-module if we define fx for feR', xeM, to be the image of x under the 
map / Since / is a homomorphism of the additive group of M, we have 
f(x + y) = fx-\-fy, and by definition of the sum and product of homomor­
phisms, we have (f+g)x = fx + gx and (fg)x = f (gx) iffgeR'. Clearly also 
l x = x so M is a left R'-module. Also the definition of module homomorphism 
gives the relation 

(55) f(xa) = (fx)a 

for xeM, aeR, feR'. This associativity connects the given right R-module 
structure with the left R'-module structure of M. More generally we now 
introduce 

D E F I N I T I O N 3.5. If R and S are rings, an S-R-bimodule is a commutative 
group M (written additively) together with actions of S and R on M such that M 
with the action of S (that is, the product sx, seS, xe M) is a left S-module, M 
with the action of R is a right R-module, and we have the associativity condition 

(56) s(xr) = (sx)r 

for all seS, xeM,reR. 

The foregoing considerations show that if M is a right R-module, then M 
can be regarded in a natural way as an R'-R-bimodule for Rf = End M. 

E X A M P L E S 

1. Let R be commutative. Then any right R-module M can be regarded also as a left 
R-module by putting ax = xa, aeR, xeM. It is often advantageous to regard M as an 
R-R-bimodule with ax = xa. The associativity condition a(xb) = (ax)h is an immediate 
consequence of the commutativity of R. 

2. Again let R be commutative and let rj be an automorphism of R. If M is a right R-
module, M becomes a left R-module by defining ax = xrj(a). This action together with 
the given right action makes M an R-R-bimodule. 
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3. Any right R-module can be regarded as a Z-R-bimodule by defining mx for me I. 
in the usual way. Similarly, any left R-module becomes an R-Z-bimodule. In this way 
the theory of one-sided modules can be subsumed in that of bimodules. 

4. If R is a ring, we have the left module RR and the right module RR. Since we have 
the associative law (ax)b = a(xb), we can put the two module structures together to 
obtain a bimodule. 

We write M = SMR to indicate that M is an S-R-bimodule. We define a 
homomorphism of SMR into SNR to be a map of M into N that is 
simultaneously an S-homomorphism and an R-homomorphism of M into N. 
It is clear from the associativity condition (54) that for any s, x sx is an 
endomorphism of MR (M as right R-module) and x xr is an endomorphism 
of SM if reR. Given SMR and TNR one is often interested in the 
homomorphisms of M into N as right R-modules. The set of these is denoted 
as homR(sMR, TNR), which is the same thing as hom K (M, JV). This is an abelian 
group. Since for seS, x sx is an endomorphism of MR, the composite map 

(57) (fs)x =f(sx) 

is a homomorphism of MR into NR i f / e h o m R ( M , JV). Similarly, if te T, then if 
we f o l l o w / b y the map y ty, yeN, we obtain a homomorphism of MR into 
NR. Thus tf defined by 

(58) (tf)x = t(fx) 

is in homR(MR, NR). It is clear from the associative and distributive laws 
for homomorphisms of modules that we have t(f± +/2) = tfx + tf2, 
(h + t2)f=t1f+t2f, ( M 2 ) f = ' i f o / ) , {h+fi)s=fis+f2s9 f{s1+s2)=fs1+fs2, 
f(sis2) = ( / s j sa iffiehomR(MR9N^9 s9steS, t9tteT. Also we have l / = / = / l 
and (tf)s = t(fs). We therefore have the following 

P R O P O S I T I O N 3.4. The abelian group homR(sMR, TNR) becomes a T-S-
bimodule if we define tf and fs for fehomR(sMR, TNR)9 seS, te T9 by 

{tf)x = t(fx)9 (fs)x =f(sx)9 

xeM. 
In a similar manner, in the situation RMS, RNT we obtain the following 

P R O P O S I T I O N 3.5. The abelian group homR(RMS9RNT) becomes an S-T-
bimodule if we define 

(59) (sf)x=f(xs), ft(x)=f{x)t. 
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We leave the proof to the reader. 
An important special case of Proposition 3.4 is obtained by taking the dual 

module M* = hom (MR,RR) of a right #-module M. We showed at the 
beginning of our discussion that the right-module M can be considered in a 
natural way as an K'-£-bimodule for R' = End M. Also R = RRR. Hence, by 
Proposition 3.4, M* is an i^-i^-bimodule if we define 

(60) (ry*)x = r(y*x), (y*r')x = y*(rfx) 

for reR,r'eRf, j ; * e M * , xeM. 

We now consider tensor products for bimodules. Given SMR and RNT we 
can form the tensor product with respect to R of the right module M and the 
left module N. Then we have 

P R O P O S I T I O N 3.6. The tensor product sMR®RNT is an S-T-bimodule if 

we define sz = (s®l)z and zt = z(\®t) for zeSMR®RNT. Here s is the 

endomorphism x ^> sx of MR and t is the endomorphism y ~> yt of RN. 

The verification is immediate and is left to the reader. 
Propositions 3.4, 3.5, and 3.6 show one advantage in dealing with bimodules 

rather than with one-sided modules: Tensoring or "homing" of bimodules 
having a common ring in the right place yields bimodules. It is interesting to 
see what happens when one iterates these processes. A first result of this sort is 
an associativity of tensor products, which we give in 

P R O P O S I T I O N 3.7. We have an R-U-bimodule isomorphism of 

(RMS®SNT)®TPU onto RMS®(SNT®TPU) such that 

(x®y)®z ~> x®(y®z) 

for xeM, yeN, zeP. 

Proof. For s e S we have 

xs®(y®z) = x®s(y®z) = x®(s®l) (y®z) = x®(sy®z). 

Hence for fixed z, fz(x,y) = x®(y®z) is a balanced product of M and N. 

Hence we have a group homomorphism of M®N into M®(N®P) sending 
x®y^x®(y®z). This maps Z*;®.)7; ^ Hxi®(yi®z). Now define 

f^Jc

i®yi,z) = Yxi®{y®z\ This defines a balanced product of M®N as 
right T-module and P as left r-module. Then we have a group homomor­
phism of (M®N)®P into M®(N®P) such that (x®y)®z ~> x®(y®z). It is 
clear that this is, in fact, an jR-L/-bimodule homomorphism. In a similar 
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manner, we can show that we have a bimodule homomorphism of M ® (7V®P) 
into ( M ® iV)®P such that x ® ( y ® z ) ~> (x®j;)®z. It is clear that composites 
in both orders of the two homomorphisms we have defined are identity maps. 
Hence both are isomorphisms. • 

We now consider the bimodules M = RMS, N = SNT, P = VPT. Then M®iV 
is an i^-T-bimodule and since P is a U-T-bimodule, h o m r ( M ® 7V,P) is a U-R-
bimodule by Proposition 3.4. Next we note that hom r ( iV,P) is a IZ-S-bimodule 
and hence h o m s ( M , h o m r ( N , P ) ) is a L / -#-bimodule , again by Proposition 3.4. 
Now let / e h o m r ( M ® N , P ) . Then fx:y f(x®y)ehomT(N,P) and 
x fxehoms(M,homr(N,P)). We have 

P R O P O S I T I O N 3.8. If M = RMS, N = SNT, P = VPT, then the map 
<P:f 9(f) °f h o m T ( M ® i V , P ) such that cp(f) is x fx, xeM, where fx 

is y f(x®y), yeN is an isomorphism of hom r (M®7V,P) onto 
hom s (M,hom r (A/ r ,P) ) as U-R-bimodules. 

Proof Direct verification shows that is a [/-jR-bimodule homomorphism. 
In the other direction, let gehom s (M,hom r (7V,P) ) . Then if x e M and yeM, 
g(x)(y)eP. If seS, we have g(xs)(y) = (g(x)s)(y) = g(x){sy). Since g(x)(y) is 
additive in x and y, this defines a balanced product of Ms and SN. Hence we 
have a group homorphism / of M®TV into P such that f(x®y) = g(x)y. 
Replacing y by yt and using the uniqueness of the cor responding/ we see t h a t / 
is a T-homomorphism. Put if/(g) =f Then the definitions show that (pi//(g) = g 
and \l/cp(f) = f Hence cp is an isomorphism. • 

EXERCISES 

1. Let M be an K-i^-bimodule and let S — R x M endowed with the abelian group 
structure given by these structures in R and M: (r, x) + (V, x') = (r + r', x + x'). 
Define a product in S by 

(r,x)(r',x') = {rr',rx' +xr'). 

Verify that this defines a ring with unit 1 = (1,0) containing the subring of 
elements of the form (r,0) and the ideal of elements of the form (0,x). These 
can be identified with R and M respectively. Then S = R 0 M and M 2 = 0. 

2. Let M be an R-S-bimodule for the rings R and S. Form the ring T = R(&S. Show 
that M becomes a F-F-bimodule by defining for (r,s)eR@S and xeM 

(r, s)x = rx, x(r, s) = xs. 
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Apply the construction in exercise 1 to define a ring determined by R, S and M as 
a set of triples (r, s, x). 

3. Specialize Proposition 3.8 by taking R = r = [ / = Z t o obtain an isomorphism 
of homz(M <g) N, P) onto homs(M, homz(iV, P)) for M = Z M S , N = s iVz, 
P = ZPZ. Use this to show that the functor M (g)R from R-mod to Z-mod (or Ab) 
is a left adjoint of the functor homz(M, —) from Z-mod to R-mod. 

4. Let S be a subring of a ring R. Then any right R-module becomes a right S-
module by restricting the action to S. Homomorphisms of right R-modules are 
homomorphisms of these modules as right S-modules. In this way one obtains a 
functor F from mod-R to mod-S ("restricting the scalars to 5"'). Show that F has 
both a left and a right adjoint. (Hint: Given a right 5-module M, consider 
M(x)sR where R is regarded as left S-module in the obvious way. Consider also 
homs(R,M).) 

3.9 A L G E B R A S A N D C O A L G E B R A S 

We shall now specialize the theory of tensor products of modules to the case in 
which the ring is a commutative ring K. Considerably more can be said in this 
case. In particular, tensor products of modules over K provide an alternative 
definition of an algebra that in many ways is preferable to the one we gave 
originally (p. 44). For one thing, the new definition suggests the dual concept 
of a coalgebra. Moreover, it facilitates the definition of tensor products of 
algebras. Both of these concepts are of considerable importance. We shall give 
a number of important constructions of algebras, notably, tensor algebras, 
exterior algebras, and symmetric algebras defined by i^-modules. 

If K is a commutative ring, then K is isomorphic to its opposite ring Kop. 

Hence any left (right) X-module can be regarded as a right (left) X-module by 
putting kx = xk, keK. Thus we need not distinguish between left and right 
modules; we shall simply speak of modules over K. Another special feature of 
modules over a commutative ring is that for a fixed leK, the scalar 
multiplication x ~> lx is an endomorphism. This is an immediate consequence 
of the commutative law. 

It is also sometimes useful to regard a module over K as a K-bimodule in 
which the two actions of any keK on the module M coincide: kx = xk. Again, 
the commutativity of K insures that the conditions for a bimodule are satisfied. 

If M and N are K-modules, we can regard these as K-K-bimodules and 
form M®KN, which is again a K-X-bimodule. If keK, xe M, yeN, then 

k(x®y) = kx®y — x®ky = (x®y)k. 

In view of this relation, we may as well regard M®KN simply as a K-module 
(left or right). The map (x,y) x®y of M x N into M®N is K-bilinear in the 
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sense that for fixed x, y x®y is a iC-homomorphism and for fixed y, 

x ~> x®y is a X-homomorphism (cf. BAI, p. 344). 
Now let/:(x,y) -*f(x,y) be any K-bilinear map of M x N into a K-module 

P. Then we have 
Bl . / ( * ! + x 2 , j / ) = / ( x l 9 3 ; ) + /(x 2 , j>) 
B2. / ( x , 3̂ 1 + y 2 ) = 3>i) + f(x, y2) 

B3. /(foe, 3;) = kf(x, y) = f(x, ky) 

for keK, xeM, yeN. Since kx = xk, keK, xeM, B l , B2, and B3 imply that 
(P,f) is a balanced product of M and AT. Hence we have the additive group 
homomorphism of M®KN into P such that x®y ^f(x,y). Evidently, by B3, 
this is a K-module homomorphism. Conversely, if n is a K-homomorphism of 
M®KN into a i^-module P, then f(x,y) = n(x®y) is a iC-bilinear map of 

M x i V into P. 
In particular, f(x, y) = y®x defines a X-bilinear map of M x N into N®M. 

Hence we have a K-homomorphism o of M®N into N®M such that 
x ® y j ;®x. Similarly we have a K-homomorphism <x' of N®M into M®N 

such that j / ® x - - » x ® j ; . Then a' = a'1, so cr is an isomorphism. Taking 
AT = M we obtain the automorphism of M®M such that x ® y ^ y ® x . 

We recall also that we have the associativity of tensor multiplication in the 
sense that if M, N, and P are K-modules, then we have a K-isomorphism of 
(M®N)®P into M®(N®P) such that (x®y)®z x®(j/®z) for x e M , 
yeN, zeP (Proposition 3.6, p. 135). 

We can now give the alternative definition of an algebra over K: 

D E F I N I T I O N 3.6. IfK is a commutative ring, an (associative) algebra over 
K (or a iC-algebra) is a triple (A,n,s) where A is a K-module, n is a K-

homomorphism of A® A into A, and s is a K-homomorphism of K into A such 

that the following diagrams are commutative 
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Here we have written A®A® A for either (A® A)®A or A®{A®A), which 
we identify via the isomorphism mapping (x®y)®z^ x®(y®z), x,y,zeA, 
and n® 1 is the K-homomorphism applied to (A®A)®A while l®n is applied 
to A®(A® A). The unlabelled arrows are the canonical isomorphisms sending 
k®x, keK, xeA, into kx and x®k into xk = kx. 

Suppose we have an algebra according to this definition. We introduce a 
product 

(61) xy = n(x®y) 

in A and we define 1 in A by 

(62) el = 1. 

Let x,y,zeA and apply the commutativity of the first diagram to 
(x®y)®z = x®(y®z) in A® A® A. This gives the associative law 
(xy)z = x(yz). If we take the element k®x in K®A and apply the 
commutativity of the left-hand triangle in the second diagram, we obtain 
kx = n(s®i) (k®x) = n(kl®x) = (kl)x. Similarly, the right-hand triangle gives 
x(kl) = kx. It follows that lx = x = xl and we have the algebra condition 
k(xy) = (kx)y =^\(ky) by the associative law applied to kl, x, and y. 

Conversely, suppose we have an algebra in the first sense. Then the given 
product xy is i^-bilinear, so we have a X-homomorphism n of A® A into A 
such that n(x®y) = xy. We define s:K -+ A by k^kl. Then we have the 
commutativity of the first diagram by the associative law and of the second by 
kx = (kl)x = x(kl), which follows from k(xy) = (kx)y = x(ky). 

Thus the two definitions are equivalent. 
We have given a number of examples of algebras over fields in BAI, pp. 

406-409 and pp. 411-414. We shall now give some examples of algebras over 
an arbitrary commutative ring K. 

E X A M P L E S 

1. End^M. Let M be a K-module, A = End M. We know that this has a ring 
structure with the natural definitions of addition, zero, negatives, product, and 1. Also 
A is a K-module and k(fg) = (kf)g = f(kg) for keK, f,geA, since applying these to 
any xeM gives k((fg)x), ((kf)g)x, (f(kg))x. All of these are equal by the definition of 
(kf)x = f {kx) = k{fx). Hence we have an algebra over K in the old sense. 

2. Tensor algebras. Before giving our next construction, we need to consider a 
general associativity property of tensor products of i£-modules. Let M 1 , M 2 , . . . , M n 

be i£-modules. We define M1®---®Mn inductively by M1®-'®Mi = 
{M1®---(g)Mi_1)(g)Mi. Also if XjeMj, we define xx0- • -®xn inductively 
by x1®---®xi= (x1®-m®xi-1)®xi. Now we claim that if 1 ^ m < n, we 
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have a unique isomorphism nmn of (M1®-•-®Mm)®(Mm + 1®-•-®Mn) onto 
M x ® • • • ®Mn such that 

(63) nm,n((Xl®' ' ' ® ^ m ) ® ( ^ m + l ® - " -®*J) = * 1 ® ' ' ' ® X m ® m + 1 ® ' " - ® X „ . 

This is immediate by induction on n — m using the isomorphism (M®N)®P ^ 
M®{N®P) given in Proposition 3.7. 

Now suppose all of the Mt = M, a given K-module, and put M ( l j = M®---®M, z 
times, i = 1,2,3, Also put M ( 0 ) = K and define 7c0,n: K®M(n) -> M( M ), n = 0 ,1 , . . . , to 
be the canonical isomorphism mapping k®x into kx. Define 7i„„ as the canonical 
isomorphism sending x®k into kx = xk. Now form the K-module 

00 

(64) T(M) = © M{i) = K © M ( 1 ) © M ( 2 ) 0 - - -
o 

We can modify the definition of nmn, 0 < m ̂  n, n = 0,1,2,... so as to regard this as a 
^-homomorphism into T(M). Using the fact that 0 ( M ( O ® M ( j ) ) is the coproduct of the 
modules M(i)®MU) we obtain a homomorphism %' of @(M ( 0 ®M ( j ) ) into T(M), which 
coincides with rc^ on M{m)®M(n~m) (identified with their images in @(M( I - )®M( i ))). We 
also have an isomorphism of T(M)®T{M) = (©M ( 0 )®(©M a ) ) onto ©(M ( 0 ®M ( j ) ) 
(exercise 5, p. 133). Hence we obtain a homomorphism n of T(M)®T(M) into T(M), 
which is found by following this isomorphism with the homomorphism n'. Now let s be 
the injection of K into T(M) = ©M ( 0 . We claim that (T{M),n,s) is an algebra in the 
sense of Definition 3.6, or equivalently, if we put xy = n(x®y), we have the associative 
law and lx = x = xl. The second of these is clear. To prove the first, we note that any 
element of T(M) is a sum of terms of the form kl and elements of the form xx®- • -®xm, 
so it suffices to prove associativity of multiplication of terms of these forms. Then the 
general associativity will follow by the distributive law. Associativity of products, one of 
which is kl, is clear since the definition of the product gives (kl)x = kx — x(/cl). Now 
consider x = xt®- • -®xm, y = yx®-• -®yn, z = zx®-• -®zp, m,n,p>0. The definition 
of n gives 

(xy)z = ( ( X i ® - • • (x ) x j ( y 1 (x) - • -®yn))(zi®'m '®Z

P) 
= ix1®-• •(x )x m (x )y 1 (g) - • -®yn)®{z1®- • -®zp) 
= x1®-- •®x m ®y 1 ®- • •®3;„®z1®- • -®zp. 

In a similar fashion, one obtains the same result for x(yz). Hence our definitions do give 
a K-algebra. This is called the tensor algebra T(M) defined by the given K>module M. 

We now consider the forgetful functor F from the category K-alg to the category K-
mod. We claim that (T(M),i) where i is the injection of M in T(M) constitutes a 
universal from M to F. To see this, le t /be a K-module homomorphism of M into a K-
algebra A. We define a X-homomorphism/( , 1 ) of M{n) into A, = 1,2,... b y / ( 1 ) = / and 
f(i) is the homomorphism of M ( l ) = M ( I _ 1 ) ® M obtained by composing f{i~1]®f with 
the homomorphism of A® A into /I, sending x®y into xy. Then for x(eM we have 

(65) f(n)(x1®---®xn)=f(x1)---f(xn). 

We define / ( 0 ) : K -> A as k^kl and we l e t / * be the K-module homomorphism of 
T(M) into ,4 that coincides wi th / ( , , ) on M ( n ) , n = 0,1,2,.... It is immediate from (65) 
tha t /* is a i^-algebra homomorphism. Now it is clear from the definition of T(M) that 
T(M) is generated by M. Hence/* is the only homomorphism of T(M) into A that 



3.9 Algebras and Coalgebras 141 

coincides with / on M. Thus (T(M), i) is a universal from M to the forgetful functor 
from iC-alg to X-mod. 

An algebra A is called graded (by the natural numbers 0,1,...) if A = 0J)Mf where At 

is a submodule of A and <= Ai+j. The submodule 4 f is called the homogeneous part 
of degree i of A. An example of this sort that should be familiar to the reader is 
obtained by taking A = K[X1,... the polynomial algebra over K in indeterminates 
Xl9...,Xr (BAI, pp. 124-126). Let At be the set of homogeneous polynomials of (total) 
degree i (BAI, p. 138). Then these provide a grading for A = K[Al9..., kr~\. The tensor 
algebra T(M) is graded by its submodules M(i) since we have T(M) = ©M ( l ) and 
M(i)MU) = M{i)®MU) cz M(i+j). 

The tensor algebra is the starting point for defining several other algebras. Perhaps 
the most important of these are exterior algebras and symmetric algebras, which we 
shall now define. 

3. Exterior algebras. We define the exterior algebra E(M) of the X-module M as 

(66) E{M) = T(M)/B 

where B is the ideal in T(M) generated by the elements 

(67) x(x)x, 

xeM. It is clear from the definition that the elements in the ideal B are contained in 
Zi^2^( 0- Hence B n M = 0 and the restriction to M of the canonical homomorphism 
of T(M) onto £(M) = T{M)/B is injective. Then we can identify M with its image and 
so regard M as a subset of E(M). It is clear that M generates E(M). It is clear also that 
since the ideal B is generated by the homogeneous elements x(x)x, B is homogeneous in 
the sense that B = where B(i) = B n M ( 0 . It follows that £(M) is graded by the 
subsets E(i) = (M ( / ) + £)/£, that is, we have E(M) = © £ ( 0 and E(i)EU) cz E(i+j\ 

Now suppose A is a K-algebra and / is a K-module homomorphism of M into 4̂ 
such that / (x ) 2 = 0 in A for every xeM. The universality property of T(M) gives a 
homomorphism / * of T(M) into yl, extending the given map / of M. Since 
/*(x) 2 = / ( x ) 2 = 0, xeM, the kernel of / * contains every x(x)x, x e M . Hence it 
contains the ideal B defining E(M). Then we have a homomorphism / of E(M) into A 
sending x (as element of E(M)) into f(x). In other words, any K-module 
homomorphism/of M into an algebra A satisfying/(x)2 = 0, xeM, can be extended to 
a X-algebra homomorphism of E{M) into A. Since E{M) is generated by M, it is clear 
that this homomorphism is unique. Thus E(M) has the universality property that any 
i£-module homomorphism/of M into a K-algebra such tha t / (x) 2 = 0 for all xeM has 
a unique extension to an algebra homomorphism of E(M) into A. This property implies 
that in the case in which M is a finite dimensional vector space over a field, the exterior 
algebra we have defined here is the same as the algebra we constructed in BAI, pp. 
411-414, using bases. 

4. Symmetric algebras. We start again with T(M) and we now factor out the ideal C 
generated by the elements of the form 

(68) x(x)y — j/(x)x 

x,yeM. The resulting algebra S(M) = T(M)/C is called the symmetric algebra of the K-
module M. The arguments used for the exterior algebra show that we may regard M as 
a subset of S(M) which generates S(M) and that S(M) is graded by the submodules 
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= (M( I ) + C)[C. We have xy = yx in S(M) for the generators x,yeM. This implies 
that S(M) is a commutative algebra. Moreover, it is easily seen that S(M) together with 
the injection of M into S(M) constitutes a universal from M to the forgetful functor 
from the category Comalg of commutative algebras to the category K-mod. 

5. Universal, enveloping algebra of a Lie algebra. We recall that a Lie algebra L over a 
commutative ring K is a K-module equipped with a bilinear composition (x, y) [xy] 
that satisfies the two conditions 

[xx] = 0 
[ [ » ] + [ | » ] + [ M ^ ] = o . 

If y4 is an associative algebra, A defines a Lie algebra A ~ whose K-module structure is 
the same as that of A and whose Lie product is [xy] = xy — yx (BAI, p. 432). If A1 and 
A2 are associative algebras, a homomorphism of A1 into A2 is also a homomorphism of 
A1 ~ into A2~. In this way we obtain a functor F from the category K-alg of associative 
algebras over K to the category X-Lie of Lie algebras over K. We proceed to show that 
given any Lie algebra L there exists a universal from L to the functor F. To construct 
this, we form the tensor algebra T(L) for the K-module L:T(L) = K^Ii^QIi2^--• 
and we let B be the ideal in T(L) generated by all of the elements of the form 

[xy] - x(x)y + y(x)x, x ,yeL ( = li1]). 

Put U(L) = T(L)/B and let u be the restriction to L of the canonical homomorphism of 
T(L) onto U(L) = T(L)/B. Then M is a homomorphism of the Lie algebra L into 
£/(L)~. We call U(L) the (universal) enveloping algebra of the Lie algebra L. We claim 
that ((7(L), u) constitutes a universal from L to the functor F. 

We have to show that if A is any associative algebra and g is a homomorphism of L 
into ^4~, then there exists a unique homomorphism g of associative algebras, 
g :U(L) -> A, such that the following diagram of Lie algebra homomorphisms is 
commutative 

We have seen that we have a unique homomorphism g* of T(L) into A extending the 
K-homomorphism g of L into A Now #([xy]) = g(x)#(y) — g(y)g(x) for x ,yeL, since # 
is a homomorphism of L into A~. Hence 

g*([xy] - x(x)y + y(x)x) = #([xy]) - g(x)g(y) + #(y)#(x) = 0. 

which implies that B cz kerg*. Hence we have a homomorphism g of C/(L) = T(L)/B 
into ^ such that g(x-\-B) = g(x) or gu(x) = g(x). Thus makes the preceding diagram 
commutative. Since L generates T(L), u(L) generates U(L). Hence g is unique. 

We remark that the result we have established: existence of a universal to F for every 
Lie algebra is equivalent to the statement that the functor F from K-alg to iC-Lie has a 
left adjoint from K-Lie to K-a\g. A similar remark can be made for symmetric algebras. 
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We observe also that a symmetric algebra of a i£-module M can be regarded as the 
enveloping algebra of the Lie algebra M in which the composition is the trivial one: 
[xy] ss 0. 

We consider next the tensor products of associative algebras. Let (Ahnh8i), 
i=l,2, be algebras in the sense of Definition 3.6. Then ni: At®At -> Ai9 

8- :X -> Ai and we have the commutativity of the diagrams given in the 
definition. Now consider the ^-modules A1®A2 and (A1®A2)®(Al®A2). 
Using the fact that we have an isomorphism of A2®A1 onto A1®A2 sending 
every x 2 ® x 1 ^> X i ® x 2 , xteAt and the associativity of tensor products, we 
obtain an isomorphism of (A1®A2)®(A1®A2) o n t o (A1®A1)®(A2®A2) 
such that 

(x1 ®x2)®(y1 ®y2)~> ( x x ® y 1 ) ® ( x 2 ® y 2 ) . 

Following this with 7i1®n2 we obtain a K-homomorphism % of 
{A1®A2)®(A1®A2) into Ai®A2 such that 

( x 1 ® x 2 ) ® ( ) ; 1 ® y 2 ) ~> 7c 1 (x 1 (g)}; 1 )(8)7c 2 (x 2 (g)3;2). 

In other words, we have a product composition in Ax ®A2 such that 

(69) c * ! ® ^ ) ^ ! ® ^ ) = xiyi®x2yi 

in terms of the products in Ax and A2. Also put 

(70) 1 - l i ® l 2 . 

Then for xhyi,zieAi we have 

( ( x 1 ® x 2 ) ( j ; 1 ® j ; 2 ) ) ( z 1 ® z 2 ) = (x1y1)z1®(x2y2)z2 

( x 1 ® x 2 ) ( ( j ; 1 ® j ; 2 ) ( z 1 ® z 2 ) ) - x1(y1z1)®x2(y2z2). 

This implies the associativity of the multiplication in A = A1®A2. We have 

l ( x 1 ® x 2 ) = x x ® x 2 = ( x 1 ® x 2 ) l , 

which implies that 1 is the unit under multiplication. Hence A is a K-algebra. 
We call A = Al®A2 the tensor product of Al and A2. 

The tensor product of algebras is characterized by a universal property, 
which we proceed to describe. We note first that the maps x 1 ^ x 1 ® l 2 , 
x 2 ~> 1 i ® x 2 are homomorphisms of A1 and A2 respectively into AX®A2. 
(These need not be injective.) We have 

(71) (x1(g)l 2)(l 1C3)x2) = x x ® x 2 = ( 1 1 ® x 2 ) ( x 1 ® 1 2 ) , 
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that is, if e1\x1 ^x1®l2 and e2:x2 ~> l1®x2, then e1(x1)e2{x2) = e2(x2)e1(x1) 
for all x1eA1, x2eA2. Now suppose f is a homomorphism of At, i = 1,2, into 
an algebra B such that f1(x1)f2(x2) = f2(x2)fi(xi)> xiE^i- Then we claim that 
we have a unique algebra homomorph i sm/o f A1®A2 into B such that/^- = / . 
To prove this we define a map ( x l 5 x 2 ) A(x1)f2(x2) of x A 2 into B. This is 
K-bilinear, so we have a K-module h o m o m o r p h i s m / o f A1®A2 into B such 

that / ( x 1 ® x 2 ) = / 1 ( x 1 ) / 2 ( x 2 ) . Since / ( l ) = / ( l 1 ® l 2 ) = / i ( l i ) / 2 ( l 2 ) = 11 = 1 

/ i s a K-algebra homomorphism. We have fex(x^) = / f o ® 12) = / i ( x ! ) / 2 ( l 2 ) = 
/ ^ x j and fe2(x2) = f2(x2\ so fei=fi. The relation (71) and the fact 
that every element of A1®A2 is a sum Y,jxij®xip xijE^u imply that / i s the 
only homomorphism of A1®A2 satisfying fet = f. 

Tensor multiplication of algebras is associative and commutative in the 
sense of the following 

T H E O R E M 3.16. We have an isomorphism of A1®A2 onto A2®A1 mapping 
x x ® x 2 into x 2 ® x x and an isomorphism of (A1®A2)®A3 onto A1®(A2®A3) 
mapping ( x 1 ® x 2 ) ® x 3 into x 1 ® ( x 2 ® x 3 ) , x^A^ 

Proof We have seen that we have module isomorphisms of the form 
indicated. Direct verification shows that these are algebra maps. • 

We have observed several instances in which the use of Definition 3.6 for an 
algebra is advantageous. Perhaps its most important advantage is that this 
definition suggests a dual concept. We present this as 

D E F I N I T I O N 3.7. A coalgebra over K (or K-coalgebra) is a triple (C,8,oc) 
such that C is a K-module, 8 is a K-homomorphism C -» C®KC, and oc is a K-
homomorphism C ->• K such that the following diagrams are commutative: 

and 

/ ( ( x 1 ® x 2 ) ( j ; 1 ® 3 ; 2 ) ) = f(x1y1®x2y2) 

= fi(x1y1)f2{x2y2) =f1(x1)f1(y1)f2(x2)f2(y2) 

=A(xi)f2(x2)f1(y1)f2(y2) =f(xi®x2)f(yi®y2\ 

c ® c ® c 8 ® 1 c ® c 

4 

1 0 8 8 

C® C 8 C 
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C® C 

c 

where the maps C C®K and C -> K®C are x ~> x®l and x ~» l®x. The 
map 5 is called a diagonalization and a is called an augmentation. 

It is nice to have a pretty definition, but it is even nicer to have some pretty 
examples. Here are a couple for coalgebras. 

E X A M P L E S 

1. Let G be a group and let K[G] be the group algebra over K of G (see BAI, p. 127 
(exercise 8) and p. 408). This has G as module base over K and the product in K[G~] is 
given by the formula (EMi)(zZl'jtj) = T.kiljsitj where khljSK, s^tjeG. As usual, we 
identify the element Is, seG, with s and so regard G as imbedded in K[G~]. The 
fundamental property of K[G] is that if g is a homomorphism of G into the 
multiplicative group of invertible elements of an algebra A, then g has a unique 
extension to a homomorphism of K[G~] into A. Now take A = K[G~]®KK[G~\. It is 
clear that the map s ~> s®s of G into A is a group homomorphism, so this has an 
extension to an algebra homomorphism S of K[G~] into K[G~]®K[G~\. We also have a 
unique algebra homomorphism a of i£[G] into K extending the homomorphism s ~> l 
of G into the multiplicative group of K. Then (K[G],<5,a) is a coalgebra. We leave it to 
the reader to verify the conditions in the definition. 

2. Let U(L) be the enveloping algebra of a Lie algebra L. If u is the map of L into 
U(L), then we have w([xy]) = [w(x),u(y)] {= u(x)u{y) — u(y)u(x)) for x,yeL. Put 
u2(x) = w(x)(x)l + 1(X)W(X)G U(L)®U(L). It follows from the commutativity of any <a(x)l 
and l®b,a,beU(L) that 

[t/2(x),w2(y)] = w2([xy]) 

so u2 is a homomorphism of L into U(L)(g)U{L). This has a unique extension to a 
homomorphism (5 of £/(L) into U(L)®U(L). Similarly, we have a homomorphism a of 
L/(L) into K such that w(x) ^ 0 for all xeL . We leave it to the reader to verify that 
(17(L), S, a) is a coalgebra. 

Both of the preceding examples are algebras as well as coalgebras. 
Moreover, the maps S and a are algebra homomorphisms. In this situation, the 
composite system (C, n, s, S, a) is called a bialgebra. Bialgebras of a special type, 
now called Hopf algebras, were introduced by Heinz Hopf in his studies of the 
topology of Lie groups. 
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EXERCISES 

1. Let M and N be vector spaces over a field K, M* and N* the dual spaces. Verify 
that if fe M*9 g e N*9 then (x, y)^f (x)g(y) is a bilinear map of M x N into K. 
Hence there is a unique he(M®N)* such that h(x®y) =f(x)g(y). Show that 
there is a vector space monomorphism of M*®iV* into (M®N)* such that 
f®g^h and that this is an isomorphism if M and N are finite dimensional. 

2. Let M and N be finite dimensional vector spaces over a field K. Show that there 
is an isomorphism of End x M® K End x iV onto EndK(M®KN) such tha t /®g for 
/ e E n d x M and geEndKN is mapped into the linear transformation of M®N 
such that x®y ~>/(x)®g(y). Does this hold if M or N is infinite dimensional? 

3. Let (A9nA98A) and (B,nB9sB) be algebras over K. Show that a K-homomorphism 
0: A -» 2? is an algebra homomorphism if and only if the diagrams 

commute. 
Dualize these diagrams to obtain a definition of homomorphism of coalgebras. 

4. Let (C, n9 e) be an algebra and (C, S, a) be a coalgebra. Show that (C, n9 s, S9 a) is a 
bialgebra if and only if n and s are coalgebra homomorphisms. 

5. Let (C, <5, a) be a coalgebra over a field X and let p denote the monomorphism of 
C*®C* into (C(x)C)* given in exercise 1. Put % = d*p where S* : (C®C)* -> C* is 
the transpose of the map ^ : C ^ C ® C (p. 21). Let e = a*i where i is the 
canonical isomorphism of K onto X* = hom (K,K) and a* is the transpose of a. 
Verify that (C*,n9e) is an algebra. This is called the dual algebra of (C,39a). 

6. Let (/4,7c,e) be a finite dimensional algebra over a field K. Let T be the 
isomorphism of (A®A)* onto A*®A* given in exercise 1. Put S = in* where 
n*:A*-+{A®A)* is the transpose of n and a = i _ 1 e * where i is as in exercise 5 
and s* is the transpose of e. Verify that (A*9S9<x) is a coalgebra. This is called the 
dual coalgebra of ^. 

7. Let C(rc) have the base {xtj \ 1 ^ f J ^ n} over a field K. Let (5 and a be the linear 
maps such that S(xtj) = J^ = 1xik®xkj and a(xi7) = <50-. Verify that (C(n)9S,(x) is 
the dual coalgebra of Mn(K). 

8. If (A,n,s) is an algebra, a left ^4-module is defined as a i£-module M and a map 
ju:A®kM -> M such that 
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commute. 
Dualize to define comodules for coalgebras. 

9. An algebra A is called filtered if for every i = 0,1,2,... there is defined a subspace 
A{i) such that (i) A(i) cz A(J) if i < ( i i ) \JA® = A, (hi) A{i)AiJ) cz A{i+J\ Show 
that if I is a set of generators of A, then A is filtered by defining 
A{i) = K1+KX + KX2 + • • • 4- KX1 where K Y is the K-submodule spanned by the 
set Y and Xj is the set of products of j elements in X. 

10. Let A be a filtered algebra and define G(4) = ®^At where A£ = A ( % 4 ( ' _ 1 ) for 
i > 0, A0 = A{0). Show that G(A) can be given the structure of a graded algebra 
in which (at + A(i~iy){aj + Au~1]) = ata} + A{i+j~1). G(A) is called the associated 
graded algebra of the filtered algebra A. 

11. If K is a commutative ring, let A = K[X~\I(X2)9 X an indeterminate. Show that 1 
and the coset d = X + (X2) form a K-base for A and d2 = 0. A is called the algebra 
of dual numbers over K. Let A be a K-algebra and form the algebra A(g>x.4. Note 
that this is a right /I-module in which (b®x)y = b(x)xy for 5eA, x j e i . Show 
that 1 ( = 1® 1) and d = d(x)l form a base for A® A over A and we have 

( X i + ^ i ) (^2 + ^2) = * i * 2 + 4*1 J>2 + yixi) 

where x f = 1 • x f and xi9 yt e A. Show that a K-endomorphism Z) of A is a 
derivation, that is, 

D{xy) = (Dx)y + x(Dy) 

for x, ye A if and only if the A-endomorphism of A®KA such that x^x-\-d(Dx\ 
xeA, is an automorphism of A®KA. Show that if aeA, then 1+da is invertible 
in A®KA with inverse 1— da and (1 + da)x(\ — da) = x + d(ax — xa). Hence 
conclude that x ^ [a, x] = ax — xa is a derivation. This is called the inner 
derivation determined by a. 

12. Generalize exercise 11 by replacing A by A{n) = K[X~]/(Xn), n^2, to obtain 
A{n)(g)KA9 which is a right A -module with base (l9d9d2

9... , d n _ 1 ) where 
d = X + {Xn) and d is identified with the element d®l of A(n)(g)A Call a sequence 
D = (D0 = l9Di9... ,D n _!) of X-endomorphisms of A a higher derivation of order 
n if 
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for x,yeA, 0 ^ i < n — 1. Show that D = (l^D^...,Dn-x) is a higher derivation 
of order n if and only if the A-endomorphism of A®KA such that 

x x + d ^ x ) + d2(D2x) + • • • + dn" HAr - ±x) 

is an algebra automorphism. 

13. Let M and A be modules over a commutative ring K, A and 5 algebras over K, 
K' a commutative algebra over K, K" a commutative algebra over K'. Write 
MK> = K'®KM etc. Note that K" is an algebra over K in which fc/c" = (kl)k" for 
/c e K, k" e K" and 1 is the unit of Kf. Prove the following isomorphisms: 

(i) MK,®K,NK, ^ (M®KN)K> as K'-modules. 
(ii) AK,®K,BK, ^ (A®KB)K, as K'-algebras. 

(iii) (MK)K„ ^ MK„ as ^''-modules. 
(iv) ( ^ k ' ) x " = AK„ as X"-algebras. 

3.10 PROJECTIVE M O D U L E S 

In this section we shall introduce a class of modules that are more general than 
free modules and that, from the categorical point of view, constitute a more 
natural class. We recall a basic homomorphism lifting property of free Q-
algebras: If F is a free Q-algebra and A is a surjective homomorphism of the Q-
algebra A onto the Q-algebra A, then any homomorphism f of F into A can be 
"lifted" to a homomorphism f of F into A, that is, there exists a 
homomorphism f of F into A such that / = kf (p. 80). A similar result holds 
for free modules. If we have a diagram 

F 

f 

.1 

where F is free, we can complete it by an / : F -> M to obtain a commutative 
diagram. The proof is the same as for Q-algebras: Let X be a base for F. For 
each xeX choose an element ueM such that ku =fx and let / be the 
homomorphism of F into M such that fx = u. Then kfx = fx for all x e X so 
kf = f, as required. 

We single out this property of free modules as the basis for the following 
generalization. 

D E F I N I T I O N 3.8. A module P is called projective if given any diagram 
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P 

f 

there exists a homomorphism g:P -» M such that 

P 

is commutative. In other words, given an epimorphism p:M^N, then any 

homomorphism/:P -» N can be factored asf= pg for some g:P -> M. 

We recall that for any module M, the functor hom (M, —) is left exact. 
Hence if 

(72) 0 -> AT -4 N A N" -» 0 

is exact, then 

0 - hom (M, JV') hom (M, AT) hom (M, N") 

is exact. Now suppose M = P is projective. Then given / e hom (P,N") there 
exists a # E h o m ( P , A 0 such that hom (P,p) (g) = pg =f Thus in this case, 
hom (P,p) is surjective and so we actually have the exactness of 

0 - hom (P, AT) hom (P, JV) h o m ( j P > ^ } _ 0 

as a consequence of the exactness of (72). Hence if P is projective, then hom (P, —) is 
an exact functor from mod-R to mod-Z. 

The converse holds also. Suppose hom (P, —) is exact and suppose M TV. 
Let K = ker p. Then we have the exact sequence 0 - > K ^ M ^ i V ^ 0 where z 
is the injection map. Applying the exactness of hom (P, —), we obtain the 
property stated in Definition 3.8. We have therefore established the following 
categorical characterization of projective modules. 

P R O P O S I T I O N 3.9. A module P is projective if and only if hom (P, —) is an 

exact functor. 
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How close are projective modules to being free? We shall give some answers 
to this question. First, we need a simple result on short exact sequences 

(73) O - ^ M ' ^ M i M" -> 0. 

Suppose that for such a sequence there exists a homomorphism i': M" -> M 
such that pi' = \ M „ . Then p(lM — i'p) = p — p = 0. This implies that there exists 
a p ' : M - » M ' such that 1 M —z'p = ip'. For, if x e M then p(lM — i'p)x = 0, so 
( 1 M — z"p)x is in the kernel of p, hence, in the image of i. Then we have an 
x' eM' such that ix' = (lM — i'p)x a n d x' is unique since z is a monomorphism. 
We now have a m a p p ' : x ^ x' of M into M'. It follows directly that p' is a 
module homomorphism and ix' = ip'x so ip' = lM — i'p or 

(74) z"p + zp' = 1 M . 

Also we have z'pz'p = i'lM»p = i'p. Hence multiplying (74) on the right by i'p 
gives ip'i'p = 0. Since p is surjective and i is injective, this implies that p'i' = 0 
(on M"). If x'eM', then zp'zx' = ( 1 M — i'p)ix' = ix' and since i is injective, we 
have p'i = \M>. Since we had at the outset pi = 0 and pi' = \M,,, we have the 
four relations 
^ = I M - , P'i' = 0 

p'z = 1M.9 pi = 0. 

These together with (74) imply that M is canonically isomorphic to M'@M" 
(see p. 97). 

In a similar manner, suppose there exists a p ' : M -> M' such that p'z = \M>. 
Then (lM — ip')i = i — ilM, = i — i = 0. This implies that lM — ip' — i'p for a 
homomorphism z-/ : M " M. For, i f / i s any homomorphism M ^ M such that 
/z = 0, then ker p = im i cz k e r / Hence px ^fx is a well-defined map g of 
pM = M" into M. Direct verification shows that this is a module 
homomorphism. Evidently, we have gp =f. Applying this to f = lM — ip', w e 

obtain i' :M" M such that 1 M = ip'-\-i'p. Since ip'ip' = ilM>p' = ip\ we obtain 
ip'i'p = 0, which implies pY = 0. Since pi'p = p(\M — ip') = p — pip' = p (by 
pz = 0), pz'p = p. Since p is surjective, this implies that pi' = 1 M „. Again we 
have the relations (74) and (75), so M ^ M'®M" canonically. 

We shall now say that the exact sequence (73) splits if there exists an 
i':M" M such that pi' = lM„ or, equivalently, there exists a p ' : M ^ M ' such 
that p'i = lM,. 

We can now give two important characterizations of projective modules. 

P R O P O S I T I O N 3.10. The following properties of a module P are equivalent: 
(1) P is projective. 
(2) Any short exact sequence 0 - > M - ^ A ' - > P - ^ 0 splits. 
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(3) P is a direct summand of a free module (that is, there exists a free 

module F isomorphic to P®P' for some P'). 

Proof (1)=>(2). Let 0 - P 0 be exact and consider the diagram 

P 

1P 

N-

By hypothesis we can fill this in with g' :P -» N to obtain a commutative 
diagram. Then gg' = 1 F and the given short exact sequence splits. 

(2) => (3). Since any module is a homomorphic image of a free module, we 
have a short exact sequence O - ^ P ' A f i p - ^ O where F is a free module. If P 

satisfies property 2, then O^P'-^F^P-^O splits and hence F =- P@P'. 

(3) => (1). We are given that there exists a split exact sequence 
0 - ^ F ^ F - 4 P ^ 0 with F free. Now suppose we have a diagram 

P 

f 

M- N 

Combining the two diagrams, we obtain 

0 • P ' — — • F ^ 0 

where pi' = 1P (since the top line splits). Since F is free, hence projective, we 
can fill in g:F M to obtain fp = gg. Then / = / l P = fpi' = qgi' and 
gi' :P M makes 

P 

M q N 

commutative. Hence P is projective. • 
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As a first consequence of Proposition 3.10, we note that there exist 
projective modules that are not free. The simplest example is perhaps the 
following one. Let F = Z/(6) regarded as a module for R = Z/(6), so F is free. 
Now F ^ Z / (2)©Z / (3) . Hence Z/(2) and Z/(3) are projective by Proposition 
3.10 and evidently these modules are not free Z/(6)-modules. 

Of particular interest are the modules that are finitely generated and 
projective. The proposition gives the following characterization of these 
modules. 

COROLLARY. A module P is finitely generated and projective if and only if P 
is a direct summand of a free module with a finite base. 

Proof. If P is a direct summand of a free module F with finite base, then P is 
projective. Moreover, P is a homomorphic image of F, so P has a finite set of 
generators (the images of the base under an epimorphism of F onto P). 
Conversely, suppose P is finitely generated and projective. Then the first 
condition implies that we have an exact sequence 0 - * P ' - > F - > > P - > 0 where F 
is free with finite base. The proof of the theorem shows that if P is projective, 
then F ^ P © P ' , so P is a direct summand of a free module with finite 
base. • 

Some rings have the property that all of their projective modules are free. 
This is the case for p.i.d. (commutative principal ideal domains). We showed in 
BAI, pp. 179-180, that any submodule of a free module with a finite base over 
a p.i.d. D is free. This can be extended to prove that any submodule of any free 
module over D is free. By Proposition 3.10.3, this implies that any 
projective module over a p.i.d. is free. We shall prove later (p. 416) that any 
finitely generated projective module over a local ring is free. Another result of 
this sort, proved independently by D. Quillen and A. Suslin, is that if 
R = D[kl9... , / i J where D is a p.i.d., then every finitely generated module over 
R is free. Their work settled a question that had been raised in 1955 by J.-P. 
Serre and that had been unanswered for more than twenty years. 

We shall give next an "elementary" criterion for projectivity that is 
extremely useful. 

P R O P O S I T I O N 3.11. A (right) R-module P is projective if and only if there 
exists a set { x j a e l } of elements P and elements { x * | a e / } of the dual module 
P* = hom (P,R) such that for any xeP, x*(x) = Ofor all but a finite number of 
the x*, and x = X« e /X;* x*(x) (with the obvious meaning of this sum). If the 
condition holds, then {xa} is a set of generators and if P is projective, then {xa} 
can be taken to be any set of generators for P. 
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Proof. Suppose first that P is projective and { x j a e i j is a set of generators 
for P. We have a free module F with base {XJot el} and an epimorphism 
p:F P such that p(Xa) = xa. Since P is projective, we have a homomorphism 
i' :P -+ F such that pz' = 1 P . Since {X a } is a base for F, any X can be written as 
a sum X a t a a t + X a 2 a a 2 + • • • + Xaaar where the a a . e R . We may write also 
X = ^xeIXaaa where only a finite number of the aa are ^ 0 and the sum is 
taken over the af for which aa. ^ 0. Since the Xa form a base, the aa (0 or not) 
are uniquely determined by X. Hence we have the maps X* : X ~> aa and for a 
particular X we have X*(X) = 0 for all but a finite number of the a. It is 
immediate from the definition of X* that X* e F * = hom (F, R). Then 
x* = X J z ' e P * and for any x e P , x*(x) = XJ(z"(x)) = 0 for all but a finite set of 
a. If x e P we have i\x) = XeF and X = £ X a X * ( X ) . Since x a = p ( X J , we have 
x = pi'(x) = p(X) = Zp(^a)x*(x) = Zx a x*(x) = I x a x * f ( x ) = 2Xx ;<x ) . 
Thus {xa} and {x*} have the stated properties. Conversely, assume that for a 
module P we have {x a }, {x*} with the stated properties. Again let F be the free 
module with base { X J and let p be the homomorphism F P such that 
p(Xy) = x a . For each a we have the homomorphism x ~> X a x*(x) of P into F . 
Since for a given x, x*(x) = 0 for all but a finite number of a, we have a 
homomorphism i' :P -+ F such that z'(x) = Y.Xax*(x). Then pz'(x) = 
Zp(Xa)x*(x) = Zxa x*(x) = x. Thus pif = l P , so we have a split exact 
sequence O - ^ P ' - ^ F - ^ P ^ O . Then P is a direct summand of F and hence P 
is projective. • 

The result proved in Proposition 3.11 is often called the "dual basis lemma" 
for projective modules. It should be noted, however, that the x a in the 
statement need not be a base for P. 

The dual basis lemma is usually used to characterize finitely generated 
projective modules. Proposition 3.11 and its proof have the following 
immediate consequence. 

COROLLARY. A module P is finitely generated and projective if and only if 
there exists a finite set of pairs (xt, x*) where xteP and xfeP* such that for any 
xeP we have x = 2X**(* ) -

There are a number of important properties of free modules that carry over 
to projective modules. One of these is flatness, which we define in 

D E F I N I T I O N 3.9. A right module M = MR is called flat if for every 
monomorphism AT ^> AT of left R-modules we have the monomorphism 
M®N'-^>M(g)N ofZ-modules. 
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We recall that the functor M®R from R-mod to Z-mod is right exact 
(Theorem 3.15, p. 132). As in the proof of Proposition 3.9, we have the 
following immediate consequence 

P R O P O S I T I O N 3.12. A right module M is flat if and only if the tensor functor 
M®R is exact. 

The main result on flatness that we shall establish in this section is that 
projectives are flat. The proof will follow quite readily from the following 

P R O P O S I T I O N 3.13. M = ®Ma is flat if and only if every Ma is flat. 

Proof. Suppose N' f N for left modules N' and N. Our result will follow if 
we can show that M®Nf M®N if and only if Ma®N' Ma®N for 
every oc. If we use the isomorphisms nN and rjN, given in Proposition 3.3 and 
the naturality given by (54), we see that it suffices to show that we have 
®(Ma®Nf) f ®(Ma®N) if and only if MA®N' Ma®N for every a. This is 
clear from the definition of /*: /* is injective if and only if every lM<x®f is 
injection. • 

We can now prove 

T H E O R E M 3.17. Projective modules are flat. 

Proof. Observe first that R = RR is flat, since we have an isomorphism of 
R®N into N sending a®y ay. Hence N' ^ N is injective if and only if 
R®Nr R®N is injective. Both the flatness of R and Proposition 3.13 
imply that any free R-module is flat. Since any projective module is a direct 
summand of a free module, another application of Proposition 3.13 gives the 
result that any projective module is flat. • 

The technique of reduction to R by means of a result on direct sums is a 
standard one for establishing properties of projective modules. As another 
illustration of this method, we sketch a proof of 

P R O P O S I T I O N 3.14. Let K be a commutative ring, P a finitely generated 
projective K-module, N an arbitrary K-module. Then the homomorphism of 
End K P(x)End K iV into EndK(P®N) sending f®g for fe End P, g e End N, into 
the endomorphism f®g of P®N such that (f®g) (x®y) = f(x)®g(y) is an 
isomorphism (as K-algebras). 

Proof. It is clear that the homomorphism is an algebra homomorphism. 
Moreover, it is an isomorphism if P = K. Now suppose M ~ ®\Mr Then 
we have a canonical isomorphism of End M = hom (M, M) onto 
© M hom (Mj, Mk) and of End M® End N onto ©(hom(My, Mk) ® End JV). 
Also we have a canonical isomorphism of End (M®N) = hom (M®N, M®N) 
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onto ©(hom (Mj®N),(M k ®N)) . Using these isomorphisms, we see that the 
homomorphism of End M ® E n d N into End (M®N) sending f®g into f®g, as 
in the statement of the proposition, is an isomorphism if and only if for every 
(j,k) the same map of hom (MpMk)®EndN into hom (Mj®N,Mk®N) is an 
isomorphism. Taking the Mj = K, we see that the result stated holds for P, a 
free module with a finite base. Then the result follows for finitely generated 
projective P, since such a P is a direct summand of a free module with a finite 
base. • 

We leave it to the reader to fill in the details of this proof. 

EXERCISES 

1. Show that if we have a diagram 

P 
k 

M >N >Q 
g h 

in which the row is exact, P is projective, and hf = 0 then there exists a k:P M 
such that f — gk. 

2. Show that if Pa, aefis projective, then 0 P a is projective. 

3. Show that if e is an idempotent in a ring R, then eR is a projective right module 
and Re is a projective left module. 

4. Let {etj} be the usual matrix units in M„(A), A a division ring. Show that 
e11Mn(A) is irreducible as right M„(A)-module. Hence conclude that e1 J LMw(A) is 
projective but not free if n > 1. 

5. Prove that any submodule of a free module over a p.i.d. D is free. (Hint: Extend 
the argument of BAI, p. 179, by transfinite induction or by Zorn's lemma.) 

6. Show that the additive group of <Q> regarded as Z-module is flat. 

7. Let .R and S be rings. Let P be a finitely generated projective left .R-module, M an 
i^-5-bimodule, N a left 5-module. Show that there is a group isomorphism 

n :homJ ?(P, M)®SN -> hom R (P ,M® s A) 

such that for /ehom^(P,M) and yeN, rj(f®y) is the homomorphism 
x ->/(x)®y of P into M® S N . 

8. (Schanuel's lemma.) Suppose we have a short exact sequence 0 Af -» Pt —• 
M - » 0 where P £ is projective and i = l , 2 . Show that P1®N2 = P2®N1. 
(Hint: Consider the pullback of gi and g2 as constructed in exercise 6, p. 36.) 
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3.11 INJECTIVE M O D U L E S . INJECTIVE H U L L 

The concept of a projective module has a dual obtained by reversing the 
arrows in the definition. This yields the following 

D E F I N I T I O N 3.10. A module Q is called injective if given any diagram of 
homomorphisms 

(76) / 

Q 

there exists a homomorphism g'.M^Q such that the diagram obtained by filling 
in g is commutative. In other words, given f'.N -> Q and a monomorphism 
i:N -> M there exists a g:M -> Q such thatf = gi. 

With a slight change of notation, the definition amounts to this: Given an 
exact sequence 0 N' N, the sequence 

hom(i,0) 
hom (AT, Q) > hom (AT , Q)-> 0 

is exact. Since we know that exactness of N' N A N" -» 0 implies exactness 
of 

hom (p,M) hom(i,M) 
0 -> hom (AT, M) > hom (AT, M ) > hom (AT, M ) 

(Theorem 3 .1 , p. 99), it is clear that Q is injective if and only if the 
contravariant hom functor hom ( —,Q) is exact in the sense that it maps any 
short exact sequence 0 N' -> N N" 0 into a short exact sequence 

0 -* hom (N", Q) hom (N, Q) -> hom (AT , Q) 0. 

It is easily seen also that the definition of injective is equivalent to the 
following: If AT is a submodule of a module M , then any homomorphism of N 
into Q can be extended to a homomorphism of M into Q. Another result, 
which is easily established by dualizing the proof of the analogous result on 
projectives (Proposition 3.9, p. 149), is that if Q is injective, then any short 
exact sequence 0-± Q-> M -+ N 0 splits. The converse of this holds also. 
However, the proof requires the dual of the easy result that any module is a 
homomorphic image of a projective module (in fact, a free module). The dual 
statement is that any module can be imbedded in an injective one. We shall see 
that this is the case, but the proof will turn out to be fairly difficult. 
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The concept of an injective module was introduced in 1940 by Reinhold 
Baer before projective modules were thought of. Most of the results presented 
here are due to him; in particular, this is the case with the following criterion. 

P R O P O S I T I O N 3.15. A module Q is injective if and only if any homomor­

phism of a right ideal I of R into Q can be extended to a homomorphism of R into 

Q. 

Proof Obviously, the condition is necessary. Now suppose it holds and 
suppose M is a module and / is a homomorphism of a submodule N of M into 
Q. Consider the set {(g,M')} where M' is a submodule of M containing N and 
g is a homomorphism of M' into Q such that g\N =f We define a partial 
order in the set {(g,M')} by declaring that (g1,M'1) ^ (g2,M'2) if M\ => M'2 and 
gi\M'2 = g2. It is clear that any totally ordered subset has an upper bound in 
this set. Hence, by Zorn's lemma, there exists a maximal (g,M'); that is, we 
have an extension of / to a homomorphism g of M' => N which is maximal in 
the sense that if g1 is a homomorphism of an M\ ZD M' such that g1\M' = g, 

then necessarily M\ = M'. We claim that M' = M. Otherwise, there is an 
xeM,$M' and so xR + M' is a submodule of M properly containing M'. Now 
let 

(77) I = {seR\xseM'}. 

Then / = ann (x + M') in M/M', so / is a right ideal of R. If sel then xseM', 

so g(xs)eQ. It is immediate that the map h:s->g(xs) is a module 
homomorphism of J into Q. Hence, by hypothesis, h can be extended to a 
homomorphism k of R into Q. We shall use this to obtain an extension of g to 
a homomorphism of xR + M' to Q. The elements of xR + M' have the form 
xr+y, reR, yeM'. If we have a relation xs + y' = 0, seR, y'eM', then the 
definition (77) shows that sel. Then 

k(s) = h(s) = g(xs) = -g(y'). 

Thus xs + y' = 0 for seR, y'eM', implies that k(s) + g(y') = 0. It follows that 

(78) xr + y~>k(r) + g(y), 

reR, yeM', is a well-defined map. For, if xr1+y1 = xr2+y2> rteR, yteM', 

then .xs + j / = 0 for s = r1—r2, y' = y1—y2- Then k(s) + g(y') = 0 and 
Hri — ri) + g(yi ~yi) = 0- Since k and g are homomorphisms, this implies that 
k{rl)+g(yl) = k(r2) + g(y2). Thus, (78) is single-valued. It is immediate that the 
map rx+y ^k(r)-\-g(y) is a module homomorphism of xR+M' into Q 

extending the homomorphism g of M'. This contradicts the maximality of 
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(g,M'). Hence M' = M and we have proved that i f / i s a homomorphism of a 
submodule N of M into Q, then / can be extended to a homomorphism of M 
into Q. Hence Q is injective. • 

For certain "nice" rings, the concept of injectivity of modules is closely 
related to the simpler notion of divisibility, which we proceed to define. If 
aeR, then the module M is said to be divisible by a if the map x ^ xa of M 
into M is surjective. A module is called divisible if it is divisible by every a ^ O . 
It is clear that if M is divisible by a or if M is divisible, then any homomorphic 
image of M has the same property. In some sense injectivity is a generalization 
of divisibility, for we have 

P R O P O S I T I O N 3.16. / / R has no zero divisors =£0, then any injective R-
module is divisible. If R is a ring such that every right ideal of R is principal 
( = aR for some aeR), then any divisible R-module is injective. 

Proof. Suppose R has no zero-divisors # 0 and let Q be an injective R-module. 
Let xeQ,reR,r^0. If a,beR and ra = rb, then a = b. Hence we have a well-
defined map ra^xa, aeR, of the right ideal rR into Q. Clearly this is a 
module homomorphism. Since Q is injective, the map ra ~> xa can be extended 
to a homomorphism of R into Q. If 1 ^ y under this extension, then 
r = lr ~> yr. Since r = rl ^ x l = x, we have x = yr. Since x was arbitrary in Q 
and r was any non-zero element of R, this shows that Q is divisible. Now 
suppose R is a ring in which every right ideal is principal. Let M be a divisible 
R-module and l e t / b e a homomorphism of the right ideal rR into M. If r = 0, 
then / i s the 0 map and this can be extended to the 0 map of R. If r ^ 0 and 
/ ( r ) = x e M , then there exists a y in M such that x = yr. Then a ya is a 
module homomorphism of R into M and since rb ^ yrb = xb =f(r)b = f (rb), 
a ^ ya is an extension of / Thus any module homomorphism of a right ideal 
of R into M can be extended to a homomorphism of R. Hence M is injective 
by Baer's criterion. • 

If R satisfies both conditions stated in the proposition, then an R-module is 
injective if and only if it is divisible. In particular, this holds if R is a p.i.d. We 
can use this to construct some examples of injective modules. 

E X A M P L E S 

1. Let R be a subring of a field F and regard F as an R-module in the natural way. 
Evidently F is a divisible R-module. Hence if K is any R-submodule of F, then F/K is a 
divisible R-module. 
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2. Let D be a p.i.d., F its field of fractions. If reD, then F/(r) ((r) = rD) is divisible 
and hence is injective by Proposition 3.16. 

Our next objective is to prove that any module can be imbedded in an 
injective module, that is, given any M there exists an exact sequence 
0 M -4 Q with Q injective. The first step in the proof we shall give is 

L E M M A 1. Any abelian group can be imbedded in a divisible group ( = Z-
module). 

Proof. First let F be a free abelian group with base {xa} and let F' be the 
vector space over Q with {xa} as base. Then F is imbedded in F' and it is clear 
that F' is divisible. Now let M be an arbitrary abelian group. Then M is 
isomorphic to a factor group F/K of a free abelian group F. Then F'/K is a 
divisible group and F/K ^ M is a subgroup. • 

An immediate consequence of this and Proposition 3.16 is the 

COROLLARY. Any Z-module can be imbedded in an injective Z-module. 

We now consider an arbitrary R-module M. We have the isomorphism of M 
onto homR(R,M) which maps an element xeM into the homomorphism fx 

such that 1 ~> x. This is an R-isomorphism if we make homR(R,M) into a right 
R-module as in Proposition 3.4 by defining fa, aeR, by (fa) (b) = f (ab). Also 
h o m z (R,M) is a right R-module using this definition of fa. Clearly, 
homR(R,M) is a submodule of h o m z ( R , M ) . Since M is isomorphic to 
hom K (R, M), we have an imbedding of M in h o m z ( R , M). Now imbed M in an 
injective Z-module Q, which can be done by the foregoing corollary. Then we 
have an imbedding of h o m z ( R , M ) into h o m z ( R , g ) and hence of M in 
h o m z ( R , g ) as R-modules. Now this gives an imbedding of M in an injective 
R-module, since we have the following 

L E M M A 2. If Q is a Z-injective Z-module, then h o m z ( R , g ) is an injective R-
module. 

Proof We have to show that if 0 ^> Nf -> N is an exact sequence of R-
modules, then 
(79) homR(N, h o m z ( R , Q)) £ hom^AT,hom z (R , Q)) -> 0 

is exact where / * = h o m K ( / , h o m z ( R , Q ) ) . By Proposition 3.8 we have an 
isomorphism 

cpN: homz(A/r(g)i ?R, Q) -> hom^IV, h o m z ( R , Q)) 
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and the definition shows that this is natural in N. Since the isomorphism of 
N®RR onto N such that j/(x)l ^ y is natural in N, we have an isomorphism 

^ : h o m z ( i V , Q) homR{N, h o m 2 ( # , Q)) 

which is natural in N, that is, we have the commutativity of 

homz(W, Q) ^hom f l (N, homz(R, Q ) ) 

\ r 

homz(N',Q) homR(N',homj(R,Q)) 

where / = hom (f,Q). Now / is surjective since Q is Z-injective. Since \j/N and 
\j/N, are isomorphisms, this implies t h a t / * is surjective. Thus (79) is exact. • 

The foregoing lemma completes the proof of the imbedding theorem. 

T H E O R E M 3.18. Any module can be imbedded in an injective module. 

The proof we have given is due to B. Eckmann and A. Schopf. 

We can apply the theorem to complete the following characterization of 
injectives, which we indicated earlier. 

P R O P O S I T I O N 3.17. A module Q is injective if and only if every short exact 

sequence 0 Q -> M A N —• 0 splits. Equivalently, Q is injective if and only if it 

is a direct summand of every module containing it as a submodule. 

Proof. We have seen that if Q is injective then every exact sequence 
0 - > g - > M - > A T ^ 0 splits (p. 156). Conversely, suppose Q has this property. 
By the imbedding theorem we have an exact sequence 0 ^ Q —> M where M is 
injective. Then we have the short exact sequence 0 Q ^ M A M/Q 0 
where p is the canonical homomorphism of M onto M/Q. By hypothesis, we 
can find a p'\M -> Q such that p'i = lQ. Now suppose we have a diagram 
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Since M is injective, we can enlarge this to a commutative diagram 

N' J 
• N 

P / 
/ 

V 
M 

This means that by the injectivity of M we have g:N -> M such that if — gj. 
T h e n / = lQf = p'if = (p'g)j. Hence Q is injective. • 

The imbedding theorem of modules in injective modules has an important 
refinement, namely, there exists such an imbedding, which is in a sense 
minimal, and any two minimal injective extensions are isomorphic. The key 
concepts for developing these results are those of a large submodule of a 
module and of an essential monomorphism. A submodule M of a module N is 
called large in N if F n M ^ O for every submodule i V ' / O of iV. A 
monomorphism i :M N is called essential if i(M) is a large submodule of N. 
In this case, N is called an essential extension of M. 

It is clear that if M is a large submodule of N and N is a large submodule of 
Q, then M is large in Q. Let M be any submodule of a module AT and let 
E = {S} be the collection of submodules of N containing M as large 
submodule. Evidently, E ^ 0 since MeE. Moreover, if {Sa} is a totally 
ordered subset of E, then S' = [jSa is a submodule and if N' # 0 is a 
submodule of S', then Nf nS^^O for some S a . Since M is large in Sa, 
(Nf n S J n M / 0 ; hence, AT n M # 0. Thus M is large in Sf = [jSa. It follows 
from Zorn's lemma that E contains a maximal element S, that is, we have a 
submodule S of N containing M a s a large submodule and such that for any 
submodule T ^ S, M is not large in T. 

We can give a characterization of injective modules in terms of essential 
homomorphisms: 

P R O P O S I T I O N 3.18. A module Q is injective if and only if every essential 
monomorphism of Q is an isomorphism. 

Proof. Suppose Q is injective and let Q M be an essential monomorphism 
of Q. We have an exact sequence 0 Q A M -> M/Q 0 that splits by 



1 6 2 3. Modules 

Proposition 3.17. Then M = i{Q)®Q' where Q is a submodule. Since 
Q n i(Q) = 0 and i is essential, Q' = 0. Hence M = i(Q) and i is an 
isomorphism. Conversely, suppose Q is a module such that every essential 
monomorphism of Q is an isomorphism and let 0 Q M A N -» 0 be exact. 
By Zorn's lemma, there exists a submodule S of M such that S n z(2) = 0 a n d 
S is maximal among the submodules of M having this property. Consider the 
module M/S. Since S n i(Q) = 0, we have the monomorphism j:x~* i(x) + S of 
Q into M/S whose image is (i(Q) + S)/S. If T/S, T ZD S, is a submodule of M/S 
such that T/S n (i(6) + 5)/S = 5/5, then T n (i(6) + S) = S. Hence T n i(6) ^ 
^ n ^(6) = 0- Then T = 5 by the maximality of S. This shows that j is an 
essential monomorphism. Hence this is an isomorphism. Then 
M/S = (i(Q) + S)/S and M = i(Q) + S. Since S n = 0 we have M = S®i(Q), 
which implies that 0 - > Q ^ M ^ i V - ^ 0 splits and proves that Q is injective by 
Proposition 3.17. • 

The main result on imbedding of modules in injective modules is 

T H E O R E M 3.19. / / M is a module, there exists an essential monomorphism i 
of M into an injective module Q. If i and i' are essential monomorphisms of M 
into injective modules Q and Q' respectively, then there exists an isomorphism 
l\Q ~> Q such that i' — li. 

For the proof, we require the following 

LEMMA. Suppose we have a diagram of monomorphisms 

\ y 
<2o 

such that k is essential and Q0 is injective. Then there exists a monomorphism 
I: N —• Q0 to make a commutative triangle. 

Proof. Since Q0 is injective, we have a homomorphism T.N Q0 to make a 
commutative triangle. Let j / e k e r / n i m / c . Then y = kx, xeQ, and 
0 = ly = Ikx = jx. Then x = 0 and y = 0. Thus ker / n im k = 0. Since k is 
essential, we have ker / = 0. Hence / is a monomorphism. • 



3.11 Injective Modules. Injective Hull 1 6 3 

We can now give the 

Proof of Theorem 3.19. Let z0 : M -» Q0 be a monomorphism of M into an 
injective module Q0. The existence of z0 and Q0 were proved in Theorem 3.18. 
We showed also that there exists a submodule Q of Q0 in which z'0(M) is large 
and that is maximal for this property. Let i denote the monomorphism of M 
into Q obtained by restricting the codomain of i0 to Q. Let j denote the 
injection of Q in Q0 and let k be an essential monomorphism of Q into a 
module N. Then we have the diagram and conditions of the preceding lemma. 
Hence we have a monomorphism l:N -+Q0 such that Ik = j . Then l(N) is a 
submodule of g 0 containing l{k(Q)) = j(Q) = Q. Since k is essential, k(Q) is 
large in N and since / is a monomorphism, Q = l(k(Q)) is large in l(N). Since 
i(M) is large in g , i(M) is large in /(AO => Q. It follows from the maximality of 
Q that l(N) = Q. As is readily seen, this implies that k(Q) = N and so k is an 
isomorphism. We have therefore shown that any essential monomorphism k of 
Q is an isomorphism. Then Q is injective by Proposition 3.18. Now let i' be any 
essential monomorphism of M into an injective module Q'. Applying the 
lemma to 

Q' 

we obtain the monomorphism I.Q-* Q' such that li = f. Since l(Q) is an 
injective submodule of Q', we have a submodule Q" of Q' such that 
Q' = KQ)®Q"- Since l(Q) =D i\M) = /(z(M)) and l(Q) n Q" = 0, z'(M) n Q" = 0. 
Since i' is an essential monomorphism, i'(M) is large in Q. Hence Q" = 0. Then 
Q' = l(Q) and / is an isomorphism of Q onto Q' such that li = i'. • 

An injective module Q such that there exists an essential monomorphism i of 
M into Q is called an injective hull (or injective envelope) of M. Its existence 
and uniqueness is given in Theorem 3.19. The argument shows that if Q' is any 
injective module and i' is a monomorphism of M into Q, then there exists a 
monomorphism / of Q into Q' such that i' = li. In this sense an injective hull 
provides a minimal imbedding of M into an injective module. 
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EXERCISES 

1. Let D be a domain (commutative ring with no zero divisors ^0) , F the field of 
fractions of D (F ZD D). Show that if M is a D-module, then MF = F®DM is a 
divisible Z)-module and x ~* 1(g) x is an essential monomorphism of M into MF if 
M is torsion-free. 

2. Show that YlQa *s injective if and only if every Qa is injective. 

3. Show that a submodule M is large in the module N if and only if for any x ^ 0 in 
N there exists an reR such that xr ^ 0 and xr eM. 

3.12 M O R I T A CONTEXTS 

The remainder of this chapter is devoted to the Morita theory of equivalence 
of categories of modules. The principal questions considered in this theory are 
when are two categories mod-R and mod-S equivalent, how are such 
equivalences realized, and what are the auto-equivalences of mod-R? We 
showed in Chapter 1, pp. 29-31, that for any ring R and any positive integer n, 
mod-R and mod-M„(R) are equivalent categories. We shall see (section 3.14) 
that this is almost the most general situation in which equivalence of mod-R 
and mod-S occurs. From the point of view of the applications, the machinery 
used to develop the results on equivalence of modules is more important than 
the results themselves. The central concept of this machinery is that of a 
Morita context (or "set of pre-equivalence data"). We shall begin with the 
Morita context, considering first an example. 

We consider a foursome consisting of 1) a ring R, 2) a right R-module M, 3) 
the dual M * = hom (M,R), and 4) R' = E n d M . We have seen that we can 
regard M in a natural way as an R'-R-bimodule (p. 133). Here, if r'eR' and 
x e M, r'x is the image of x under r'. We have also seen that M* becomes an R-
R'-bimodule if we define 

for reR, r'eR, y*eM*, xeM (p. 135). It is a good idea to treat M and M * in a 
symmetric fashion. To facilitate this, we write (y*, x) for y*x = y*(x) and we 
consider the map of M * x M sending the pair (y*,x) into the element 
(y*, x) e R. We list the properties of this map: 

(80) (ry*)x = r(y*x), (y*r')x = y*(r'x) 

X l ) + ( J > * , * 2 ) 

(j/*, xr) = (3/*, x)r 

(81) 
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(ry*,x) = r(y*,x) 

( y V , x ) = (y*,r'x). 

The first two of these amount to the definition of a homomorphism from MR 

to RR and the third to the definition of the sum of two homomorphisms; the 
last two are the definitions (80). The first, third, and fifth of (81) show that 
(j/*, x) ^ (y*, x) is an ^ '-balanced product of M* and M. Hence we have a 
homomorphism T of M*®R,M into R such that T ( J / * ( X ) X ) = (y*,x). The 
second and fourth equations now read T(j/*(x)xr) = (x{y*®x))r and 
x(ry*®x) = rr(j;*(x)x). Hence if we regard M* = RM% and M = RMR and, 
consequently, M*®R.M as an jR-^-bimodule, then T is a bimodule 
homomorphism of M*®R,M into R. 

We define next a bimodule homomorphism \i of M®RM* into Let 
(x,y*) be an element of M x M*. Then this defines a map 

(82) [ x , 3 ; * ] : j ; ^ x ( / 1 ; , j O 

of M into M. Evidently, [x,j/*] ( j^ + y2) = + [•x

?37*]}72 a n d 
[x,j/*] (yr) = ([x,j/*]y)r so [x, eR' = E n d M . Moreover, we have 

[ > i + X 2 , 3 > * ] = [*i,:v*]+l>2 5 J>*] 

(83) [xr,j/*] = [x,rj,*] 

[r'x, j ;*] = r '[x, j /*] 

[ x , j / V ] - [x,j>*]r', 

which follow directly from the definition (82) and from (81). It follows from 
(83) that we have an .R'-.R'-bimodule homomorphism jll of M®RM* into R' 
such that fj,(x®y*) = [x, y* j . The definition (82) can be rewritten as 

(84) [x,y*]y = x(y*,y) 

and we have 

(85) x*[x,j/*] = (x*,x)y*, 

since 

(x*[x, j/*])}; = X * ( [ X , J * ] J ; ) = x*{x(y*,y)) = {x*x)(y*,y) = (x*,x)(y*,y) 

and 

((x*,x)j/*).y = (x*,x) (y*y) = (x*,x)(y*9y). 
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We shall now abstract the essential elements from this situation by 
formulating the following definition. 

D E F I N I T I O N 3.11. A Morita context is a set (R, R', M, M', T, p) where R and 
R' are rings, M = RMR is an R'-R-bimodule, M' = RM'R> is an R-R'-bimodule, x 
is an R-R-homomorphism of M'®RM into R, and p is an R'-R'-homomorphism 
of M®RM' into R' such that if we put T(X'®X) = (xf,x) and /i(x®x') = [ x , x ' ] ; 

then 
(i) [x,y']y = x(y'>y)-

(ii) x ' [x , j / ] = (x'9x)y'. 

We remark that conditions (i) and (ii) are equivalent respectively to the 
commutativity of the following diagrams: 

1 0 T M ® „ R 

li® 1 

R' ® p , M 

T ® 1 

R ® f f M ' 

Here the unmarked arrows are the canonical isomorphisms of M®RR with M, 
of R'®RM with M, etc. 

The foregoing considerations amount to the definition of a Morita context 
(R,R' = E n d M R , M , M * , z , p ) from a given right R-module M. We shall call 
this the Morita context defined by MR. We now give a simpler 

E X A M P L E 

Consider the free left module {n)R and the free right module R(n) as on p. 126. Put 
M = R{11\ M' = {n)R and denote the elements of M as columns 

I x„ J 

and those of M' as rows x' = (x l 5 x 2 , . . . , xn). Let R' = Mn(R), the ring of n x n matrices 
with entries in R. Then M is a left R'-module if we define r'x for r' e M„(R) to be the 
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matrix product. Then M is an R'-R-bimodule. Similarly, M is an R-R'-bimodule if we 
defined the action of r' on x' as the matrix product x'r'. Also we define [x, / ] = xy', the 
matrix product, as on p. 126. Then we have the homomorphism \i of M®RM' into 
R' = Mn(R) such that p(x®y') = [ x , / ] , and this is an R'-R'-bimodule homomorphism. 
We define ( / , x) = y'x. This is a 1 x 1 matrix, so it may be regarded as an element of R. 
Then we have an R-R-bimodule homomorphism T of M'®R.M into R such that 
%{y'®x) = (y',x). The relations (i) and (ii) follow from the associative law of 
multiplication of matrices. Hence (R, R' = Mn(R), R(n\ {n)R, x, p) is a Morita context. 

If M is a right R-module and M* = hom (M,R), then we put 

(86) W = (Ax)jc=R. 

Evidently this is the subgroup of the additive group R generated by the values 
(j/*, x) — y*{x), j / * e M*, xeM. T(M), which is called the trace of the module M, is 
an ideal in R, since if r e R then 

(y*,x)r = (y*,xr)eT{M) 

r(y*,x) = (ry*,x)eT(M). 

We are now ready to prove the first main theorem on Morita contexts. This 
draws a large number of important conclusions from the hypotheses that x and 
fi are surjective. The results are implicit in K. Morita 's basic paper on duality 
for modules. Subsequently the formulation was improved substantially by H. 
Bass and others, who called the result "Morita I." To shorten the formulation 
we shall now call a module a progenerator if it is finitely generated projective 
and its trace ideal is the whole ring. The appropriateness of this terminology 
will appear in section 3.13. 

MORITA I. Let (R, R', M, M', x, p) be a Morita context in which x and p are 
surjective. Then 

(1) MR, RM, M'R/, RM' are pro generators. 
(2) x and p are isomorphisms. 
(3) The map l:x' ~»l(x') where l(x') is the map y ^ (x',y) of M into R is a 

bimodule isomorphism of RM'R> onto RM% where M * = hom (MR, RR). 
We have similar bimodule isomorphisms of RM'R, with hom{ R >M, R R') , of 

R>MR with h o m ( R M \ R R ) , and of R>MR with hom{MR.,R!R). 
(4) The map X: r' ^ X(r') where X{r') is the map y ^ r'y is a ring isomorphism 

of R' onto E n d M R = h o m ( M R , M R ) . Similarly, p:r ^p(r) 
where p(r) is y ^ yr is a ring anti-isomorphism of R onto End R>M and 
we have a similar isomorphism X' of R onto E n d M ^ and anti-
isomorphism p' of R' onto EndflM'. 
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(5) The pair of functors ®RM' and ®R>M define an equivalence of the 
categories mod-R and mod-R'. Similarly, M®R and M'®R, define an 
equivalence of R-mod and R-mod. 

(6) If I is a right ideal of R put 

(87) n(I) = IM' = {Yh^elAeM'} 

and if N' is a submodule of M'R/ put 

(88) W) = (N',M) = {Hj^ b J e A ^ e M } . 

Then n and £ are inverses and are lattice isomorphisms between the lattice of 
right ideals of R and the lattice of submodules of M'R>. Moreover, these induce 
lattice isomorphisms between the lattice of (two-sided) ideals of R and the lattice 
of submodules of RM'R,. Similar statements hold for the lattices of left ideals of R, 
of left ideals of R', and of right ideals of R'. These imply that R and R' have 
isomorphic lattices of ideals. 

(7) The centers of R and R' are isomorphic. 

Proof. (1) Since \i is surjective, we have uteM, v\eM', 1 ^ i ^ m, such that 
= 1 (the unit of R'). Then if xeM, x = lx = YLuhv't\x = Yui(v'hxY 

Now the map /(*;•): x ~> (v[,x) is in hom (MR,R). Hence it follows from the dual 
basis lemma (Proposition 3.11, p. 152) that MR is finitely generated projective. 
The hypothesis that T is surjective means that any reR can be written as 
r = YJ(y'i>xil y'itM', xteM. Then r = Y)(y'd (xt)eT(M) and T(M) = R. Thus 
MR is a progenerator. The other three statements follow by symmetry. 

(2) Suppose £x-(x)j/.ekerT, so Ylxi>yi) — ®- Since T is surjective, we have 
WjeM, z'jeM' such that £(z}, wy) - 1 (in R). Then 

1*5® j>£ = E x'i®yiz'r w j ) = E x'i®[yi>z'j]wj 
Uj Uj 

= E xiOi>*j]®wj = E (A>y^j®Wj = 0-
Uj Uj 

Thus ker T = 0 and T is an isomorphism. Similarly, \i is an isomorphism. 
(3) We have noted that l(y'):x ~> (/, x) is in hom (MR,R). Direct verifi­

cation, using the definition of the actions of R and JR' in hom(MR,R), shows 
that y' ~» / ( / ) is an R-R'-bimodule homomorphism of M' into hom (MR, R). 
Suppose l(y') = 0, so (y', x) = 0 for all x. As before, we can write 1 = I/J, 

uteM, v\eM'. Then / = I>'[Mi>uf] = L(/,"iM = °- Hence / : / ~> l(y') is 
injective. Now let x* e hom (MR, R) and put y' = Hx*wiK where YLui>v'i] = 1-
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Then 

= X = X fr*"*)^*) 

= x * & f t x ) ) = x*£|>;,<]x) = x*(x). 

Hence x* = / ( / ) and / is surjective. The other three assertions follow by 
symmetry. 

(4) Since M is an R'-R-bimodule, X(r'):x r'x is an endomorphism of MR. 
It is clear that A is a ring homomorphism of R' into End MR. Now suppose 
X(r') = 0. Then r'x = 0 for all xeM; hence, r' = r'l = r'Y,[uhv'[\ where 
E K O = 1 (in R'), and r'XC"^ = 2 > ' | > , < | = XH/'^J = 0. Thus r' = 0 
and so X is injective. Now let fe End M#. Then r' = £[ /u f , i ; J ] e R ' and 

r ' x = l O ^ j x = !Mv'i>*) =f(Lut{v'hx)) 
= Al[ui,v'i-]x)=f(x). 

H e n c e / = X(r') so X is surjective. Thus X is an isomorphism of rings. The other 
cases follow in a similar fashion. 

(5) If N is a right R-module, then N®RM' is a right R'-module and if N' is 
a right R'-module, then N'®R>M is a right R-module. Hence we obtain the 
functors ®RM' and ®R.M from mod-R to mod-R' and from mod-R' to mod-R 
respectively. Iteration gives the functors ®RM'®RIM and ®R,M®RM' from 
mod-R to itself and from mod-R' to itself. Now we have the associativity 
isomorphism of (N®RM')®R,M with N®R(M' ®RM). Following this with 
the isomorphism T of M'®R,M onto R we obtain an isomorphism of 
N®R(Mf ®R>M) onto N ®RR. Applying the canonical isomorphism of N®RR 
to TV and combining all of these we obtain a right R-module isomorphism 

(89) (N®RM')®R,M-+N. 

Since all of the intermediate isomorphisms that we defined are natural in N, 
(89) is natural in N. Hence ®RM'®RM is naturally isomorphic to the identity 
functor l m o d _ R . Similarly, ®R-M®RM' is naturally isomorphic to l m o d _ K ' . 
Hence ®RM\ ®R>M provide a natural equivalence between the categories 
mod-R and mod-R'. The other equivalence asserted in (5) follows by symmetry. 

(6) It is clear from the definition that if / is a right ideal of R, then rj(I) is a 
submodule of M'IV. Moreover, if J is an ideal, then n{I) is a submodule of RM'R,. 
Similarly, if N' is a submodule of M'R>, then £(AT) is a right ideal of R and if N' 
is a submodule of RM'R,, then C(AT) is an ideal of R. If / is a right ideal of R, 
then (0?CO) is the set of sums of elements of the form (by', x) = b(y', x) where 
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be I, y'eM', xeM. Since x is surjective, this set is / . Thus, ^n is the identity 
map on the lattice of right ideals. If N' is a submodule of RM'R, then n(((N')) is 
the set of sums of elements of the form (y',x)x', y'eN', xeM, x'eM'. Since 
(y',x)x' = j/[x,x'] and \i is surjective, we have n(C(N')) = N'. It is clear also 
that n and £ are order-preserving for the order given by inclusion. Hence these 
are isomorphisms between the lattices of right ideals of R and of submodules 
of M'R, (see BAI, p. 460). Evidently, these isomorphisms induce isomorphisms 
between the lattices of ideals of R and of submodules of RM'R>. The other 
statements follow by symmetry. In particular, we have a lattice isomorphism 
r ~> M'F = {SxK-|^/',x|£M'} of the lattice of ideals I' of R' with the lattice 
of submodules of the bimodule RM'R'. Combining isomorphisms, we see that 
given any ideal I of R there is a unique ideal V of R' such that IM' = MT 
and I ^ F is an isomorphism of the lattice of ideals of R onto the lattice of 
ideals of R'. 

(7) To establish an isomorphism between the center C(R) and the center 
C(R'), we consider the two rings of endomorphisms E n d M ^ and E n d K , M . 
Both of these are subrings of End M, the ring of endomorphisms of M 
regarded just as an abelian group. Now each of the rings EndMR, E n d ^ M is 
the centralizer of the other in the ring E n d M : By (4), E n d M K is the set of 
maps y ~> r'y, r' eR', and E n d K , M is the set of maps y ~» yr. On the other hand, 
the definition of End MR shows that this subring of End M is the centralizer of 
the subring consisting of the maps y ~» yr. Similarly, EndR,M is the centralizer 
in E n d M of the set of maps y^r'y. Hence each of E n d M K , E n d ^ M is the 
centralizer of the other in End M. Clearly this implies that the center 

C(EndMR) = E n d M * n E n d ^ M = C ( E n d / r M ) . 

Since we have an isomorphism of End MR with R' and an anti-isomorphism of 
E n d ^ M with R, this gives an isomorphism of C(R) with C(R'). • 

We shall now show that Morita I is applicable to any Morita context 
(R, R' = End PR, P, P* = hom (PR, R), x, JLL) determined by a progenerator 
P = PR. Here x and /i are as defined at the beginning of the section. The hypothesis 
that P is a progenerator includes the condition T(P) = R and this means that T is 
surjective. Since P is finitely generated projective, by the dual basis lemma, we have 
xteP, xfeP*, l ^ i ^ m , such that x = 2X(xfx) for any x in P. Then 
x = £x;(x?,x) = E[xj,xf] x = (Z[x;,xf])x. Thus X[x;,xf] = 1P, which is the 
unit element of R' = EndPR. It follows that any r ' e E n d P ^ has the form 
r' = r'lp = X[r'xi, xf] and so \i is surjective on R'. We therefore have 

T H E O R E M 3.20. If P is a progenerator in mod R, then \i and % are surjective 
for the Morita context (R, R' = End PR, P, P * = hom (PR, R), x, pi). Hence 
Morita I is applicable. 
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E X E R C I S E S 

1. Show that Morita I is applicable in the example given on pp. 166-167. Interpret the 
results of the theorem in this case as theorems on matrices. In particular, use the 
correspondence between the lattice of ideals of R and of R' given in the proof of 
Morita I (6) to show that the map B Mn(B) is an isomorphism of the lattice of 
ideals of R onto the lattice of ideals of Mn(R). (This was exercise 8, p. 103 of 
BAI.) 

2. Let (R, R, M, M', x, U) be a Morita context. Let ( M ) be the set of matrices 

\M R J 
w J i e r e aG^' ^ e R ' x'eM'> y^M. Define addition component-wise (usual 

matrix addition) and multiplication by 

Verify that this addition and multiplication together with the obvious 0 and 1 
constitute a ring. We shall call this the ring of the Morita context 
(R,R',M, M', x,p). Let B be an ideal in R, B' an ideal in R'. Verify that the set of 

3. Consider the special case of exercise 2 in which M' = 0, x = 0, \i = 0. Show that 
the resulting ring is isomorphic to the ring defined as in exercise 1, p. 136, 
regarding M as a T-T-bimodule relative to T = R x R' as in exercise 2, p. 136. 

3.13 T H E W E D D E R B U R N - A R T I N T H E O R E M F O R S I M P L E R I N G S 

We shall now apply Morita I to derive a classical structure theorem for simple 
rings—the Wedderburn-Artin theorem. This was proved for finite dimensional 
algebras over a field by Wedderburn in 1908 and for rings with descending 
chain condition on one-sided ideals by Artin in 1928. In the next chapter we 
shall integrate this theorem into the general structure theory of rings. Here we 
treat it somewhat in isolation and we formulate the result in the following way. 

W E D D E R B U R N - A R T I N T H E O R E M F O R SIMPLE RINGS. The follow­
ing conditions on a ring R are eguivalent: 

(1) R is simple and contains a minimal right (left) ideal. 
(2) R is isomorphic to the ring of linear transformations of a finite 

dimensional vector space over a division ring. 
(3) R is simple, left and right artinian, and left and right noetherian. 

ai X'l \(a2 X'l 
J i b'J\y2 h'2 

fl1a2 + (xi,j;2) a^ + AVi \ 
s y1a2 + b'1y2 [yuxA+b'&J' 

Proof (1)=>(2). Let / be a minimal right ideal of R, so I = IR is an 
irreducible right R-module. We show first that IR is finitely generated 
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projective. Consider RI = Y,aeRaI- This is an ideal in R containing I. Hence 
RI = R. Then 1 = YAai°t w n e r e ateR, btel. This implies that R = YJaiL 

Observe next that since for aeR, the map x ax, x e I , is a homomorphism of 
J as right module, by Schur's lemma either ai = 0 or ai = I as right module. 
Then R = YAJ *s a s u m °f irreducible right modules. Then by Thoerem 3.9 (p. 
117), R = where V is a second right ideal. This implies that / is projective 
and can be generated by a single element. By the dual basis lemma, the trace 
ideal T(I) / 0. Since R is simple, we have T(I) = R and / is a progenerator. 
Hence Morita I is applicable to the Morita context (R, R' = End IR, I, I* = 
hom (IR, R), T, JLI). By Schur's lemma, R' is a division ring. By Morita I, / * is a finitely 
generated right module over the division ring Rf and R is isomorphic to End 1%. If 
we replace R' in the usual way by its opposite A = R'op, then J* becomes a finite 
dimensional (left) vector space over A and R is isomorphic to the ring of linear 
transformations of this vector space. The proof for J, a minimal left ideal, is similar. 

(2) => (3). Let V be a finite dimensional vector space over a division ring A 
and let L be its ring of linear transformations. Put R = A o p and regard V as 
right module over R. Then VR is free with finite base so it is finitely generated 
projective. Moreover, if x ^ 0 in V, then there is a linear func t ion / such that 
f(x)=l. This implies that the trace ideal T(VR) = R and so ^ is a 
progenerator. Then Mori ta I applies to (R, L = End VR = E n d A V, 
V, F * = hom(VR,R),T,JJ). Then Mori ta I (6) shows that I and the division 
ring R have isomorphic lattices of ideals. Hence L is simple. Also this result shows 
that the lattice of left ideals of L is isomorphic to the lattice of submodules of F * and 
the lattice of right ideals is isomorphic to the lattice of submodules of V. Since finite 
dimensional vector spaces satisfy the descending and ascending chain conditions 
for subspaces, it follows that L is left and right artinian and noetherian. 

(3) =>(!) is clear. • 

EXERCISES 

1. Use Morita I (6) to show that if L is the ring of linear transformations of a finite 
dimensional vector space V over a division ring, then L acts irreducibly on V 
(that is, V regarded in the natural way as left L-module is irreducible). 

2. Let V be a finite dimensional vector space over a division ring A, F* the right 
vector space of linear functions on V. If x e V a n d / e V*, write <x,/> =f{x). If 
U (U*) is a subspace of V (V*), put 

U"- = {fe V* | < v , / > = 0, y e U} (U^ = {y e V\ <y,g} = 0,g e 17*}). 
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Show that the maps U ^ U1, U* U*1 are inverses and hence are anti-
isomorphisms between the lattices of subspaces of V and V*. 

3. Let V and L be as in exercise 1. Use Morita I (6) and exercise 2 to show that the 
map 

a:U^a{U) = {leL\l(U) = 0} 

is an anti-isomorphism of the lattice of subspaces of V onto the lattice of left 
ideals of L. 

4. Show that the map 

J ^ a n n L / = {/eL|// = 0} 

is an anti-isomorphism of the lattice of right ideals of L onto the lattice of left 
ideals of L. 

5. Show that any left (right) ideal of L is a principal left (right) ideal generated by 
an idempotent (that is, has the form Le, e2 = e or eL, e2 = e). 

6. Show that if / eL, then there exists a u eL such that ltd = I. 

3 . 1 4 G E N E R A T O R S A N D P R O G E N E R A T O R S 

If R is a ring and M is a right R-module, any xeM is contained in the 
submodule xR. Hence M = Y.xeMxR a n d xR is a homomorphic image of 
R = RR. We shall now call a right R-module X a generator of the category 
mod-R if any module M is a sum of submodules all of which are homomorphic 
images of X. Thus R is a generator for mod-R. Evidently, if X is a generator 
and X is a homomorphic image of Y, then Y is a generator. Since a 
homomorphic image of X{n) is a sum of homomorphic images of X, it is clear 
also that if X{n) is a generator, then X is a generator. The concept of generator 
wijl play a central role in the study of equivalences between categories of 
modules. The following theorem gives a number of important characteri­
zations of generators. 
T H E O R E M 3.21. The following conditions on a module X are equivalent: 

(1) X is a generator. 

(2) The functor hom(X, —) is faithful (see p. 22). 

(3) The trace ideal T(X) = R. 

(4) There exists an n such that R is a homomorphic image of X{n). 

Proof (1) => (2). We have to show that for any two right R-modules M and 
N9 the m a p / ^ hom (XJ) of hom (MR,NR) into the set of homomorphisms of 
hom (X,M) into hom (X9N) is injective. Here hom (XJ) is the map g ̂  fg of 
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hom (X, M) into hom (X, N). Since hom (X,f) is a homomorphism, it suffices 
to show that i f / V 0 then the map h o m ( X , / ) of h o m ( X , M ) into hom (X ,N) is 
7^0. This means that we have to show that for a given / # 0,f:M -> iV, there 
exists a # e hom (X, M) such that / # / 0. Suppose this is not the case. Then 
fg = 0 for every g e hom (X, M). Since X is a generator M = where the 
summation is taken over all homomorphisms g of X into M. Then 
/ M = / G 0 * ) = I f r * - 0, contrary t o / / 0. 

(2) => (3). Let M = R, N = R/T{X\ and let v be the canonical homomor­
phism of M into N. Given any geX* = hom (X, M), then #(x) e T(X) for every 
x G X. Hence vg(x) = 0. Thus vg = 0 for every g e hom (X, M). By hypothesis, 
this implies v = 0. Then N = 0 and R = T{X). 

(3) => (4). If 3 holds, we have 1 = Y\fixi for xteX, feX*. Now consider 
X{m) and the map ( j / 1 ? . . . 9ym) ^ Y^fyt of AT(m) into R. This is a homomor­
phism of right R-modules, so its image is a right ideal of R. Since 1 = Yjfixt *s 

in the image, the image is all of R. Thus we have an epimorphism of X(n) onto 
R. 

(4) => (1). Since R is a generator and R is a homomorphic image of X{n\ it 
follows that is a generator. Then X is a generator. • 

The characterization 3 of generators shows that a module X is a 
progenerator in the sense defined in section 3.12 if and only if X is finitely 
generated projective and X is a generator of mod-R. 

We shall call a module M faithful if the only aeR such that Ma = 0 is a = 0. 
For any module M we define a n n ^ M = {beR\Mb = 0}. It is clear that this is 
an ideal in R and that M is faithful if and only if a n n K M = 0. It is clear also 
that R regarded as the module RR is faithful and it follows from Theorem 
3.21.4 that any generator X of mod-R is faithful. For, if R is a homomorphic 
image of some X{n\ then a.nnRX cz ann^R = 0 so X is faithful. 

In the important special case in which the ring R is commutative, condition 
(3) of Theorem 3.21 can be replaced by the simpler condition that X is 
faithful. To prove this we require the following 

LEMMA. Let R be a commutative ring, M a finitely generated R-module. An 
ideal I of R satisfies MI = M if and only z/7 + ann K Af = R. 

Proof. (1) Suppose 7 + a n % M = R. Then 1 = b + c where be I, c e ann# M. 
Any xeM can be written as x = x l = xb + xc = xbeMI. Thus MI = M. 
(Note that finite generation is not needed for this part.) (2) Let X j , . . . , XJJ 

generate M. The condition MI = M implies that any xeM has the form 
b i e L I n particular, xt = Y!j=ixjbjh 1 < i < n, or X " = 1 x / ^ - bjt) = 0. 

These equations imply x 7 de t ( l — B) = 0, 1 ^ j ^ n, B = (i>0). Evidently 
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c = det(l — B) = 1 — b, bel. Since R is commutative, XjC = 0, 1 < j < n, 
implies that xc = 0 for all x e M so c e a n n ^ M . Then 1 = b + cel + a n n ^ M and 
hence R = I + a n n K M. • 

We can now prove 

T H E O R E M 3.22. Any faithful finitely generated projective module over a 
commutative ring is a generator (hence a progenerator). 

Proof If M is finitely generated projective, by the dual basis lemma, we have 
elements xu...,xneM and elements / l 9 . . . , / „ e hom#(M, R) such that 
* = I> i / i (x ) . Then f(x)eT(M\ so this shows that M = MT(M). Hence, by 
the lemma, R = a n n K M + T(M) and so if M is faithful, then R = T(M). Hence 
M is a generator by Theorem 3.21. • 

In considering equivalences between mod-R and mod-R' for a second ring R' 
we assume, of course, that the pair of functors (F, G) defining the equivalence 
are additive. We recall that F is faithful and full (Proposition 1.3, p. 27). Hence 
for any R-modules M and N, the map F of homR(M,N) into homR,(FM,FN) 
is an isomorphism. Moreover, F respects the composition of homomorphisms. 
It follows that properties of an R-module or an R-homomorphism that can be 
expressed in categorical terms carry over from mod-R to the equivalent mod-
R'. For example, / : M -> N is injective (surjective) if and only i f / i s monic (epic) 
in mod-R. H e n c e / is injective (surjective) if and only if F(f)\FM -> FN is 
injective (surjective). 

The concept of a subobject of an object in a category (p. 18) provides a 
categorical way of dealing with the submodules of a given module N. In mod-
R, a subobject of the module N is an equivalence class [ / ] of monies / : M -> N 
where the equivalence relation is defined by / ~ / ' : M' -> N if there exists an 
isomorphism g\M' M such t h a t / ' =fg. In this c a s e , / ' M ' = / M , so all of the 
/ i n [ / ] have the same image in TV and this is a submodule. Moreover, if M is 
any submodule, then we have the injection i:M ^ N, which is a monic, and 
iM = M. Thus we have a bijection of the set of submodules of N with the set 
of subobjects of N. This is order-preserving if submodules are ordered in the 
usual way by inclusion, and we define [ / ' ] ^ [ / ] for subobjects of N to mean 
/' =fg for a monomorphism g. If {Na} is a directed set of submodules of N, 
then (JiVa is a submodule and this is a sup for the set of Na in the partial 
ordering by inclusion. It follows that any directed set of subobjects of N has a 
sup in the ordering of subobjects. If (F, G) is an equivalence of mod-R to mod-
R' and { [ / ] } is a directed set of subobjects of N with sup [ / ] , then it is clear 
that {[F(X)]} is a directed set of subobjects of FN with sup [ F ( / ) ] . A 



1 7 6 3. Modules 

subobject [ / ] is called proper i f / i s not an isomorphism or, equivalently, i f /M 
for f:M->N is a proper submodule of N. If [ / ] is proper then [ F ( / ) ] is 
proper. 

We wish to show that if I is a progenerator of mod-R, then FX is a 
progenerator of mod-R'. This will follow from 

P R O P O S I T I O N 3.19. Let (i% G) be a pair of functors giving an equivalence of 
mod-R and mod-R'. Then (1) / / X is a generator of mod-R then FX is a 
generator of mod-R'. (2) If X is projective then FX is projective. (3) / / X is 
finitely generated then FX is finitely generated. 

Proof (1) By Theorem 3.21.2, X is a generator if and only if for f:M -* N, 
/ ^ 0, there exists a g:X -> M such that fg ^ 0. Now consider FX and let 
/': M' -* N', f # 0, in mod-R'. Then G(f') ^ 0 so there exists a g :X -> GM' 
such that G(f')g # 0. Then FG(f')F(g) # 0. The fact that FG ^ l m o d ^ ^ implies 
the existence of a g' .FX M' such t h a t / ' g ' / 0 (draw a diagram). Hence FX 
is a generator in mod-R'. 

(2) Since surjectivity of a homomorphism / is equivalent to the condition 
that / is epic in mod-R, the statement that X is projective is equivalent to the 
following: given an epic p:M^N, the map g^pg of homR(X,M) into 
homR(X,N) is surjective. From this it follows easily that X projective implies 
FX is projective. We leave it to the reader to carry out the details of the proof. 

(3) We note first that X is finitely generated if and only if it cannot be 
expressed as a union of a directed set of proper submodules (exercise 3, p. 60). 
The categorical form of this condition is that the sup of any directed set of 
proper subobjects of X is a proper subobject. Because of the symmetry of 
equivalence, it suffices to show that if { [ / J } is a directed set of proper 
subobjects of an R-module N such that [ / ] = s u p { [ / J } is not proper, then 
the same thing holds for {[P(/ a )]} as subobjects of FN. This is clear from the 
remark made above. • 

EXERCISES 

1. Show that Proposition 3.19 holds for the property of injectivity of a module. 

2. Let (F, G) be as in Proposition 3.19. Show that if M is noetherian, then FM is 
noetherian. What if N is artinian? 
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3. A module X is called a cogenerator of mod-R if for any module M there exists a 
monomorphism of M into a product YliX of copies of X. Show that X is a 
cogenerator if and only if the functor hom (—, X) is faithful. 

4. Determine a cogenerator for mod-/. 

3.15 EQUIVALENCE OF CATEGORIES OF M O D U L E S 

Before proceeding to the next main result, which will give a condition for 
equivalence of the categories mod-R and mod-R' for two rings R and R' and 
the form of such equivalences, we shall establish a natural isomorphism 
between two functors that arise in the situation of Morita I. 

We recall that if P = R,PR and M = MR (hence = ZMR) then, as in 
Proposition 3.4, hom (PR9MR) can be regarded as a right R'-module by 
defining fr' for fe hom (PR,MR\ r'eR' by (fr')x =f(r'x) (see p. 134). This 
defines a functor hom (PR, —) from mod-R to mod-R'. We shall now show that 
if we have a Morita context (R, R', P, P' , T , JJ) in which x and \i are surjective, as 
in Morita I, then hom (PR, —) and ®RPf are naturally isomorphic functors. 
Let ueM, z'eP'. Then we define the map 

(90) {u9z'\.z^u(z\z\ zeP 

of P into M. It is clear that {u, z'} e hom (PR, MR) and the map (u, z') ~> {u, z'} 
defines a balanced product of MR and RP'. Hence we have the homomorphism 
of M®RPF into hom (PR,MR) such that u ® z' ~»{w,z'}. If r ' e R ' , then {w,z'}r' is 
defined by ({u,z'}r')z = {u9z'}r'z = u(z\r'z) = u(z'r\z). Thus {u,z'}r' = {u,z'r'} 
so the homomorphism such that u®z'^{u9z'} is a right R'-module 
homomorphism. We claim that this is an isomorphism. As in the proof of 
Morita I, we write 1 = YLuPv'j] f ° r ujeP> v'jE^'- Then if fe hom (PR,MR) and 
z e P , we have fz =f(lz) = f{Yf&\upv'f\z) =f&/vf

j9z)) = ^f{u^{v'pz) = 
YifUj^v'jjz. Thus f * = Y X f u p v ' j \ ' Hence the homomorphism of 
M®RP' into hom (PR,MR) is surjective. Now suppose £{w f, w'J = 0 for wteM, 
w-eP' . Then 

j X ( x ) w ; = x w f ® w ; i = £ wi®w£uj,v,j] 
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Hence our homomorphism is injective. Thus we have the right R'-module 
isomorphism 

(91) nM:M®RF^hom(PR,MR) 

such that nM{u®zf) = {u,z'}. This is natural in M, that is, if fe hom (MR,NR) 
then 

N®„P> 

hom (PS,MR) 

hom (PJ) 

hom (PR,NR) 

is commutative. To verify this let u®z' eM®RP'. Then hom (P,f)nM(u®zf) 
= f{u,z'} = {fu,z'} (by the definition (90)) and 

nN{f®l){u®z') = {fu,z'}. 

Hence the diagram is commutative. We have therefore shown that the functors 
®RP' and hom (PR, —) are naturally isomorphic. 

We can now prove the second main result of the Mori ta theory. 

MORITA II. Let R and Rf be rings such that the categories mod-R and mod-
R' are equivalent. Then 

(1) There exist bimodules RPR, RPR' and a Morita context 
(R,R',P,Pf,x, JJ) for which x and \i are surjective so Morita I holds. In 
particular, R' is isomorphic to End PR for a progenerator P of mod-R 
and R is isomorphic to End P'R., P' a progenerator of mod-R. 

(2) / / (F, G) is a pair of functors giving an equivalence of mod-R and mod-
R', then F is naturally isomorphic to ®RP' and G to ®R>P where P and 
P' are as in (1). 

Proof. (1) Let (F, G) be as in (2) and put P = GR', P = FR. Since R is a 
progenerator of mod-R, P' is a progenerator of mod-R' by Proposition 3.19. 
Similarly, P is a progenerator of mod-R. Since R' is a ring, the map X:r' ~> A(r') 
where X(r') is the left multiplication x' ^ r'x! is an isomorphism of R' onto 
End KR.. Since G applied to End KR> = hom (R!R,,R!R) is an isomorphism of 
this ring onto hom (PR, PR) = End PR, we have the ring isomorphism 
r' ^ GX(r') of R' onto End PR. It is clear that r'x = GX(r')x makes P an R'-R-
bimodule. Similarly, r ^ FA(r) is an isomorphism of R onto End P'R, and P' is 
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an R-R'-bimodule with rx' = FX(r)x'. We have the chain of group isomor­
phisms 

M ) P'R> = hom (R', P'R.) = hom (R', FR) ^ 
hom (PR>, GFR) ^ hom (PR, R) = P * 

where the first is the canonical one (exercise 1, p. 99), the second is G, and the 
third is g ~> CGFRg where { is the given natural isomorphism of GF to l m o d -R-

All of the modules R'9P'R>, PR, R and GFR in (92) except GFR are bimodules 
and GFR becomes an R-R-bimodule if we define rx = GFX(r)x for reR, 
xeGFR. With these definitions, all of the horns in (92) have R-R'-bimodule 
structures given by Proposition 3.4 (p. 134). Now it is immediate that the 
canonical isomorphism of P'R, and hom (R', P'R,) is an R-R'-bimodule 
isomorphism. The left R-action on hom (R', FR) is rf = FX(r)f and the right in­
action is fr' = fX(r'). Applying G we obtain G(rf) = GFX(r)G(f) and 
G(fr') = G(f)GX(r'). Taking into account the R and R' actions on 
hom (PR, GFR), we see that the second isomorphism in (92) is an R-R'-
bimodule isomorphism. Similarly, if we use the naturality condition 
CGFRGFX(r) = X(r)CGFR, we can show that the last isomorphism in (92) is R-R'. 
Thus we obtain an R-R'-bimodule isomorphism of RP'R, with RP%. If we apply 
this to the Morita context (R, R', P, P*, ) determined by P, we obtain a 
Morita context (R,Rf, P, P', T,/Z) in which T and ju are surjective. Then Morita I 
and the result noted at the beginning of the section are valid. 

(2) If M is a right P-module, we have FM ^ hom (RR>, FM) ^ 
hom (GRR,, GFM) (by G) ^ hom (P, M) (by the natural isomorphism of GF 
and 1 mod-R) = M®RP' (as above), and all of the isomorphisms are natural in 
M. Hence the given functor F is naturally isomorphic to ®RP'. Similarly, 
G is naturally isomorphic to ®R>P. • 

The existence of a Morita context (R,Rf,P,P',T,fx) with z and ji surjective 
implies the equivalence of mod-P and mod-P' and the equivalence of P-mod 
and P'-mod (Morita I (5)). A consequence of this result and Morita II is that R 
and R' have equivalent categories of right modules mod-P and mod-P ' if and 
only if the categories P-mod and P'-mod are equivalent. If this is the case, we 
say that R and R' are (Morita) similar. Morita II and the characterization of 
generators in Theorem 3.21 (p. 173) permit a precise identification of the rings 
R', which are similar to a given ring R, namely, we have 

T H E O R E M 3.23. For a given ring R let e be an idempotent in a matrix ring 
Mn(R), n ^ 1, such that the ideal Mn(R)eMn(R) generated by e is Mn(R). Then 
R' = eMn(R)e is similar to R. Moreover, any ring similar to R is isomorphic to a 
ring of this form. 
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We shall require the following lemma, which collects a good deal of useful 
information. 

LEMMA. (1) If e is an idempotent in R and N is a right R-module, then 
homR(eR,N) is the set of maps ea^uea, ueN. The map f^f(e) is a group 
isomorphism of homR(eR,N) onto Ne and this is a ring isomorphism of 
End ReR = hom R(eR,eR) onto eRe if N = eR. (2) The trace ideal 
T(eR) = ReR. (3) A right R-module M is a cyclic progenerator if and only if 
M = eR where e is an idempotent in R such that ReR = R. (4) If 
M = M1®M2 for right R-modules and et are the projections determined by this 
direct sum, then EndRMt = ^-(End^M)^. 

Proof. (1) Since e is a generator of eR, a h o m o m o r p h i s m / o f eR into N is 
determined by the image / (e) e N. Then f(e) =f(e2) =f(e)e, so f(e) = ueeNe 
and f(ea) = uea. Conversely, for any ueN, the map ea-^uea is a module 
homomorphism of eR into N. Direct verification shows t h a t / ^ / ( e ) = ue is a 
group isomorphism of hom (eR, N) onto Ne and in the special case in which 
N = eR, this is a ring isomorphism (eRe is a subring of JR and has e as unit). 

(2) The determination of homR(eR,N) for the case N = R shows that 
(eR)* = homR(eR,R) is the set of maps ea ^ bea, a,beR. Hence T(eR) is the 
set of sums Y)> a^b^R. Thus T(eR) = ReR. 

(3) It is clear that M is a cyclic projective right R-module if and only if M is 
isomorphic to a direct summand of R, hence, if and only if M = eR where 
e2 = eeR. By Theorem 3.21, eR is a generator if and only if T(eR) = R. Hence 
this holds if and only if ReR = R. Combining these results we see that M is a 
cyclic progenerator if and only if M = eR where e is an idempotent in R and 
ReR = R. 

(4) Let M = M1@M2 and let eh i = 1,2, be the projections determined by 
this decomposition. Then et e End^M, e1+e2 = l, e2 = e{, and e1e2 = 
0 = e2ex. ei(EndRM)e1 is a ring with the unit ev If ^ e E n d ^ M , e^e^ 
maps M1 into itself and hence e1ne1\M1 eEndRM1. Since (e1ne1)M2 = 0, the 
ring homomorphism e1ne1 ^ (e1ne1)\M1 is a monomorphism. Moreover, this 
map is surjective, since if C^EndRM1 then e1£e1eEndRM and e1£e1\M1 = £. 
Thus e1ne1 ~> e1ne1 \M1 is an isomorphism of ^ ( E n d ^ M ) ^ onto EndRM1. 
Similarly, we have an isomorphism of e2(EndRM)e2 onto E n d ^ M 2 . • 

We can now give the 

Proof of Theorem 3.23. We gave a direct proof of the equivalence of mod-R 
and mod-M„(R) in Proposition 1.4 (p. 29). A better approach to this is 
obtained by applying Morita I to the example of the left module M' = {n)R of 
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rows of n elements of R and the right module R{n) of columns of n elements of 
R as in the example on p. 166. It is readily seen that the pairings \i and z are 
surjective, so Morita I is applicable. Statement (5) of this theorem gives an 
equivalence of R and Mn{R). Hence R and Mn(R) are similar. If e is an 
idempotent in M„(P) such that Mn(R)eMn(R) = Mn(R) then, by (3) in the 
lemma, eMn(R) is a progenerator of mod-M„(P). Then, by Theorem 3.20, 
Mn(R) and EndMn(R)(eMn(R)) are similar. By statement (1) of the lemma, the 
latter ring is isomorphic to eMn(R)e. Thus Mn(R) and eMn(R)e are similar and 
hence R and eMn(R)e are similar if Mn(R)eMn(R) = M„(R). 

Conversely, let R' be any ring similar to R. By Morita II, R' ^ E n d ^ P where 
P is a progenerator for mod-P. Then P is a direct summand of P ( n ) for some n 
and T(P) = P . Thus P = eR{n) where e2 = eeEndRR{n\ Hence, by (4) of the 
lemma, End PR ^ e(End R{n))e. Also the application of Morita I to the example 
( P , M „ ( P ) , P ( n ) , ( n ) P , T , / / ) shows that E n d P ( , 7 ) is the set of left multiplications of 
the elements of R{n) by n x n matrices with entries in R and E n d P ( / l ) = M n (P) . 
Identifying e with the corresponding matrix, we see that R' ^ eMn(R)e. Since P 
is a generator, we have T(P) = R and since P is a direct summand of R(n\ the 
elements of P* = hom (P ,P) are the restrictions to P of the elements of 
hom (R{n\ R). The latter are the set of left multiplications by rows 
(a1,a2,...,an)i ateR. Since P = eR{n\ it follows that T(P) is the set of sums of 
elements of the form 

V 
I 

(a1,...,an)e 

ahbieR. Hence 1 can be expressed as such a sum. It follows that Mn(R)eMn(R) 
contains the matrix elx whose ( l - l ) -ent ry is 1 and other entries are 0. Since 
M^e^M^R) - Mn{R\ we have Mn(R)eMn(R) = M ; i (P) . Thus R' ^ 
eMn(R)e where e2 = e and Mn(R)eMn(R) = Mn(R). • 

Having settled the question of what the rings similar to a given ring look 
like, we now study more closely the equivalences of mod-P and mod-P' (and 
P-mod and P'-mod). By Morita II, these are given up to natural isomorphism 
by tensoring by an P'-P-bimodule P in a Morita context (R,R',P,P\z,fi) in 
which z and \i are surjective, hence, isomorphisms. Thus \x is an P ' -P ' -
bimodule isomorphism of P®RP' onto P ' and z is an P-P-bimodule 
isomorphism of P'®R.P onto P . Conversely, suppose we have such 
isomorphisms for an P'-P-bimodule P and an P-P'-bimodule P ' for any pair 
of rings P and P ' . Then, as in the proof of Morita I (5), ®RP' and ®R>P are 
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functors giving an equivalence of mod-R and mod-R' and P®R and P'®R> give 
an equivalence of R'-mod and R-mod. Hence R and R' are similar. Also since 
an equivalence of module categories sends progenerators into progenerators 
and R®RP' = Pf, it is clear that P ' is a progenerator for mod-R'. Similarly, it is 
a progenerator for R-mod and P is one for mod-R and for R'-mod. We shall 
now call an R'-R-bimodule P invertible if there exists an R-R'-bimodule P ' 
such that P'®R>P ^ R as R-R-bimodule and P®RP' ^ R'asR'-R'-bimodule.One 
can tensor multiply such modules. More precisely, if R" is a third ring and Q is an 
invertible R"-R'-bimodule (so R" and R' are similar), then the associative law for 
tensor products shows that Q®RP is invertible. We can now relate this to 
isomorphism classes of functors giving equivalences between the categories of 
modules of two rings. This is the content of 

MORITA III. Let R ,R ' ,R" , . . . be similar rings. Then the map P ~> ®R,P 
defines a bijection of the class of isomorphism classes of invertible R'-R-bimodules 
and the class of natural isomorphism classes of functors giving equivalences of 
mod-R' and mod-R. In this correspondence, composition of equivalences 
corresponds to tensor products of invertible bimodules. 

Proof The first statement amounts to this: If P is an invertible R'-R-
bimodule, then ®R>P gives an equivalence of mod-R' and mod-R and every 
such equivalence is naturally isomorphic to one of this form. Moreover, the 
functors ®R>Pi for ®R>P2 for invertible R'-R-bimodules Px and P2 are 
naturally isomorphic functors if and only if Pt and P 2 are isomorphic as 
bimodules. The first assertion has been proved in the first two Morita 
theorems. Now suppose Px and P 2 are isomorphic invertible R'-R-bimodules. 
Then for any N' = N'R>, M'®R,Pl and N'®R>P2 are isomorphic under an 
isomorphism that is natural in N'. Hence ®R>Pi and ®R>P2 are naturally 
isomorphic. Conversely, suppose ®R>P1 and ®R> P2 are naturally isomorphic. 
Then we have an R-isomorphism n of Rf®R>P1 onto R'®R,P2 such that for 
any a' e R' 

*' ®«< * a* A 

R' ®R, P2 Ha') ® lp2 

is commutative. This means that R'®R,P1 and R'®R.P2 are isomorphic as R'-
i?-bimodules. Then Pi and P2 are isomorphic as i?'-#-bimodules. Now 
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suppose Q is an invertible P"-P'-bimodule. Then we have the functor ®R»Q 
from mod-P" to mod-P' and the functor ®R>P from mod-P' to mod-P. The 
composite is the functor {®R"Q)®R>P from mod-P" to mod-P. By 
associativity, this is the functor ®R»{Q®R>P). This is the meaning of the last 
statement of the theorem. • 

In the special case in which P ' = P , the preceding theorem relates 
isomorphism classes of invertible P-P-bimodules and natural isomorphism 
classes of auto-equivalences of mod-P. It is readily seen that the first of these 
classes is a set. (Prove this.) Hence it constitutes a group in which the 
multiplication is defined by the tensor product. The theorem gives an 
isomorphism of this group with the group of natural isomorphism classes of 
auto-equivalences of mod-P. The first group is denoted as Pic P . Of particular 
interest is the case in which P is commutative. We shall consider this group 
later (sections 7.8 and 10.6). 

EXERCISES 

1. Let e be an idempotent in a ring such that ReR = P. Show that the map 
B ~> eBe = B n eRe is a lattice isomorphism of the lattice of ideals of R onto the 
lattice of ideals of eRe. Does this hold without the assumption that ReR = RI 

2. Define a relation ~ among rings by R ~ R' if R' ^ eMn(R)e for some n and an 
idempotent e such that Mn{R)eMn(R) = Mn(R). By Theorem 3.23 this is an 
equivalence relation. Can you prove this directly without using the Morita theory? 

3. Show that if R is a p.i.d., then any ring similar to R is isomorphic to a matrix ring 
Mn(R). 
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4 

Basic Structure Theory of Rings 

The structure theory of rings, which we shall consider in this chapter, is an 
outgrowth of the structure theory of finite-dimensional algebras over a field 
that was developed during the latter part of the nineteenth century and the 
early part of this century. The discovery of quaternions by Hamilton in 1843 
led to the construction of other "hypercomplex number systems," that is, finite 
dimensional algebras over U and C, including some non-associative ones (e.g., 
the octonions of Cayley and Graves). The problem of classifying such systems 
was studied intensively during the second half of the nineteenth century by a 
number of mathematicians: Molien, Frobenius, Cartan, and others. Their 
results constituted a very satisfactory theory for algebras over U and C, which 
included a complete classification of an important subclass, the semi-simple 
algebras. This structure theory was extended to finite dimensional algebras 
over an arbitrary field by Wedderburn in 1908. In 1927, Artin, stimulated by 
Emmy Noether's earlier strikingly successful simplification of ideal theory of 
commutative rings by the introduction of chain conditions, and motivated by 
the needs of arithmetic in finite dimensional algebras, extended the 
Wedderburn theory to rings satisfying chain conditions for one-sided ideals. In 
1945 this author developed a structure theory of rings without finiteness 
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assumptions. The principal ingredients of this theory were a new definition of a 
radical, the concepts of primitivity and semi-primitivity (formerly called semi-
simplicity), and a density theorem (due independently to Chevalley) that 
constituted an extensive generalization of a classical theorem of Burnside. 

In this chapter we shall reverse the historical order of development by first 
giving an account of the general theory and then specializing successively to 
Artin's theory and to Wedderburn's theory of finite-dimensional algebras over 
fields. The Wedderburn structure theorem for simple algebras reduces the 
classification of these algebras to division algebras. The proper vehicle for 
studying these is the Brauer group of algebra classes with composition defined 
by tensor products. We shall give an introduction to the study of these groups 
and related results on central simple algebras. At the end of the chapter we 
shall apply the results to the study of Clifford algebras. These are needed to 
round out the structure theory of orthogonal groups that was presented in 
Chapter 6 of BAI. Further applications of the theory to representation theory 
of finite groups will be given in the next chapter. 

4.1 PRIMITIVITY AND SEMI-PRIMITIVITY 

In the development of ring theory that we shall give, rings of endomorphisms 
of abelian groups and concretizations of rings as rings of endomorphisms play 
a predominant role. We recall that if M is an abelian group (written 
additively), the set of endomorphisms of M has a natural structure of a ring. 
Thus we obtain End M (or E n d z M), the ring of endomorphisms of M. By a 
ring of endomorphisms we mean a subring of End M for some abelian group M. 
We define a representation p of a ring R to be a homomorphism of R into a 
ring E n d M of endomorphisms of an additive abelian group M. A 
representation p of R acting on M (that is, with codomain End M) defines a left 
R-module structure on M by specifying that the action of R on M is given 
through p: 

(1) ax — p(a)x 

for aeR, xeM. Equation (1) defines a left module action since p(a) is an 
endomorphism and a ^ p(a) is a ring homomorphism. Conversely, if M is a 
left module for the ring R, then M is an abelian group and M affords a 
representation p = pM of R by defining aM for aeR to be the endomorphism 

aM : x ^ ax. 

Then p : a ~> aM is a homomorphism of R into End M, hence a representation 
of R. 
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By an irreducible representation of a ring we shall mean a representation p 
for which the associated module M (as just defined) is irreducible: M ^ 0 and 
M and 0 are the only submodules of M. The structure theory that we shall de­
velop is based on two articles of faith: irreducible representations are the best 
kinds of representations and the best behaved rings are those that have enough 
irreducible representations to distinguish between elements of the ring, that is, 
given a pair of distinct elements a, b of JR, there exists an irreducible represen­
tation p such that p(a) ^ p(b). Evidently this is equivalent to the simpler condi­
tion that given any a ^ 0 in R there exists an irreducible representation p of 
R such that p(a) ± 0. 

Before we proceed to the main definitions, it will be useful to collect some 
elementary facts on representations and modules. Because of the connection 
between representations and left modules that we have noted, we give 
preference in this chapter to left modules. Accordingly, in this chapter the 
unadorned term "module" will always mean left module. 

If p is a representation of the ring R acting in M, the kernel of p is evidently 
the ideal 

(2) a n n ^ M = {beR\bM = 0}, 

(bx = p(b)x). We shall call the representation p (and occasionally the module 
M) faithful if ker p = 0. For any x e M w e have the order ideal or annihilator of 
x, a n n R x = {beR\bx = 0}. This is a left ideal and the cyclic submodule Rx 
generated by x is isomorphic to R/ann^x where R is regarded as left R-module 
in the natural way. It is evident that 

(3) ke rp = a n n K M = f] a n n K x . 
xeM 

If / is a homomorphism of a ring S into JR and p is a representation of R 
acting on M, then pf is a representation of S acting on M. The corresponding 
module action of S on M is given by 

(4) bx=f(b)x 

for beS. As in the last chapter, the notations SM and RM serve to distinguish 
M as S-module from M as R-module (as well as to indicate that the action is 
on the left). In most cases, it will be clear from the context which of these is 
intended and " M " will be an adequate notation. It is clear that 

(5) a n n s M =f~1(atmRM) 

where, of course, f~1{ ) denotes the inverse image under / If the 
representation p of R is faithful, then a n n s M =f~1(0) = k e r / 
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Let B be an ideal of R contained in ann^M. Then M becomes an R = R/B 
module by defining the action of the coset a + B on x e M by 

(6) (a + B)x = ax. 

Since bx = 0 for every beB, xeM, it is clear that (6) is a well-defined action. It 
is immediate also that this is a module action of R on M and it is clear that a 
subset N of M is an R-submodule if and only if it is an R-submodule. In other 
words, RM and RM have the same lattice of submodules. The relation between 
the kernels of the representations of R and of R is given by the formula 

(7) a n n ^ M = (MmRM)/B. 

We now proceed to introduce two of our main definitions. 

D E F I N I T I O N 4.1. A ring R is called primitive if it has a faithful irreducible 
representation. R is called semi-primitive if for any a / 0 in R there exists an 
irreducible representation p such that p(a) ^ 0. 

We shall be interested also in representations that are completely reducible in 
the sense that the corresponding module M is completely reducible, that is, M 
= ]TM a where the Ma are irreducible submodules. We establish first two 
characterizations of semi-primitivity in the following 

P R O P O S I T I O N 4.1. The following conditions on a ring R are equivalent: (1) 
R is semi-primitive. (2) R has a faithful completely reducible representa­
tion. (3) R is a subdirect product of primitive rings (see p. 69). 

Proof. (1)=> (2). For each a # 0 in R let Ma be an irreducible module such 
that for the representation pMa we have pMa(a) ^ 0- Form M = © a # 0 M a . This 
is a completely reducible module and it is clear that 

(8) a n n ^ M = f] a n n K M a = 0. 

Hence pM is a faithful completely reducible representation for R. 
(2) => (3). Suppose p is a faithful completely reducible representation for R 

so M = X M a , Ma irreducible, for the corresponding module M. We have 0 
= a n n ^ M = P | a a n n K M a , and a n n ^ M a is an ideal in R. Hence R is a subdirect 
product of the rings R a = R / a n n K M a . On the other hand, since (ann K Ma)Ma 

= 0, M a can be regarded as an irreducible module for R and the 
representation of R a defined by M a is faithful. Hence Ra is primitive and R is a 
subdirect product of primitive rings. 
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(3) => (1). Let R be a subdirect product of the primitive rings Ra. For each Ra 

let pa be a faithful irreducible representation of R a . We have the canonical 
homomorphism na of R onto Ra and f)akerna = 0. We have the irreducible 
representation pana of R whose kernel is ker na. Accordingly, we have a family 
of irreducible representations {pa7ia} of R such that Pj akerpa7ca = 0. Then R is 
semi-primitive. • 

The definitions we have given thus far involve objects (representations and 
modules) that are external to the ring R. It is easy and useful to replace the 
definitions by internal characterizations. Let J be a left ideal of the ring R. We 
define 

It is clear that if we put M = R/I and regard this as a left R-module then 

It follows from this or directly from (9) that (I:R) is an ideal. Moreover, by 
(9), (I:R) cz I and (I:R) contains every ideal of R contained in I. In other 
words, (I: R) is the (unique) largest ideal of R contained in I. We can now give 
the following characterization of primitivity and semi-primitivity. 

P R O P O S I T I O N 4.2. A ring R is primitive if and only if R contains a maximal 
left ideal I that contains no non-zero ideal of R. A ring R is semi-primitive if and 
only if R # 0 and f]j(I:R) = 0 where the intersection is taken over all maximal 
left ideals lofR. 

Proof If R is primitive, we have an irreducible module M such that a n n ^ M 
- 0. Now M ^ R/I for a maximal left ideal I (p. 117). Then (I:R) = ann^R/7 
= a n n ^ M = 0. Thus 7 is a maximal left ideal containing no non-zero ideal of 
R. Conversely, if the condition holds, we have a maximal left ideal I such that 
(I: R) = 0. Then M = R/I provides a faithful irreducible representation of R, 
so R is primitive. 

Now let R be semi-primitive and let {pa} be a set of irreducible 
representations of R that is adequate for distinguishing the elements of R. 
Then f] ker pa = 0. If Ma is the module for pa then Ma = R/Ia, f a maximal 
left ideal in R. Hence (Ia: R) = a n n E M a = ker p a and f]a(Ia :R) = 0. A fortiori, 
f](I:R) taken over all of the maximal left ideals of R is 0. The converse follows 
by retracing the steps. • 

The internal characterizations of primitivity and semi-primitivity have some 
important consequences that we shall now record. The first of these is 

(9) {I:R) = {beR\bR<=I}. 

(10) (I:R) = annRR/I. 
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COROLLARY 1. Any simple ring ( # 0 ) is primitive. 

Proof. Any ring R # 0 contains a maximal left ideal J (p. 68). If R is simple, 
(I:R) = 0. Hence R is primitive. • 

Next we obtain characterizations of primitive and semi-primitive com­
mutative rings. 

COROLLARY 2. Let Rbe a commutative ring. Then R is primitive if and only 
if R is a field and R is semi-primitive if and only if it is a subdirect product of 
fields. 

Proof If R is a commutative primitive ring, R contains a maximal left ideal J 
containing no ideal ^ 0 of R. Since R is commutative, / is an ideal. Hence J 
= 0. Then 0 is a maximal ideal in R, which means that R # 0 and 0 and R are 
the only ideals in the commutative ring R. Then R is a field. Conversely, it is 
clear that any field satisfies the first condition of Proposition 4.2. Hence any 
field is primitive. It now follows from Proposition 4.1.3 that R is semi-primitive 
if and only if it is a subdirect product of fields. • 

We shall now give some examples of primitive and semi-primitive rings. A 
convenient way of constructing examples of rings is as rings of endomorphisms 
of abelian groups. If R is a ring of endomorphisms of an abelian group M, then 
M is an R-module in the natural way in which the action ax, aeR, xeM is the 
image of x under a. Obviously, the corresponding representation is the 
injection of R into End M and so this is faithful. Hence if R acts irreducibly on 
M ^ 0 in the sense that there is no subgroup of M other than 0 and M that is 
stabilized by R, then R is a primitive ring. Several of the following examples 
are of this type. 

E X A M P L E S 

1. The ring L of linear transformations of a finite dimensional vector space over a 
division ring is simple (p. 171). Hence I is primitive. 

2. Let V be a vector space over a division ring A that need not be finite dimensional. 
We claim that the ring L of linear transformations in V over A acts irreducibly on V 
and hence is a primitive ring. To prove irreducibility, we have to show that if x is any 
non-zero vector and y is any vector, there exists an leL such that Ix — y. Now this is 
clear, since we can take x to be an element in a base (ea) for V over A, and given any 
base (ea) and corresponding elements fa for every ea, then there exists a linear 
transformation / such that lea =fa. If V is infinite dimensional, the subset F of 
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transformations / with finite dimensional range {l(V) finite dimensional) is a non-zero 
ideal in L. Since 1 $ F, F ^ L. Hence L is not simple, so this is an example of a primitive 
ring that is not simple. If the dimensionality of V is countably infinite, it is easy to see 
that F is the only proper non-zero ideal of L. Hence L/F is simple and thus primitive. 

3. If (x1 ? x 2 , x3,...) is a base for a vector space V over a division ring A, then a linear 
transformation / is determined by its action on the base. We can write 

(ID 

where the X^eA and for a given i only a finite number of the Xtj are #0 . Thus / can be 
described by a matrix A = (Xtj), which is row finite in the sense that there are only a 
finite number of non-zero entries in each row. The set of row-finite matrices with entries 
in A is a ring under the usual matrix addition and multiplication, and the map / ~> A 
where A is the matrix of / relative to the base (x,-) is an anti-isomorphism. Now let R be 
the set of linear transformations whose matrices relative to the given base have the form 

( 1 2 ) 

10 

0 

where <& is a finite square block and X e A. The set of matrices of the form (12) is a 
subring of the ring of row-finite matrices. Hence R is a subring of the ring of linear 
transformations L. R acts irreducibly on V. For, if x is a non-zero vector and y is any 
vector, then we can write x — ^1x1 + • • • + £nxn, y = n1x1 + • • • + r\nxn for some n where 
the Thus x and y are contained in a finite dimensional subspace V of V. There 
exists a linear transformation /' of V into itself such that I'x — y and V can be extended 
to a linear transformation / of V contained in R (for example, by specifying that lx{ = 0 
if i > n). Then Ix = y. Hence V is irreducible as R-module and so R is primitive. 

4. Let V be as in example 3 with A = F, a field, and let p and q be the linear 
transformations in V over F such that 

(13) pxj = 0, pxi = i > 1 

qxt = xf + i , i = 1,2,3, — 

Then pqxt = xt for all i and qpxx = 0, qpxt = xt for i > 1. Hence 

(14) pq = 1, ^ L 

Let R be the set of linear transformations 

(15) t aijqy9 n = 0,1,2,... 
i,j=0 

where the atjeF. The first relation in (14) implies that R is closed under multiplication, 
so R is a ring of endomorphisms of V. Now put 

(16) eiJ = qT'1PI-1-qi^9 U = 1,2,.... 

The matrix of e y has a 1 in the (y, 0-position, 0's elsewhere. It follows that the matrix 
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ring corresponding to R includes all the matrices (12). Thus R contains the ring 
given in example 3 as a subring. Hence the present R acts irreducibly on V, so R is 
primitive. 

5. For any ring R we have the regular representation pR whose module is the additive 
group of R on which the ring R acts by left multiplication (see BAI, pp. 422-426). This 
representation is faithful and the submodules of R are the left ideals. Now let A be an 
algebra over the field F. Then the regular representation pA of A provides a 
monomorphism of A into the algebra L of linear transformations of the vector space 
A/F. Thus any algebra over a field can be imbedded in a primitive ring. We shall now 
show that A is also a homomorphic image of a primitive ring. Since A is an arbitrary 
algebra over a field, this will show that there is not much that can be said about 
homomorphic images of primitive rings. For our construction we take V = (&A, a 
direct sum of a countably infinite number of copies of the vector space A. Let A act on 
V in the obvious way and identify A with the corresponding algebra of linear 
transformations in V. For n = 1,2,3,... let Vn be the subspace of V of elements of the 
form (x l 3 x 2 , . . . ,x„,0,0, . . . ) , xteA, and let Ln be the set of linear transformations that 
map V„ into itself and annihilate all of the elements (0,... ,0,xn + 1,xn + 2, • • •)• Then L x c 
L 2 <=•••. Put L = (jLf and let R be the ring of linear transformations generated by A 
and L. Then R acts irreducibly on V, so R is primitive. Moreover, R = A-\-L, AnL 
= 0, and L is an ideal in R. Then R/L ~ A, so the given algebra A is a homomorphic 
image of the primitive algebra R. 

6. The ring Z is semi-primitive since f]p p r i m e (p) = 0 and Z/(p) is a field. Hence Z is a 
subdirect product of fields, so Z is semi-primitive. Similarly any p.i.d. with an infinite 
number of primes is semi-primitive. 

EXERCISES 

1. Let F{x,y} be the free algebra generated by x and y, and let K be the ideal in 
F{x,y} generated by xy — 1. Show that F{x,y}/K is isomorphic to the algebra R 
defined in example 4 above. 

2. (Samuel.) Let V,F be as in example 4 and let S be the algebra of linear 
transformations generated by p as in example 4 and the linear transformation r 
such that rxt = x f 2 + 1 . Show that S is primitive and S is isomorphic to the free 
algebra F{x,y}. 

3. Let F{x,y} be as in exercise 1 and let K be the ideal generated by xy — yx — x. 
Assume that F is of characteristic 0. Show that R = F{x,y}/K is primitive. 

4. Let R be a ring containing an ideal N ^ 0 that is nilpotent in the sense that there 
exists an integer ra such that Nm = 0 (that is, the product of any m elements of N 
is 0). Show that R is not semi-primitive. 

5. Show that if R is primitive then the matrix ring Mn(R) is primitive. 
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6. Show that if R is primitive and e is an idempotent element ^ 0 in P, then the ring 
eRe (with unit e) is primitive. 

7. Show that if R and R' are Morita similar (p. 179), then R is primitive if and only 
if R' is primitive. 

8. Let F be a field, P = F[t1,...,t„], the ring of polynomials in n indeterminates 
with coefficients in F. Show that for any i = l,2,...,n, there exists a unique 
derivation Dt of P such that 

Ditj = Sij 

(see exercise 11, p. 147). For feP let / denote the multiplication g^fg in P. 
Show that if D is a derivation in P and / e P, then fD is a derivation in P. Show 
that the derivations of P into P are the maps E i / A where D{ is as above and 
ft e P. Let P be the ring of endomorphisms of the additive group of P generated 
by the derivations and the multiplications of P. Show that if F is of characteristic 
0, then R is an irreducible ring of endomorphisms and hence R is primitive. 

9. Let F be a field of characteristic 0 and F{xl9...,xn9yl9...9yn} the free algebra 
over F determined by the 2n elements x 1 ? . . . 9xn,yl9... ,y„. Let I be the ideal in 
F{xl9.. .,xn,yl9.. .,yn} generated by the elements 

lxi9Xj], [yi9yj]9 [ j > i , x / ] - < 5 y l > 

1 < ij ^ n. The algebra Wn = F{xl9...9xn9yl9...9yn}/I is called a Weyl algebra. 
Show that if P and R are as in exercise 8, then the homomorphism n of 
F{xl9...,xn9yl9...9yn} into R such that xf ^ yt^Di9 1 ̂  z ^ w, is surjective 
and ker = L Hence conclude that Wn is primitive. 

10. Show that W„ is simple. (Suggestion: First treat the case in which n = 1.) 

4.2 THE R A D I C A L OF A RING 

From the point of view that we took in the previous section, the purpose of 
defining the radical of a ring is to isolate that part of the ring whose elements 
are mapped into 0 by every irreducible representation of the ring. Accordingly, 
we introduce the following 

D E F I N I T I O N 4.2. The (Jacobson) radical of a ring is the intersection of the 
kernels of the irreducible representations of the ring. 

Evidently, the radical, rad P , of the ring P is an ideal in P . 
We shall call an ideal P of R primitive (in P ) if P / P is a primitive ring. Let I 

be a maximal left ideal of P and let P = (I :P) . Then M = R/I is an irreducible 
module for P whose annihilator is P. Hence M can be regarded as an R 
= P/P-module by (6) and M is irreducible as P-module. By (7), a n n ^ M 
= a n n K M/P = P/P = 0. Hence M is a faithful irreducible module for P and so 
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R is primitive. Then, by definition, P is a primitive ideal in R. Conversely, let P 
be a primitive ideal in R. Then we have an irreducible module M for R = R/P 
such that the associated representation is faithful. Regarding M as R-module 
via (4) we see that M is an irreducible R-module such that a n n ^ M = P (see 
(5)). Now M ^ R/I where J is a maximal left ideal of R and hence ann^R/J 
= P. Since a n n K R / 7 = (/ :R), we have P = (/ :R). We therefore have the 

L E M M A 1. An ideal P of R is primitive in R if and only if P = (I:R)for some 
maximal left ideal IofR. 

We can now give our first internal characterization of the radical. 

P R O P O S I T I O N 4.3. (1) rad R is the intersection of the primitive ideals of R. 
(2) rad R is the intersection of the maximal left ideals of R. 

Proof (1) By definition, 

(17) r a d R = H a n n « M 

where {M} is the class of irreducible modules of R. Since M ^ R/I and 
ann R/I = (I: R), we have 

(18) r a d R = f](I:R) 

where / runs over the maximal left ideals of R. By the lemma, this can be 
written also as 

(18') r a d R = H p 

where P runs over the primitive ideals in R. This proves (1). To prove (2), we 
recall that for any module M we have a n n ^ M = P | x e M ann K x = f]x=f:0a.nnRx. 
If M is irreducible, this expresses a n n ^ M as an intersection of maximal left 
ideals. Hence, by (17), r a d R is an intersection of maximal left ideals, so 
rad R = 3 P|7 where / ranges over the maximal left ideals of R. On the other 
hand, since J ZD (I:R), f]I ZD f](I:R) = r a d R so 

(19) r a d R = f V 

where the intersection is taken over the set of maximal left ideals of R. • 

We prove next 

P R O P O S I T I O N 4.4. (1) R is semi-primitive if and only if radR = 0. (2) If R 
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^ 0, then R/rad R is semi-primitive and rad R is contained in every ideal B of R 
such that R/B is semi-primitive. 

Proof. (1) If rad R = 0, then f]P = 0 for the primitive ideals of R. Then R is 
a subdirect product of the primitive rings R/P and R is semi-primitive by 
Proposition 4.1. Conversely, if R is semi-primitive, R is a subdirect product of 
primitive rings and so there exists a set of primitive ideals whose intersection is 
0. Then rad R = f]P = 0 if P runs over the set of primitive ideals of R. 

(2) If B is an ideal of R, then any ideal of R = R/B has the form P/B where 
P is an ideal of R containing B. Since R/P = R/P where P = P/B, it is clear 
that P is primitive in R if and only if P is primitive in R. Since R is semi-
primitive if and only if f]P = 0, P primitive in R, it follows that R is semi-
primitive if and only if B is the intersection of all of the primitive ideals of R 
containing B. Then B ZD r adR, by (18'). If B = r adR, (18') implies that B is an 
intersection of primitive ideals. Then R/B = R/rad R is semi-primitive. This 
proves (2). • 

We shall give next an important element characterization of the radical. For 
this purpose, we introduce a number of definitions. First, we call an element z 
of a ring R left (right) quasi-regular in R if 1— z has a left (right) inverse in R. 
Evidently, left (right) quasi-regularity is equivalent to the following: the 
principal left (right) ideal R( l — z) ((1 — z)R) = R. If z is both left and right 
quasi-regular, then z is called quasi-regular. A left (right) ideal / is called quasi-
regular if all of its elements are left (right) quasi-regular. 

If z is left quasi-regular, 1 — z has a left inverse that we can write as 1— z'. 
Then (1 — z') (i — z) = 1 gives the relation 

(20) z'oz = z + z'-zfz = 0. 

The binary product z'oz = z + z' — z'z defines the circle composition o in the 
ring R. Let a denote the map x ~> 1 — x in R. Then o1 = 1, so a is bijective. We 
have 

z'oz= \-(l-z')(l-z) 

= G((G(Z')G(Z)) 

= <J-1(V(Z')O-(Z)). 

This implies that the circle composition is associative. Also since a(0) = 1, 
Ooz = z = zoO. Thus ( R , o , 0 ) is a monoid. 

L E M M A 2. (1) If I is a quasi-regular left (right) ideal, then I is a subgroup of 
(R, o , 0). (2) Nilpotent elements are quasi-regular. 
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Proof. (1) Let zel. Then we have a z'eR such that z'oz = 0. Then z + z' 
— zfz = 0 and z' = z'z — ze I. Hence there exists a z" such that z" O z' — 0. Since 
(R, O, 0) is a monoid, the equations z' o z = 0 = z" o z' imply that z" = z, so z' is 
the inverse of z in ( # , 0 , 0 ) and z'el. Since I is closed under O and contains 0, 
statement (1) is clear. 

(2) I f z n = 0,then (1 -z) (1 + z + z 2 + • • • + Z " " 1 ) = 1 = ( l + z + z

2 + ---
+ z"" 1 ) (1 — z). Hence z is quasi-regular. • 

An ideal (left, right ideal) is called nil if all of its elements are nilpotent. The 
second part of Lemma 2 shows that any nil left (right) ideal is quasi-regular. 

We can now give the following element characterizations of mdR. 

P R O P O S I T I O N 4.5. (1) r a d R is a quasi-regular left ideal that contains every 
quasi-regular left ideal of R. (2) rad R is the set of elements z such that az is left 
quasi-regular for every aeR. 

Proof. (1) Suppose z e r a d R is not left quasi-regular. Then R( l —z) / R, so 
this left ideal can be imbedded in a maximal left ideal I. Since r a d R is the 
intersection of the maximal left ideals of R, zel. But 1— z e R ( l — z) c z I, so 1 
= 1 — z + zel contrary to I R. This contradiction shows that every z e r a d R 
is left quasi-regular, so it proves that rad R is a quasi-regular left ideal. Now let 
Z be any quasi-regular left ideal of R. If Z radR, then there exists a maximal 
left ideal I such that Z £ I. Then I + Z ^ J and so J + Z = P . Then 1 = b + z 
for some bel, zeZ, and 1 = (1 — z)~1bel contrary to I ^ P . Thus Z cz R and 
part (1) is proved. 

(2) If z e r a d R , then azem&R for any a in R, so az is left quasi-regular. 
Conversely, suppose z satisfies this condition. Then Rz is a quasi-regular left 
ideal. Hence Rz c z rad R by (1) and z e rad R. • 

The concept of primitivity of a ring and of an ideal in a ring is not left-right 
symmetric. For, there exist primitive rings that are not right primitive in the 
sense that they have no irreducible right modules M' such that the associated 
anti-representation p' :a^> p'(a), where p'(a)x = xa, is monic. The first examples 
of such rings were given by George Bergman. In spite of this lack of symmetry 
in the concept of primitivity, the concepts of the radical and semi-primitivity 
are symmetric. Evidently, everything we have done can be carried over to anti-
representations, right modules, and right ideals. Suppose we denote the 
corresponding right radical as r a d ' P . Then we have the analogue of 
Proposition 4.5 for rad 'R. On the other hand, by Lemma 2, the elements of 
r adR and rad 'R are quasi-invertible. Hence, by Proposition 4.5 and its 
analogue for right ideals, we have rad 'R c z r a d R and r a d R c z r a d ' P . Thus 
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rad R = rad' R. This permits us to give a number of additional characteri­
zations of rad R. We give these and summarize the ones we obtained before in 

T H E O R E M 4.1. We have the following characterizations of the radical of a 
ring: rad R is 

1. the intersection of the primitive ideals of R, 
2. the intersection of the maximal left ideals of R, 
3. the intersection of the right primitive ideals of R, 
4. the intersection of the maximal right ideals of R, 
5. a quasi-regular left ideal containing every quasi-regular left ideal, 
6. the set of elements z such that az is left quasi-regular for every aeR, 
7. a quasi-regular right ideal containing every quasi-regular right ideal, 
8. the set of elements z such that za is right quasi-regular for every aeR. 

It is clear also that r a d R contains every nil right ideal as well as every nil 
left ideal of R. Moreover, since right semi-primitivity (defined in the obvious 
way) is equivalent to rad' R = 0, it is clear that a ring is semi-primitive if and 
only if it has a faithful completely reducible anti-representation and if and only 
if it is a subdirect product of right primitive rings. Another way of putting the 
left-right symmetry is that if we regard R and R o p as the same sets, then rad R 
= rad R o p and if R is semi-primitive, then so is R o p . 

EXERCISES 

1. Show that a ring R is a local ring (p. I l l ) if and only if R/rad R is a division ring 
and that if this is the case, then rad R is the ideal of non-units of R. 

2. Determine the radical of Z/(n), n ^ 0. 

3. (McCrimmon.) Show that zeradR if and only if for every aeR there exists a w 
such that z + w = waz = zaw. 

4. Show that ab is quasi-regular if and only if ba is quasi-regular. 

5. Call an element a of a ring R von Neumann regular if there exists a b such that 
aba = a. Show that the only element in rad R having this property is 0. (A ring is 
called von Neumann regular if all of its elements are von Neumann regular. Hence 
this exercise implies that such rings are semi-primitive.) 

6. Let R be a ring such that for any aeR there is an integer n(a) > 1 such that an{a) 

= a. Show that R is semi-primitive. 

7. Let e be a non-zero idempotent in a ring R. Show that rad eRe = e(md R)e 
= eRe n radR. (Sketch of proof: Show that every element of e(mdR)e is quasi-
regular in eRe, so e(radR)e cz rad eRe. Next let zerad eRe and let aeR. Write 
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a = eae + ea(l — e) + (1 — e)ae + (1 — e)a(l — e) (the two-sided Peirce decom­
position). Then za = zeae + zea(l — e) and zeae has a quasi-inverse z' in eRe. Then 
zaoz' = zea(l — e), which is nilpotent, thus quasi-regular. Hence za is right quasi-
regular. Hence z e rad R n eRe and rad eRe c e(rad R)e.) 

8. Show that for any ring R, rad Mn(R) = M„(radR). (Sketch of proof: We have a 
1-1 correspondence B ^ Mn(B) of the set of ideals of R onto the set of ideals of 
Mn(R) (see exercise 1, p. 171). Let {eh\l ^ ij ^ be a set of matrix units for 
M„(R). We have the isomorphism r ( r l ^ n of R onto e 1 1 M„(R)e 1 1 . Under this 
the image of radR is rade 1 1 M„(R)e 1 1 = e l x radM„(R)e n (by exercise 7) 
= e 1 1 M n (5 )e 1 1 . It follows that B = radR.) 

9. Show that if R and R' are (Morita) similar, then in any correspondence between 
the ideals of R and R' given by Morita I, the radicals of R and R' are paired. 

10. Prove that any ultraproduct of semi-primitive (primitive) rings is semi-primitive 
(primitive). 

4.3 DENSITY T H E O R E M S 

If V is a vector space over a division ring A, then a set S of linear 
transformations in V is called dense if for any given finite set of linearly 
independent vectors x 1 ? x 2 , . • •, xn and corresponding vectors yu y2,. ., yn there 
exists an / e S such that lxt = yi9 1 ^ i ^ /1. If K is finite dimensional, then we 
can take the xt to be a base and yt = ax{ for any given linear transformation a. 
Then we have an leS such that lxt = axu I ^ / ^ n, from which it follows that 
/ = a. Hence the only dense set of linear transformations in a finite 
dimensional vector space is the complete set of linear transformations. 

In this section we shall prove a basic theorem that permits the identification 
of any primitive ring with a dense ring of linear transformations. We consider 
first a more general situation in which we have an arbitrary ring R and a 
completely reducible (left) module M for P . Let R' = End^M, R" = E n d ^ M 
where M is regarded in the natural way as a left R'-module. We shall prove 
first the 

DENSITY T H E O R E M F O R C O M P L E T E L Y R E D U C I B L E M O D U L E S . 
Let M be a completely reducible module for a ring R. Let R' = EndRM,R" = 
E n d ^ M . Let { x 1 ? . . . , x,,} be a finite subset of M, a" an element of R". Then 
there exists an aeR such that axt = a"xi9 1 ^ i < n. 

The proof we shall give is due to Bourbaki and is based on the following 
pair of lemmas. 
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L E M M A 1. Any R-submodule N of M is an R"-submodule. 

Proof. Since M is completely reducible as R-module, we can write M 
= N © P where P is a second submodule (p. 121). Let e be the projection on N 
determined by this decomposition. Then eeR' and N = e(M). Hence if a"eR", 
then a"{N) = a"e(M) = ea"(M) cz N. Thus N is a submodule of R..M. • 

L E M M A 2. Let M be a module, M{n) the direct sum of n copies of M, n 
= 1,2,.... Then E n d w M ( ' ° is the set of maps (uuu2,...,un) ~> (vuv2,. • •,vn) 
where vt = Y^a\ju

P d-^eR! = End^M. Moreover, for any a"eR" = E n d ^ M , the 
map (u1,u2,...,un)^(a"u1,a"u2,...,a"un) is contained in the ring of en­
domorphisms of M{n) regarded as a left End R M{n]]-module. 

Proof. Let leEndRM{u), and consider the action of / on the element 
(0 , . . . , 0, uh 0,..., 0) where ut is in the zth place. We have 1(0,..., 0, uh 0,..., 0) 
= (ult,u2i,..., uni), which defines the map u{ ~> ujh 1 ^j^n. This is con­
tained in End^M. Denoting this map as a'ji9 we obtain l(uu..., un) = 
CEXi i ut, Z ^ i t u h • • • J Ha'ni ud- If is c l e a r a l s o that any map of this form is contained in 
E n d R M ( n ) . This proves the first assertion. The second follows, since for any a" e R" 
the map (uuu2,...,un) ~»(a"uua"u2,a"un) commutes with every map 
(u1,u2,...,un)^ ( E ^ t u i 9 Y a ' n U u Y a ' n i u i \ a'jteR'- • 

We can now give the 

Proof of the theorem. Suppose first that n = 1 . Then N = Rxx is an R-
submodule, hence an R"-submodule. Since x1 eN, a,'x1 eN = Rxx. Hence we 
have an a e R such that ax1 = a"x1. Now suppose n is arbitrary. Consider M{n) 

the direct sum of n copies of the R-module M. The complete reducibility of M 
implies that M{n) is completely reducible. By Lemma 2, if a"eR", the map 
(uuu2,...,un) (d'u^,a"u2,a"un) is in the ring of endomorphisms of M(n\ 
regarded as left End^ M(n) module. We apply the result established fovn = 1 to this 
endomorphism and the element x = ( x l 5 . . . , xn) of M(n\ This gives an element aeR 
such that ax = (a"xua"xn). Then axt = a"xt, 1 < i ^ n, as required. • 

There is a good deal more that can be done at the level of completely 
reducible modules (see the exercises below). However, for the sake of 
simplicity, we shall now specialize to the case that is of primary interest for the 
structure theory: a faithful irreducible representation of a ring. In this case we 
have the 
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DENSITY T H E O R E M F O R PRIMITIVE RINGS. A ring R is primitive if 
and only if it is isomorphic to a dense ring of linear transformations in a vector 
space over a division ring. 

Proof Suppose R is a primitive ring, so R has a faithful irreducible 
representation p acting in M. By Schur's lemma, A = E n d K M is a division 
ring. Since p is faithful, R is isomorphic to p(R), which is a ring of linear 
transformations in M regarded as a vector space over A. Now let x l 5 . . . ,x„ be 
linearly independent vectors in M, yu...,yn arbitrary vectors. Since the x's can 
be taken to be part of a base, there exists a linear transformation / such that 
lXi = y h l ^ i ^ n . Since / e E n d A M and A = End A ,M, it follows from the 
previous theorem that there exists an a eR such that ax{ = lxt = yh 1 ^ i < n . 
Then p(R) is a dense ring of linear transformations in M over A. Conversely, 
suppose R is isomorphic to a dense ring of linear transformations in a vector 
space M over a division ring A. If p is the given isomorphism, then putting ax 
= p(a)x for a e R , xeM, makes M an R-module. Moreover, this is irreducible 
since if x 0 and y is arbitrary, we have an a e R such that ax = y. Hence p is 
a faithful irreducible representation of R and so R is primitive. • 

For some applications it is important to have an internal description of the 
division ring A in the foregoing theorem. This can be obtained by identifying 
an irreducible R-module with an isomorphic one of the form R/I where / is a 
maximal left ideal of P . We need to determine End^ {R/I). We shall do this for 
any left ideal J or, equivalently, for any cyclic module. We define the idealizer 
of I in R by 

(21) B = {beR\Ib cz I}. 

It is clear that this is a subring of R containing / as an ideaf and, in fact, B 
contains every subring of R having this property. We have 

P R O P O S I T I O N 4.6. / / ' / is a left ideal in R, then EndR(R/I) is anti-isomorphic 
to B/I where B is the idealizer of I in R. 

Proof. Since 1 + / is a generator of R/I, fe EndR(R/I) is determined by 
f(l +1) = b + I = b(l + / ) as the map 

(22) a + I = a{l+I)^a{b + I) = ab + I. 

If a el, a + I = I = 0in R/I and hence its image ab-\-I = I. Then abel. Thus 
b e the idealizer B of P Conversely, let beB and consider the homomorphism 
of the free R-module R into R/I sending 1 ^b + I. Any del is mapped into db 
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-f / = / by this homomorphism. Hence we have an induced homomorphism of 
R/I into R/I sending 1+1 ^b + I. Thus any beB determines an en­
domorphism of R/I given by (22). Denote the correspondence between 
elements of B and endomorphisms of R/I determined in this way by g. 
Evidently g is additive and g(\) = 1. Also if bl9b2eB, we have g(b1b2)(l+I) 
= bib2 + I and g(b2)g{bi)(l+I) = g(b2)(b1+I) = b1b2+I. Hence g is an anti-
homomorphism of B onto EndR(R/I). The ideal in B of elements mapped into 
0 by this map is I. Hence B/I and EndR(R/I) are anti-isomorphic. • 

The reader should be warned that in spite of this nice determination of the 
division ring A in the density theorem, given by Proposition 4.6, this division 
ring is not an invariant of the primitive ring. A given primitive ring may have 
non-isomorphic irreducible modules giving faithful representations and even 
some irreducible modules whose endomorphism division rings are not 
isomorphic. There are important cases in which the division ring is an 
invariant of the primitive ring. For example, as we shall show in the next 
section, this is the case for artinian primitive rings. Our next theorem gives the 
structure of these rings. 

T H E O R E M 4.2. The following conditions on a ring R are equivalent: 
(1) R is simple, left artinian, and non-zero. 
(2) R is primitive and left artinian. 
(3) R is isomorphic to a ring E n d A M where M is a finite dimensional vector 

space over a division ring A. 

Proof. (1) => (2) is clear. 
(2) =>(3). Let M be a faithful irreducible module for R, A = End^M. We 

claim that M is finite dimensional over A. Otherwise, we have an infinite 
linearly independent set of elements {xt\i = 1,2,3,...} in M. Let Ij = ann K x 7 - so 
Ij is a left ideal. Evidently, n • • • nln is the subset of R of elements 
annihilating x 1 ? . . . , x , r By the density theorem there exists an aeR such that 
axx = • • • = axn = 0, axn + 1 # 0. Hence It n • • • n In ^ Ix n • • • n In + x . Then 

h ^ h n ^ ^ ^ n ^ n l , ^ - - -

is an infinite properly descending sequence of left ideals in R contrary to the 
artinian property of P . Thus M is finite dimensional over A and if we let 
( x u x 2 , x n ) be a base for M over A, the density property implies that for any 
yl9-..,yn there exists an aGR such that axt = yi9 1 ^ / ^ n. Hence if p is the 
representation determined by M, p(R) = E n d A M so R is isomorphic to the 
ring of linear transformations in the finite dimensional vector space M over A. 
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(3)=>(1). This has been proved in proving the Wedderburn-Artin theorem 
(p. 171). It can also be seen directly by using the anti-isomorphism of E n d A M 
with Mn(A) and recalling that if R is any ring, the map B ~> Mn(B) is an 
isomorphism of the lattice of ideals of R with the lattice of ideals of Mn(R) 
(exercise 8, p. 103 of BAI; or exercise 1, p. 171). The result then follows from 
the simplicity of A. • 

EXERCISES 

1. Let R be a primitive ring, M a faithful irreducible module for R, A = EndRM. 
Show that either R = Mn(A) for some n or for any k = 1,2,3,... ,R contains a 
subring having Mk(A) as a homomorphic image. 

2. Use exercise 1 to show that if R is a primitive ring such that for any aeR there 
exists an integer n(a) > 1 such that an{a) = a, then R is a division ring. 

3. Call a set S of linear transformations k-fold transitive if for any / < k linearly 
independent vectors x 1 ? . . .,xt and arbitrary vectors yu... ,yt there exists an aeS 
such that axi = yh 1 ^ i ^ /. Show that a ring of linear transformations that is 
two-fold transitive is dense. 

In the next three exercises, M = RM is completely reducible, R' = End^M, R" 
= End^M. 

4. Show that any homomorphism of a submodule RN of RM into RM can be 
extended to an endomorphism of RM (an element of R') and that if RN is 
irreducible, any non-zero homomorphism of RN into RM can be extended to an 
automorphism of RM. 

5. Show that if x ^ 0 is an element of an irreducible submodule RN of RM, then R'x 
is an irreducible submodule of R,M. (Hint: Let y = a'x # 0, a'eR', and consider 
the map u ~> a'u of RN = Rx into RM.) 

6. Show that RM is completely reducible and that its dimensionality (defined on p. 
125) is finite if R is left artinian. Show also that in this case R" = p(R) where p is 
the representation defined by M. 

7. Let M be a completely reducible R-module, B an ideal in R. Show that the 
following conditions are equivalent: (i) BM = M. (ii) If xeM satisfies Bx = 0, 
then x = 0. (hi) For any x, x e Bx. 

8. Prove the following extension of the density theorem for completely reducible 
modules: If R, M, and B are as in exercise 7 and B satisfies (i), (ii), (hi), then for 
any a" e R" and x 1 ? . . . , xn e M there exists a b e B such that bxt = a"xt, 1 ^ i ^ n. 

9. Use exercise 8 to prove the simplicity of the ring of linear transformations in a 
finite dimensional vector space over a division ring. 
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4 .4 A R T I N I A N R I N G S 

In this section we shall derive the classical results on structure and 
representations of (left) artinian rings. We shall show first that the radical of 
such a ring is nilpotent. We recall that if B and C are ideals of a ring R, then 
BC = {XfcfCf|b feB,cfGC}. This is an ideal in R. Also, if D is another ideal, 
then (BC)D = B(CD). We define Bk inductively by B1 = B, Bl = Bi~1B and B 
is called nilpotent if Bk = 0 for some k. This is equivalent to the following: the 
product of any k elements of B is 0. In particular, bk = 0 for every B. Hence B 
nilpotent implies that B is a nil ideal. On the other hand, it is easy to give 
examples of nil ideals that are not nilpotent (exercise 1, at the end of this 
section). 

T H E O R E M 4.3. The radical of a {left) artinian ring is nilpotent. 

Proof Let N = rad R, R artinian. By induction, N ZD N2 ZD N3 ZD • • •. Since 
these are left ideals, there is a k such that P = Nk = Nk + 1 = • • •. Then P = P2 

= N2k. N is nilpotent if and only if P = 0. Suppose this is not the case and 
consider the set S of left ideals I of R such that (1) I cz P and (2) PI # 0. Since P 
has these properties, S is not vacuous, and since R is artinian, S contains a 
minimal element I. Evidently, / contains an element b such that Pb ^ 0. Then 
Pb is a left ideal contained in / and in P and P{Pb) = P2b = Pb ^ 0. Hence 
Pb = I by the minimality of I in S. Since be I, we have a z e P such that zb = b 
or (1— z)b = 0. Since zeP cz r adR, z is quasi-regular. Hence ( 1 — z ) - 1 exists 
and b = (1 - z ) _ 1 ( l — z)b = 0. This contradicts Pb ^ 0 and proves (radR) f c 

= P = 0. • 

We recall that the radical of any ring contains all quasi-regular one-sided 
ideals, hence all nil one-sided ideals of the ring. The foregoing result implies 
that all such ideals in an artinian ring are nilpotent. We shall now derive the 
main result on the structure of semi-primitive artinian rings. For the proof we 
shall need the 

LEMMA. Let M be an artinian module that is a subdirect product of 
irreducible modules. Then M is a direct sum of a finite number of irreducible 
submodules. 

Proof The second hypothesis is equivalent to the following: M contains a set 
of submodules {Na} such that f]Na = 0 and every Ma = M/Na is irreducible. 
Consider the set of finite intersections Nain-- nNak of Na.e{Na}. The 
artinian condition on M implies that there exists a minimal element in this set, 
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say, N1n--- n Nm. Then for any Na, Nan(N1 n • • • n 7VJ = Nx n--- n Nm so 
Na ZD Nx n - • • nNm. Since P)ATa = 0, we have Nx n- - nNm = 0. Then we 
have a monomorphism of M into = © M i 5 M f = M/Nt. Thus M is 
isomorphic to a submodule of the completely reducible module © M f . Then M 
is completely reducible and is a direct sum of irreducible modules isomorphic 
to some of the Mt. • 

We shall now call a ring semi-simple if it is a subdirect product of simple 
rings. We have the following easy consequence of the preceding lemma. 

P R O P O S I T I O N 4.7. IfR is semi-simple and R satisfies the minimum condition 
for two-sided ideals, then R is a direct sum ©"R £ of simple rings Rt. 

Proof Let M(R) be the ring of endomorphisms of the additive group of R 
generated by the left and the right multiplications x ^ ax and x xa. This 
ring is called the multiplication ring of R. The additive group R can be 
regarded in the natural way as M(R)-module and when this is done, the 
submodules of M(R)R are the ideals of the ring R. The hypothesis that R is 
semi-simple is equivalent to the following: R as M(R)-module is a subdirect 
product of irreducible M(R)-modules. The other hypothesis of the lemma is 
also fulfilled. The conclusion then follows from the lemma. • 

We can now prove the main 

STRUCTURE T H E O R E M F O R SEMI-PRIMITIVE ARTINIAN RINGS. 
The following conditions on a ring R are eauivalent: 

(1) R is artinian and contains no nilpotent ideals ^0. 
(2) R is semi-primitive and artinian. 
(3) R is semi-simple and artinian. 
(4) RR is a completely reducible R-module. 
(5) R is a direct sum of a finite number of rings Rt each of which is 

isomorphic to the ring of linear transformations of a finite dimensional 
vector space over a division ring. 

The implication (1) => (5) is called the Wedderburn-Artin theorem. 

Proof. (1)<^>(2). This is clear, since the radical of an artinian ring is a 
nilpotent ideal containing all nilpotent ideals and rad R = 0 is equivalent to 
semi-primitivity. 

(2)<=>(3) is clear from Theorem 4.2, which establishes the equivalence of 
simplicity and primitivity for artinian rings. 
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(2) ==> (4). Since rad R is the intersection of the maximal left ideals, semi-
primitivity of R implies that RR is a subdirect product of irreducible modules. 
Then (4) follows from the lemma. 

(4) => (2). The semi-primitivity is clear, since the representation determined 
by RR is faithful and completely reducible. Also we have R = J]Ia, Ia a minimal 
left ideal. Then 1 = eY+-• + ek, e^I^e{Ia}. Then for aeR, we have a = al 
= ae1+---\-aekeI1+--- + Ik. Thus R = I1+----\-Ik and hence R = I1@I2® 

for a subset of the Ij. Then it is clear that 

R ZD J 2 Z D / 3 + - - - + ^ ZD • • • ID It ZD 0 

is a composition series for RR. The existence of such a series implies that R is 
artinian and noetherian. Then (2) holds. 

(3) => (5). Evidently the artinian property implies that R satisfies the 
minimum condition for two-sided ideals. Hence, by Proposition 4.7, P is a 
direct sum of simple rings. Thus P = P 1 © P 2 © - • - © P s where the Rt are ideals 
and are simple rings. Then for i / j , RtRj cz Rt n Rj = 0. It follows that any left 
ideal of Rt is a left ideal of R; hence, each Rt is artinian. Then Rt is isomorphic 
to the ring of linear transformations of a finite dimensional vector space over a 
division ring. Hence (5) holds. 

(5)=>(2). If R = R1®R2®---@RS where the Rt are ideals and Rt is 
isomorphic to End A .M; , Mt a finite dimensional vector space over the division 
ring Ai, then Rt is primitive artinian by Theorem 4.2, and P is a subdirect 
product of primitive rings, so P is semi-primitive. Since R( is a submodule of 
RR and the P-submodules of P t are left ideals, RRt is artinian. Hence R is 
artinian. Thus (2) holds. This completes the proof. • 

Let P be any ring and suppose P = P x © - • -®RS where the Rt are ideals that 
are indecomposable in the sense that if Rt = P-©P- ' , R[, R" ideals, then either 
PJ = 0 or PJ' = 0. Now let B be any ideal in P . Then B = Bl = BR = BR1+-• • 
+ BRS and since BRt cz Ri9 we have B = BR^-^BR^ Also BR( is an ideal 
of P , so if B is indecomposable then we have BRt = B for some z. Similarly, we 
have B = RjB for some j and since P t n Rj = 0 if i / j , we have B = RtB. It 
follows that if R = P i © - • -®R't is a second decomposition of P as a direct sum 
of indecomposible ideals, then s = t and the Rj are, apart from order, the same 
as the Pj. This applies in particular to the decomposition of a semi-simple 
artinian ring as direct sum of ideals that are simple rings. We see that there is 
only one such decomposition. Accordingly, we call the terms Rt of the 
decomposition the simple components of P . 

The structure theorem for semi-primitive artinian rings (or Theorem 4.2) 
shows that if R is simple artinian, then P ^ E n d A M , M a finite dimensional 
vector space over the division ring A. We now consider the question of 
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uniqueness of M and A. The problem can be posed in the following way: 
Suppose E n d A i M x and E n d A 2 M 2 are isomorphic for two finite dimensional 
vector spaces M £ over At; what does this imply about the relations between the 
two spaces? We shall see that the vector spaces are semi-linearly isomorphic. 
We recall that if a is an isomorphism of Ax onto A 2 , then a map s: M1 M 2 is 
called a o-semi-linear map if 

(23) s(x + y) = sx + sy, s(3x) = a(3) (sx) 

for x,yeMl9 SeA1 (BAI, p. 469). It is immediately apparent that if 5 is 
bijective, then s - 1 is a c" 1 -semi-l inear map of M 2 onto Mx. We shall say that 
M i and M 2 are semi-linearly isomorphic if there exists a semi-linear 
isomorphism ( = bijective semi-linear map) of Mx onto M2. This assumes 
tacitly that the underlying division rings A x and A 2 are isomorphic. Moreover, 
if {xa} is a base for M A over A± and 5 is a semi-linear isomorphism of Mx onto 
M2, then {sxa} is a base for M 2 over A 2 . Hence the spaces have the same 
dimensionality. Conversely, let Mx over A x and M2 over A 2 have the same 
dimensionality and assume that Ax and A 2 are isomorphic. Let {xa}, {ya} be 
bases for Mx and M2 respectively, indexed by the same set, and let a be an 
isomorphism of Ax onto A 2 . Define the map s of M\ into M 2 by 

(24) ZdaXa-+Yo-(Sa)ya (finite sums). 

One checks directly that s is cr-semi-linear and bijective. Hence we see that M x 

over Ax and M2 over A 2 are semi-linearly isomorphic if and only if they have 
the same dimensionality and Ax and A 2 are isomorphic. 

The key result for the isomorphism theorem (and for representation theory 
as well) is the following 

L E M M A 1. Any two irreducible modules for a simple artinian ring are 
isomorphic. 

Proof. We choose a minimal left ideal J of R, so J is an irreducible R-module. 
The result will follow' by showing that any irreducible module M for R is 
isomorphic to I. Since R is simple, the representation of R given by M is 
faithful. Hence, since 1^0, there exists an x e M such that Ix / 0. We have the 
homomorphism b bx of I into M. Since Ix / 0, the homomorphism is not 0. 
By Schur's lemma, it is an isomorphism • 

We shall require also the following 

L E M M A 2. Let M be a vector space over a division ring A, R = E n d A M the 
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ring of linear transformations of M over A. Then the centralizer of R in the ring 
of endomorphisms End M of M as abelian group is the set of maps 8':u^> Su, 
8eA. Moreover, 5^8' is an isomorphism of A onto this centralizer. 

Proof. Since M is a completely reducible A-module, the first statement is a 
special case of the density theorem. We can also give a simple direct proof of 
this result: Let d be an endomorphism of (M, + , 0 ) that centralizes E n d A M . 
Let x # 0 in M. Then dx e Ax. Otherwise, x and dx are linearly independent, 
and hence there is an / e E n d A M such that Ix = 0 and l(dx) ^ 0. Since l(dx) 
= d(lx) = 0, this is impossible. Hence for any x # 0 we have a 8xe A such that 
dx = 8xx. Let y be a second non-zero element of M and choose / e E n d A M 
such that Ix = y. Then Syy = dy = dlx = Idx = ldxx = Sxlx = 3xy. Hence 8X 

— 8y for all non-zero x and y, which implies that d has the form 8': u ^ 3u. It is 
clear that 8 ~> 8' is an isomorphism. • 

We can now prove the 

I S O M O R P H I S M T H E O R E M F O R SIMPLE ARTINIAN RINGS. Let Mt 

be a finite dimensional vector space over a division ring At, i = 1,2, and let g be 
an isomorphism of R1 = E n d A i M x onto R2 = E n d A 2 M 2 . Then there exists a 
semi-linear isomorphism s of Mt onto M2 such that 

(25) g(a) = sas-1 

for all aeR1. 

Proof We consider M1 as Rx = E n d A j M 1 module in the natural way and 
regard M2 as R x -module by defining ay = g(a)y for a e R 1 ? yeM2. These two 
modules for the simple artinian ring R1 are irreducible. Hence they are 
isomorphic. Accordingly, we have a group isomorphism s of M1 onto M2 such 
that for any x e M 1 ? aeRt, we have 5(ax) = a(sx). Since ay = g(a)y, yeM2, 
this gives the operator relation g(a) = sas'1, which is (25). 

Since s is an isomorphism of Mx onto M2, the map b ^ sbs~l, b e End M1, is 
an isomorphism of the endomorphism ring End Mx of the abelian group Mx 

onto the endomorphism ring End M2 of the abelian group M2. Since this maps 
E n d A i M 2 onto E n d A 2 M 2 , its restriction to the centralizer of E n d A i M 1 in 
End Mt is an isomorphism of this centralizer onto the centralizer of E n d A 2 M 2 

in End M 2 . By Lemma 2, the two centralizers are isomorphic respectively to 
A t and A 2 under the maps sending ^eA ( - into the endomorphism 8't: ui 8^. 

Hence we have an isomorphism o of A1 onto A 2 that is the composite of 
81 8\ ^ s8\s~1 with the inverse of 82 8'2. Thus we have s8'1s~1 = (08^' 



4.4 Artinian Rings 207 

and hence for any x e M j we have s(3\x) = s3[x = sS^s 1(sx) — (aS^'(sx) 
= (a31)sx. This shows that 5 is a cr-semi-linear isomorphism of Mx onto 
M 2 . • 

An immediate consequence of this theorem is that if EndAiM1 and E n d A 2 M 2 

are isomorphic, then Mx and M 2 are semi-linearly isomorphic. Conversely, if s 
is a semi-linear isomorphism of M1 onto M2 then sas~x e E n d A 2 M 2 for any 
a e E n d A i M 1 and it is immediate that assets'1 is an isomorphism of 
E n d A i M x onto E n d A z M 2 . We have seen that Mx and M 2 are semi-linearly 
isomorphic if and only if Mx and M 2 have the same dimensionality and A x 

and A 2 are isomorphic. This shows that a simple artinian ring is determined up 
to isomorphism by an integer n, the dimensionality of M, and the isomorphism 
class of a division ring A. 

The isomorphism theorem for simple artinian rings also gives a de­
termination of the automorphism group of such a ring. If we take R = E n d A M 
where M is a finite dimensional vector space over the division ring A, then the 
isomorphism theorem applied to E n d A M and E n d A M states that the 
automorphisms of R are the maps 

(26) a^sas'1 

where seG, the group of bijective semi-linear transformations of the vector 
space M. Denoting the map in (26) as Is, we have the epimorphism 5 ^ Is of G 
onto Aut R, the group of automorphisms of R. The kernel of this epimorphism 
is the set of bijective semi-linear transformations s such that sas'1 — a for 
every aeR = E n d A M . By Lemma 2, any such map has the form S':x^Sx, 
SeA. We note also that if 3 ^ 0, then 5' is a semi-linear automorphism of M 
whose associated automorphism of A is the inner automorphism i8: a ^> dab'1. 
This follows from 

3'(ax) = 3(ax) = (3a3~1)3x = (3a3~1)3fx. 

Thus the kernel of s ~> Is is the group A*' of multiplications x ^ 3x determined 
by the non-zero elements 3 of A. Evidently, our results on automorphisms can 
be stated in the following way. 

COROLLARY. We have an exact sequence 

(27) l ^ A * - ^ G i > A u t R - ^ l 

where A* is the multiplicative group of non-zero elements of A, G is the 
multiplicative group of bijective semi-linear transformations of the vector space M, 
Aut R is the group of automorphisms ofR = E n d A M , i is the map 3 ~> 3\ and I is the 
map s ^ Is. 
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Of course, this implies that AutR ^ G/A*'. 
A reader who is familiar with the fundamental theorem of projective 

geometry (see BAI, pp. 468-473) should compare the results obtained here on 
isomorphisms and automorphisms of simple artinian rings with the fundamen­
tal theorem and its consequences. We remark that the present results could be 
derived from the geometric theorem. However, it would be somewhat 
roundabout to do so. 

We shall derive next the main result on representations of artinian rings. 
This is the following 

T H E O R E M 4.4. Any module for a semi-simple artinian ring R is completely 
reducible and there is a 1-1 correspondence between the isomorphism classes of 
irreducible modules for R and the simple components of the ring. More precisely, 
if R = R i © * " © R s where the Rj are the simple components and Ij is a minimal 
left ideal in Rj, then {Il9...,Is} is a set of representatives of the isomorphism 
classes of irreducible R-modules. 

Proof Write each simple component as a sum of minimal left ideals of R. 
This gives R = ]T/f c where Ik is a minimal left ideal of R contained in a simple 
component. Now let M be an R-module and let x be any non-zero element of 
M. Then x = lxeRx = Y,Ikx. By Schur's lemma, either Ikx = 0 or Ikx is an 
irreducible module isomorphic to Ik. Now M = X . x e M ^ x = Hk,xhx a n < ^ this 
shows that M is a sum of irreducible submodules that are isomorphic to 
minimal left ideals of the simple components of R. Hence M is completely 
reducible and if M is irreducible, it is isomorphic to a minimal left ideal / of a 
simple component of R. To complete the proof, we need to show that if / is a 
minimal left ideal in Rj and / ' is a minimal left ideal in Rr, then / ^ F as R-
modules if and only if j = f. Suppose first that j = f. Then / and I' are R -
isomorphic by Lemma 1 on p. 205. Since RkI = 0 = RkF for k # j , it follows 
that / and F are R-isomorphic. Next assume j ^ / • Then Rjl = I and RjF = 0; 
hence / and / ' are not isomorphic as R-modules. • 

We also have a definitive result on irreducible representations for arbitrary 
(left) artinian rings. This is 

T H E O R E M 4.5. Let R be (left) artinian, N = rad R, and R = R/N 
= R1®" '®RS where the Rt are the simple components. For each j , 1 / ^ 5, t 
Ij be a minimal left ideal of Rj. Then Ij is an irreducible module for R, h £ 7j> v . v 
R-modules) ifj ^ /, and any irreducible R-module is isomorphic to one of the Ij. 

Proof. Any irreducible R-module M is annihilated by N, so it can be 
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regarded as an irreducible R-module. Conversely, any irreducible R-module is 
an irreducible R-module. It is clear also that irreducible R-modules are 
isomorphic if and only if they are isomorphic as R-modules. Hence the 
theorem is an immediate consequence of Theorem 4.4. • 

EXERCISES 

1. If z is a nilpotent element of a ring, then the index of nilpotency is the smallest t 
such that z* = 0, z ' _ 1 ^ 0. A similar definition applies to nilpotent ideals. Note 
that if AT is a nilpotent ideal, then the indices of nilpotency of the elements of JV 
are bounded. Use this to construct an example of a nil ideal that is not nilpotent. 

2. Prove that the center of any simple ring is a field. 

3. Show that if R = R1®- • -0R S where the Rt are simple, then the center C of R is 
C = C 1 @---0C s where Ci = CnRi is the center of Rt. Hence C is a 
commutative semi-simple artinian ring. Note that the Rt are determined by the 
simple components Ct of C since Rt = CtR. 

4. Let R be left artinian, N = radR, and assume that N* = 0, N*'1 0. Show that 
R/N and Nl/Ni+1, 1 ̂  i < t— 1, are completely reducible modules for R of finite 
dimensionality. Use this to prove that RR has a composition series and hence 
that R is left noetherian. 

The next four exercises are designed to give conditions for anti-isomorphism of 
simple artinian rings and to determine the anti-isomorphisms and involutions of such 
rings. 

5. Let V be a vector space over a division ring A that has an anti-automorphism 
j : 3 ~> 5. A sesquilinear form on V (relative to j) is a map / of V x V into A such 
that 

/(xi+*2 ,J>) =f(x1,y)+f(x2,y) 

f(x,yi +yi) =/foj>i)+/(x,3>2) 

f(Sx,y) = 3f{x,y), f(x,3y) =f(x,y)3 

for x,ye V, 5eA. Call/non-degenerate iff(z,y) = 0 for all y implies z = 0 and 
/ (x , z ) = 0 for all x implies z = 0. Show that if V is finite dimensional and / is 
non-degenerate, then for a linear transformation / in V over A there exists a (left) 
adjoint relative to f defined to be a linear transformation /' such that /(Ix, y) 
= /(x, I'y) for all x, y. Show that / ~> /' is an anti-isomorphism and that this is an 
involution iff is hermitian in the sense that / (v ,x) =f(x,y) for all x,y or anti-
hermitian: / {y, x) = —f (x,y). 

6. Let V and A be as in exercise 5 and let V* be the dual space homA(F,A). This is 
a right vector space over A, hence a left vector space over Ao p. If / is a linear 
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transformation of V over A, let Z* be the transposed linear transformation in V*. 
Show that Z~»Z* is an anti-isomorphism of EndAV onto End V%. Hence show 
that if Vt, i = 1,2, is a finite dimensional vector space over a division ring Af, then 
EndA lPi and EndAoV2 are anti-isomorphic if and only if Ax and A2 are anti-
isomorphic and V1 and V2 have the same dimensionality. 

7. Let K be a finite dimensional vector space over a division ring A and assume 
EndAK has an anti-automorphism J. Note that J (1)^-1* is an isomorphism of 
EndA V onto EndA<>nF* where F* is regarded in the usual way as left vector space 
over A o p (ax* = x*a). Hence there exists a semi-linear isomorphism s of V over A 
onto F* over A o p such that 

l* = sJ(l)s-1 

for Z e EndA F. If x, y e V, define 

f(x,y) = (sy)(x). 

Show that / is a non-degenerate sesquilinear form on ^corresponding to the anti-
automorphism a that is the isomorphism of A onto A o p associated with s and 
that J is the adjoint map relative t o / 

8. (Continuation of exercise 7.) Show that if J is an involution (J2 = 1), then either/ 
is skew hermitian or / can be replaced by pf p ^ 0, in A so that pf is hermitian 
and J is the adjoint map relative to pf. (Sketch: Note that for any veV, the map 
x ^ (j~xf(v, x) is a linear function, so there exists a v'eV such that f(v, x) 
= /(x,v'), xeV. Show that for any ueV the map l:x^f(x,u)v is in EndAV and 
its adjoint relative t o / i s y ^~xf(v,y)u =f(y,v')u. Conclude from J2(Z) = Z that 
there exists a 5 # 0 in A such that f(x,y) = Sf(y,x) for all x,yeV. Show that 5 
= S~1 and if (5 ^ — 1, then p/for p = (5 + 1 is hermitian and J is the adjoint map 
relative to pf.) 

9. Note that the Wedderburn-Artin theorem for simple rings has the following 
matrix form: Any simple artinian ring is isomorphic to a matrix ring Mn(A'), A' SL 
division ring (A' = A o p if A is as in the statement of the theorem). Note that the 
isomorphism theorem implies that if Ai and A2 are division rings, then 
Mn i(Ai) ^ Mni(A'2) implies that nx = n2 and Ai ^ A'2. Show that the isomor­
phism theorem implies also that the automorphisms of M„(A') have the form 
A ^ S((TA)S~1 where SeMn(A'), a is an automorphism of A, and aA = (cr(a£j.)) for 
A = (ay). 

10. Formulate the results of exercises 6-8 in matrix form. 

4.5 S T R U C T U R E T H E O R Y OF A L G E B R A S 

In this section we shall extend the structure theory of rings that we developed 
in sections 1-4 to algebras over commutative rings. We shall then specialize to 
the case of finite dimensional algebras over a field. 
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We recall that an algebra A over a commutative ring K is a (left) K-module 
and a ring such that the module A and the ring A have the same additive 
group (A, + ,0) and the following relations connecting the K-action and ring 
multiplication hold: 

(28) k(ab) = (ka)b = a{kb) 

for a, be A, keK (p. 44). We have the ring homomorphism 

(29) eik^kl 

of K into A (p. 138). The image under e is Kl = {kl \ keK}. This is contained 
in the center of A, and ka for keK, aeA, coincides with (fcl)a = a(kl). 
Conversely, given a ring R and a subring K of the center of R, R becomes a K-
algebra by defining ka for keK, aeR, to be the ring product ka. We remark 
also that rings are / -a lgebras in which na for neT, aeR, is the nth multiple of 
a. Hence the theory of rings is a special case of that of algebras. 

The prime examples of X-algebras are the algebras E n d ^ M where M is a K-
module for the commutative ring K. Here kffor k e K, fe E n d K M, is defined by 
(kf) (x) = kf(x) =f(kx), xeM (p. 139). If A is an arbitrary K-algebra, then we 
define a representation of A to be a (K-algebra) homomorphism of A into an 
algebra E n d K M . If p is a representation of A acting in the K-module M, then 
we define ax = p(a)x, aeA, xeM, to make M an A -module as well as a K-
module. Since p(ka) = kp(a), keK, and p(a) is a X-endomorphism, we have 

(30) k(ax) = (fefl)x = a(fcx) 

for keK, ae A, xeM. We now give the following 

D E F I N I T I O N 4.3. If A is an algebra over the commutative ring K, a (left) A-
module is an abelian group written additively that is both a (left) K-module and 
a [left) A-module such that (30) holds for all keK, a e A, xeM. 

If M is a module for A, we obtain a representation pM of A by defining 
pM(a) for aeA to be the map x ^ ax. This is contained in End^M, and 
a ^ pM(a) is an algebra homomorphism. It follows from (30) that kx = (fcl)x. 
Hence, if M and N are modules for the algebra A, then any homomorphism / 
of M into N regarded as modules for the ring A is also a K-homomorphism. It 
is clear also that any ,4-submodule is also a K-submodule and this gives rise to 
a factor module M/N for the algebra A in the sense of Definition 4.3. We 
remark also that if M is a ring ^4-module, then M is a K-module in which kx 
= (kl)x, and (30) holds; hence, this is an algebra ,4-module. The algebra A 
itself is an yf-module in which the action of A is left multiplication and the 
action of K is the one given in the definition of A. The submodules are the left 
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ideals. These are the same as the left ideals of A as ring. If keK and 
fe hom A(M,N) where M and N are modules for A, then kf is defined by 
(kf)(x) = kf(x), xeM. This is contained in hom^(M,iV), and this action of K 
on hom A(M,N) is a module action. It is immediate that E n d 4 M is an algebra 
over K. 
„ We can now carry over the definitions and results on the radical, primitivity, 

and semi-primitivity to algebras. An algebra is called primitive if it has a 
faithful irreducible representation, semi-primitive if there are enough irreduc­
ible representations to distinguish elements. The radical is defined to be the 
intersection of the kernels of the irreducible representations of the algebra. The 
results we proved for rings carry over word for word to algebras. We have 
observed that if A is an algebra over K, then the left ideals of A as ring are also 
left ideals of A as algebra and, of course, the converse holds. Since the radical 
of A as algebra or as ring is the intersection of the maximal left ideals, it is 
clear that rad ,4 is the same set with the same addition and multiplication 
whether A is regarded as ring or as algebra. Similarly, A is primitive (semi-
primitive) as algebra if and only if it is primitive (semi-primitive) as ring. 

The structure and representation theory of artinian rings carries over to 
algebras. In particular, the theory is applicable to algebras that are finite 
dimensional over fields, since any left ideal in such an algebra is a subspace 
and the descending chain condition for subspaces is satisfied. For the 
remainder of this section, except in some exercises, we consider this classical 
case: A a finite dimensional algebra over a field F. Then rad A is a nilpotent 
ideal containing every nil one-sided ideal of A. If rad A = 0, then A 
= A1@A2®-"@AS where the At are ideals that are simple algebras. If A is 
simple, then A is isomorphic to the algebra of linear transformations in a finite 
dimensional vector space M over a division algebra A. Here M is any 
irreducible module for A and A is the division algebra E n d ^ M given by 
Schur's lemma. We recall also that M can be taken to be A/I where / is a 
maximal left ideal of A and A is anti-isomorphic to B/I where B is the idealizer 
of I (Proposition 4.7, p. 203). Hence A is a finite dimensional division algebra 
over F. Since E n d A M for M n-dimensional over A is anti-isomorphic to Mn(A) 
and Mn(A) is anti-isomorphic to M n (A o p ) , it is clear that A is a finite 
dimensional simple algebra over F if and only if it is isomorphic to an algebra 
Mn(A'), A' a finite dimensional division algebra. These results were proved by 
Wedderburn in 1908. 

In BAI, pp. 451-454, we determined the finite dimensional division algebras 
over algebraically closed, real closed, and finite fields. We showed that if F is 
algebraically closed, then F is the only finite dimensional division algebra over 
F and if F is real closed, then there are three possibilities for finite dimensional 
algebras over F: (1) P, (2) F(^J — 1), and (3) the quaternion algebra over F with 
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base (l,i,j,k) such that i2 = — 1 = j 2 and ij — k = —ji. If F is finite, then one 
has Wedderburn's theorem that the finite dimensional algebras over F are 
fields. There is one of these for every finite dimensionality and any two of the 
same (finite) dimensionality are isomorphic (see BAI, pp. 287-290). Combin­
ing these results with the structure theorems, one obtains a complete 
determination of the finite dimensional semi-simple algebras over algebraically 
closed, real closed, or finite fields. 

The results on representations of artinian rings are also applicable to finite 
dimensional algebras over fields. Thus if A over F is semi-simple, then any 
representation of A is completely reducible and we have a 1-1 correspondence 
between the isomorphism classes of irreducible modules and the simple 
components of the algebra. 

One can apply the theory of algebras to the study of arbitrary sets of linear 
transformations in a finite dimensional vector space V over a field F. If S is 
such a set, we let EnvS denote the subalgebra of EndFV generated by S. We 
call this the enveloping algebra of S. Evidently, Env S consists of the linear 
combinations of 1 and the products s 1 s 2 " ' S r , steS, and the dimensionality 
dim Env S ^ n2 where n = dim V. The injection map into E n d F F is a 
representation of Env S. The theory of algebras is applicable to the study of S 
via this representation. We shall now apply this method and the density 
theorem to obtain a classical theorem of the representation theory of groups. 
This is 

BURNSIDE'S T H E O R E M . Let G be a monoid of linear transformations in a 
finite dimensional vector space V over an algebraically closed field F that acts 
irreducibly on V in the sense that the only subspaces stabilized by G are V and 0. 
Then G contains a base for E n d F V over F. 

Proof The hypothesis is that G contains 1 and G is closed under 
multiplication. Then Env G = FG, the set of F-linear combinations of the 
elements of G. Then V is an irreducible module for A = Env G and A' 
= EndA V is a division algebra by Schur's lemma. Evidently, A' is the 
centralizer of A in E n d F V, so A' is a finite dimensional algebra over F. Since F 
is algebraically closed, we have A' = Fl. By the density theorem, EndA,V = A. 
Hence A = FG = E n d F V. Evidently this implies that G contains a base for 
E n d F V. • 

If S is an arbitrary set of linear transformations in V over F that acts 
irreducibly, then Burnside's theorem can be applied to the submonoid G 
generated by S. The result one obtains is that there exists a base for EndFV 
consisting of 1 and certain products of the elements of S. 
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EXERCISES 

In these exercises A is an algebra over a field F. In exercises 1-5, A may be infinite 
dimensional; thereafter all vector spaces are finite dimensional. 

1. Let aeA and let a1,...,ocm be elements of F such that a — octl is invertible in A. 
Show that either a is algebraic over F or the elements (a — a £ l ) - 1 , 1 ^ i < m, are 
linearly independent over i7. 

2. Let i be a division algebra with a countable base over an uncountable 
algebraically closed field F (e.g., F = C). Show that A = F. 

3. Let A be finitely generated over an uncountable algebraically closed field F and 
let M be an irreducible ^-module. Show that End^M = F. 

4. Show that the elements of radyl are either nilpotent or transcendental over F. 

5. Let A be finitely generated over an uncountable field F. Show that rad A is a nil 
ideal. 

6. Assume F contains n distinct nth roots of 1 and let e be a primitive one of these. 
Let s and t be the linear transformations of the vector space V/F with base 
( x l 5 x2,x„) whose matrices relative to this base are respectively 

0 1 

Verify that 

S" = 1 = st = StS, 

and that Env {s, t} = End F V. Let u and u be linear transformations of a vector space 
W/F such that un = 1 = u", = svu. Apply the representation theory of simple 
algebras to show that dim W = r dim V and there exists a base for W over F such that 
the matrices of u and v relative to this base are respectively diag{a,a,...,a} and 
diag{r, T, . . . , T } . 

7. If a is a linear transformation in a vector space F over F with base (x 1 } . . . ,x f l ) 
and axt = zZatjxj, then the trace of a,tva = JX;, is independent of the choice of 
the base (BAI, p. 196). Moreover, tra is the sum of the characteristic roots of a. 
Let 

t(a, b) = trab. 

Show that t{a,b) is a non-degenerate symmetric bilinear form on E n d F F (BAI, p. 
346). 
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8. Let G, V, F be as in Burnside's theorem. Suppose tr G = {tra\ae G} is a finite set. 
Show that G is finite and |G| ^ |trG|n 2, n = dim V. (Hint: G contains a base 
(a l 5 . . . ,ani) for End F K by Burnside's theorem. Consider the map 
a ~> (t(a, ax), t(a, a2),..., t(a, a„2)) where t(a, b) = tr ab as in exercise 7.) 

9. A linear transformation is called unipotent if it has the form 1+z where z is 
nilpotent. Let G be a monoid of unipotent linear transformations in a finite 
dimensional vector space V over an algebraically closed field F. Prove Kolchins 
theorem that V has a base relative to which the matrix of every a e G has the form 

r -\ 
1 * 

1 

10 IJ 

(ffiwt: Let K = F 1 ^ F 2 = ^ - " ^ 1 ^ + 1 = 0 be a composition series for V as A 
= PG-module and apply exercise 7 to the induced transformations in the 
irreducible modules VJVi + 1.) Extend the theorem to arbitrary base fields F. 

10. (Burnside.) Let G be a group of linear transformations in a finite dimensional 
vector space V over an algebraically closed field F such that there exists an 
integer m not divisible by the characteristic of F such that am = 1 for all a e G. 
Prove that G is finite. (Hint: If G acts irreducibly, the theorem follows from 
exercise 8. Otherwise, we have a subspace U ^ 0, stabilized by G. "Use 
induction on the dimensionality to conclude that the induced groups of 
transformations in U and in V/U are finite. Let Kx and K2 be the kernels of the 
homomorphisms of G onto the induced groups in U and V/U. Then Kt and K2 

and hence Klr^K2 are of finite index in G. Finally, show that Kx n K2 = 1.) 

4.6 FINITE D I M E N S I O N A L C E N T R A L S I M P L E 

A L G E B R A S 

An algebra A over a field F is called central if its center C = Fl = { a l | a e P } . 
If A is a finite dimensional simple algebra over F, then A = MW(A) where A is a 
finite dimensional division algebra over A. The center C of A is isomorphic to 
the center of A and hence C is a field (cf. exercise 2, p. 209). Now A can be 
regarded as an algebra over C. When this is done, A becomes finite 
dimensional central simple over C. As we shall see in this section and the next, 
the class of finite dimensional central simple algebras has some remarkable 
properties. To facilitate their derivation it will be useful to collect first some 
simple results on tensor products of modules and algebras over fields that will 
be needed in the main part of our discussion. 

We note first that since any F-module ( = vector space over F) is free, it is 



2 1 6 4. Basic Structure Theory of Rings 

projective and thus flat (p. 154). Hence if we have an injective linear map i: V 
-+ V of F-modules, then i®\ and l®i are injective maps of V'®U -> V®U 
and of U®V into U®V respectively for any F-module U. If {xy\ael} is a 
base for V/F, then any element of U®V can be written in one and only one 
way as a finite sum XX,®xa,-> ay.e U. The fact that it is such a sum is clear 
since any element of U® V has the form X^;®^, a^e U, bje V. The uniqueness 
follows from the isomorphism of U®V = U®YFx = ®U®Fxy (Proposition 
3.3, p. 131), which implies that if X ^ ® = 0, then every aa. ® xa. = 0. Then 
the isomorphisms U®Fxa = U®F = U imply that aa®xa = 0 if and 
only if ay = 0. Similarly, if {j/ / ; |/?e J} is a base for U, then every element of 
U®V can be written in one and only one way as Xj/,-,-®^ bjS V. It is clear 
also that if {xy\ael} is a base for V and {y/;\PeJ} is a base for U, then 
{yr>®xy\fieJ,0LeI} is a base for U®V. Hence the dimensionality [ t / ® F : P ] 

[ ( : / • ] [I : / • ' ] . 
If A and P are algebras over the field F, then A®B contains the subalgebras 

\®B = {l®b\beB} and A® \ = {a®l\aeA}. These are isomorphic to B and 
A respectively under the maps b \ ®b and a®\. Hence we can identify 
B with the subalgebra 1®B and A with the subalgebra A®1 of v4®P. If we 
write a for a ® 1 and b for l ® b 5 then we have ab = ba and A®B = AB = BA. 

We shall now prove the following result, which in effect gives internal 
characterizations of tensor products of algebras over a field. 

P R O P O S I T I O N 4.8. If A and B are subalgebras of an algebra D over afield 
F, then D = A®FB if the following conditions are satisfied: 

(1) ab = ba for all a e A, be B. 
(2) There exists a base (xa) for A such that every element of D can be 

written in one and only one way as Y,Dixa^bteB. 
If D is finite dimensional, then condition (2) can be replaced by 

(20 D = AB and [D :P ] - [A:F] [B : P ] . 

Proof The first condition implies that we have an algebra homomorphism of 
A®B into D such that a®b ~> ab, aeA, beB (p. 144). The second condition 
insures that this is bijective, hence, an isomorphism. It is immediate that (2') 
=> (2) if D is finite dimensional. • 

As a first application of this criterion, we prove 

P R O P O S I T I O N 4.9. IfB is an algebra over F, then Mn(B) ^ Mn(F)®FB. 

Proof. This follows by applying the criterion to the subalgebras Mn(F) and 
P I = {bl\beB} where 
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fb 0 
b 

bl = 

If {etj\l ^ iJ ^ n} is the usual base of matrix units for Mn(F\ then (bl)etj 

= eij(bl). Hence condition (1) holds. Moreover, (M)ef J. is the matrix that has b 
in the (ij)-position and O's elsewhere. This implies condition (2). • 

Next we prove 

P R O P O S I T I O N 4.10. Mm(F)®Mn(F) ^ Mmn(F). 

Proof. This follows by applying the criterion to the subalgebras consisting of 
the matrices 

where beMm(F), and of the matrices 

\a11lm . . . oclnln 

a 1 a 0 - e P , 

respectively. We leave the details to the reader. • 

If A is any algebra, we define Ae = A®FAop and we call this the enveloping 
algebra of A. If A is a subalgebra of another algebra B, then we have a natural 
module action of Ae on B defined by 

( 3 D ( Z ^ ® b ^ = 

where the ateA, bteAov, yeB. It is clear from the universal property of the 
tensor product that we have a homomorphism of Ae into B such that 
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Y,ai®bi^YJ

aiybv Hence (31) is well-defined. Direct verification shows that it 
is a module action. In particular, we have a module action of Ae on A. The 
submodules of A as A-module are the ideals of A. Hence if A is simple, then A 
is A-irreducible. We recall that the endomorphisms of A regarded as left 
(right) ^-module in the natural way are the right (left) multiplications x ~» xa 
(x ax). It follows that End^ .4 is the set of maps that are both left and right 
multiplications x ^ cx = xd. Putting x = 1, we obtain d = c; hence EndAeA is 
the set of maps x ~» cx, c in the center. If A is central, this is the set of maps 
x ^ (al)x = ocx, oceF. We shall now apply this to prove our first main theorem 
on finite dimensional central simple algebras. 

T H E O R E M 4.6. / / A is a finite dimensional central simple algebra over a field 
F, then Ae = A®FAop ^ Mn(F) where n = dim A. 

Proof. We regard A as A-module as above. Then A is irreducible and 
EndAeA = F. Also A is finite dimensional over F. Hence by the density 
theorem Ae maps onto E n d F A Since both Ae and EndFv4 have dimensionality 
n2, we have an isomorphism of Ae onto E n d F A Since End F .4 ^ Mn(F), the 
result follows. • 

We consider next how a finite dimensional central simple algebra A sits in 
any algebra B (not necessarily finite dimensional) containing A as subalgebra. 
The result is 

T H E O R E M 4.7. Let A be a finite dimensional central simple subalgebra of an 
algebra B. Then B = A®FC where C is the centralizer of A in B. The map 
I ^ Al is a bijection of the set of ideals of C with the set of ideals of B. Moreover, 
the center of B coincides with the center of C. 

Proof. We regard B as A-module as above. By the preceding theorem, Ae is 
simple. Hence B is a direct sum of A-irreducible modules all of which are 
isomorphic to A (since A is A-irreducible and any two irreducible A-modules 
are isomorphic). Now observe that the generator 1 of A as A-module satisfies 
(a® 1)1 = al = la = (l®a)l and (a® 1)1 = 0 implies a = 0. Hence in any 
irreducible A-module , we can choose a c such that (a®l)c = (l®a)c and 
(a®l)c = 0 implies a = 0. Applying this to B as A-module , we see that we can 
write B = ®Aca where aca = caa for all aeA and aca = 0 implies a — 0. Then 
caeC and any element of B can be written in one and only one way as a finite 
sum £ a a c a , < z a e A If ceC, we have c = 5 X c a and ac = ca implies aaa = aaa. It 
follows that every aaeFl and c e £ F c a . This implies that C = £ F c a and {ca} is 
a base for C. It is now clear from Proposition 4.8 that A ®F C = B. 
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Now let / be an ideal in C. Then AI is an ideal in B = AC. Moreover, 
AInC = I. For, if (xx = l,x2,...,xn) is a base for A, then the canonical 
isomorphism of A®FC onto B (p. 144) implies that any element of B can be 
written in one and only one way as cteC. Then the elements of AI 
have the form JX-x f , dtel, and if such an element is in C, it also has the form 
c1x1, Ci eC. It follows that C n AI is the set of elements d1x1 = d1el. Thus 
C nAI = I, which implies that the map I ^ AI of the ideals of C into ideals of 
B is injective. To see that it is surjective, let V be any ideal of B. Then I' is a 
submodule of B as Ae-module. Hence T = J]AdtJ where dfiel — F r\ C, which 
implies that / ' = AI. Thus the map I ^ AI is also surjective. 

It remains to prove that the center of B is the center of C. Since the center of 
B is contained in C, it is contained in the center of C. On the other hand, if c is 
contained in the center of C, it commutes with every element of B = AC and 
so it is in the center of B. • 

It follows from the preceding theorem that B is simple if and only if C is 
simple and B is central if and only if C is central. The theorem can be applied 
to tensor products in which one of the factors is finite dimensional central 
simple. Thus let B = A®FC where A is finite dimensional central simple. We 
identify A and C with the corresponding subalgebras A® I and 1(g)C of A®C. 
Now we claim that C is the centralizer of A in B. For, let {j^} be a base for C 
over F. Then any element of B can be written in one and only one way as b 
= Y.a(jy(j, a^eA, and ab = ba for aeA is equivalent to aap = a^a for every ap. 
This implies that b commutes with every aeA if and only if b = I>/*Ĵ ? e F, 
that is, if and only if b e C. We can now apply Theorem 4.7 to obtain the 

COROLLARY 1. Let A be a finite dimensional central simple algebra over F, 
C an arbitrary algebra over F. Then the map I ~> A®FI is a bijection of the set 
of ideals of C with the set of ideals of B = A®FC. Moreover, the center of B 
coincides with the center of C (identified with the corresponding subalgebra of B). 

An important special case of this result is 

COROLLARY 2. Let Abe a finite dimensional central simple algebra over F, 
C any algebra over F. Then A®FC is simple if C is simple and A®FC is central 
if C is central. 

Iteration of Corollary 2 has the following consequence. 

COROLLARY 3. The tensor product Ax ®FA2®F'' • ®FAr of a finite number 
of finite dimensional central simple algebras is finite dimensional central simple. 
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Of particular interest are tensor products in which one of the factors is an 
extension field E of the base field F. If A is any algebra over F, then A®FE can 
be regarded as an algebra over E. This algebra over E is denoted as AE and is 
called the algebra obtained from A by extending the base field to E (see exercise 
13, p. 148). If (xa) is a base for A over F, then by identifying A with A®1 in 
AE, we can say that ( x J is a base for AE over E. Hence the dimensionality of A 
over F is the same as that of AE over E. It follows also that if K is an extension 
field of E, then (AE)K = AK. If B is a second algebra over F with base (yp), then 
A®FB has the base (x a j^) (=(xa®y(j)) over F and this is also a base for 
(A®FB)E over £ and ,4 F (x ) £ E £ over E. It follows that (A®FB)E ^ 4 £ <g) E .B E . 

(More general results are indicated in exercise 13, p. 148.1 
If A is finite dimensional central simple over F, then Corollary 2 to Theorem 

4.7 shows that AE is finite dimensional central simple over E. We recall also 
that Mn(F) is finite dimensional central simple over F. These are the simplest 
examples of central simple algebras. We now give 

D E F I N I T I O N 4.4. The matrix algebra Mn(F) is called a split central simple 
algebra over F. If A is finite dimensional central simple over F, then an extension 
field E of F is called a splitting field for A if A E is split over E (AE = Mn(E) for 
some n). 

Evidently any extension field of F is a splitting field of Mn(F) and if E is a 
splitting field for A and B, then E is a splitting field for the central simple 
algebra A®FB. This follows since AE = Mn(E) and BE ^ Mm(E) imply 
(A®FB)E ^ AE®EBE £ Mn(E)®EMm(E) s Mnm(E). We note also that 
if E is a splitting field for A, then it is a splitting field for Aop. For, 
(Aop)E = (AE)op ^ Mn(E)op, and since Mn(E) has an anti-automorphism, 
Mn(E)op ^ Mn(E). If A ^ Mr(jB) where B is central simple over F then £ is a 
splitting field for A if and only if it is a splitting field for B. We have AE ^ Mr(BE) 
since M r (£) ^ M r (F) ® F £ and M r ( £ ) £ ^ M r ( F ) £ £ Mr(J5£). Now BE ^ 
MS(A) where A is a central division algebra over E. Then AE = Mrs(A). If E 
splits v4 (that is, is a splitting field for A) then yl E = Mn(E) and hence 
M B (£) ^ Mrs(A) which implies that rs = n and A = E. Then 5 £ ^ M S (E) and E 
splits 5 . The converse is clear from Proposition 4.10. In particular, if A = Mr(A) 
where A is a central division algebra over F then E splits A if and only if E 
splits A. Thus it suffices to consider splitting fields for central division algebras. 
We remark finally that any extension field K of a splitting field is a splitting 
field. This is clear since {AE)K ^ AK and Mn(E)K = Mn(K). 

If E is an algebraically closed extension field of F, then the only finite 
dimensional simple algebras over E are the algebras Mn(E) (p. 213). 
Accordingly, any algebraically closed extension field E of F is a splitting field 
for every finite dimensional central simple algebra over F. We shall see later 
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that every field can be imbedded in an algebraically closed field (section 8.1). 
When this result is available, it proves the existence of splitting fields for finite 
dimensional central simple algebras. 

We shall now prove the existence of finite dimensional splitting fields for any 
finite dimensional central simple algebra A. Writing A = Mn(A) where A is a 
finite dimensional central division algebra, we shall show that any maximal 
subfield of A is a splitting field. This will follow from the following result (which 
we shall improve in Theorem 4.12). 

T H E O R E M 4.8. If A is a finite dimensional central division algebra over F, 
then a finite dimensional extension field E ofF is a splitting field for A if and only 
if E is a subfield of an algebra A = Mr(A) such that the centralizer CA(E) = E. 

Proof Suppose the condition holds: £ is a subfield of A = Mr(A) such that 
CA(E) = E. We can identify A with End&V where V is an r-dimensional vector 
space over A' = A o p . Then V is a A'®FE module such that (d®e)x = dex 
= edx for deA\ eeEczA. Since Af®FE is simple, the representation of 
Af®FE in V is faithful and we can identify Af®FE with the corresponding ring 
of endomorphisms in V. Since A'®FE is finite dimensional simple over F, V is 
completely reducible as A'®FE module and so we can apply the density 
theorem. Now End A ' V = A so EndA>0EV is the centralizer of E in A. By 
hypothesis, this is E. Now V is finite dimensional over F since it is finite 
dimensional over A' and A' is finite dimensional over F. Thus V is finite 
dimensional over E. Hence, by the density theorem, A'®FE is isomorphic to 
the complete algebra of linear transformations in V over E. If the 
dimensionality [V :£] = n, then A'®FE ^ Mn(E). Thus £ is a splitting field for 
A' over F and hence of A over F. 

Conversely, suppose A®FE ^ Mn{E). Then also A'®FE = Mn{E). Let V be 
an irreducible module for A'®FE. Since A'®FE = Mn(E), V is an n-
dimensional vector space over E and A'®FE can be identified with EndEV. 
Also V is a vector space over A' and if [V: A'] = r, then since E centralizes A', 
E cz EndA,V. The centralizer of E in E n d A , F is contained in the centralizer of 
A'®E in EndEV. Since A'®E = EndEV, this is E. Hence CEndA,v(E) = E and 
C M „ ( A ) ( £ ) = E. • 

The existence of a maximal subfield of A is clear since [A: F ] < co. We now 
have the following corollary, which proves the existence of finite dimensional 
splitting fields for any finite dimensional central simple algebra. 

C O R O L L A R Y . Let A be finite dimensional central simple over F and let 
A = Mr(A) where A is a division algebra. Then any maximal subfield E of A is a 
splitting field for A. 
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Proof. It suffices to show that E is a splitting field for A. Let E' = CA(E). 
Then E' ZD E and if E' ^ E, we can choose ceE'^E. The division algebra 
generated by E and c is commutative, hence this is a subfield of A properly 
containing E, contrary to the maximality of E. Thus CA(E) = E. Hence 
Theorem 4.8 with A = A shows that E is a splitting field. • 

If E is a splitting field for A so that AE ^ Mn(E), then [A:F~] = \_AE:E~\ 
= [M„(E) :£ ] = / i 2 . Thus we see that the dimensionality of any central simple 
algebra is a square. The square root n of this dimensionality is called the 
degree of A. 

We shall prove next an important theorem on extension of homomor­
phisms : 

T H E O R E M 4.9. Let A be a simple subalgebra of a finite dimensional central 
simple algebra B. Then any homomorphism of A into B can be extended to an 
inner automorphism of B. 

Proof. We form the algebra E = A®FBop, which is finite dimensional and 
simple. Any module for E is completely reducible and any two irreducible E-
modules are isomorphic. It follows that any two ^-modules of the same finite 
dimensionality over F are isomorphic. We now make B into an E-module in 
two ways. In the first, the action is (J^a^b^x = Y . a i x o i a n d in the second it is 
(T,ai®bi)x = J]f(ai)xbi w h e r e / is the given homomorphism of A into B. 
Clearly these are module actions and the two modules are isomorphic. Hence 
there exists a bijective linear transformation / of B over F such that 

(32) ZaAx)^ = IQlfiaJxbd 

for all ateA, x,bteB. In particular, l(x)b = l(xb) for all x,beB. It follows that / 
has the form x ~» dx where d is an invertible element of B. We have also al(x) 
= l(f(a)x) for all aeA, xeB. Then adx = df(a)x. Putting x = 1 we obtain 

f(a) = d~1ad. H e n c e / c a n be extended to the inner automorphism b ~» d~xbd 
in B. • 

If we take A = Fl in Theorem 4.9 we obtain the important 

COROLLARY (Skolem-Noether). Any automorphism of a finite dimensional 
central simple algebra is inner. 

We prove next an important double centralizer theorem for central simple 
algebras. 

T H E O R E M 4.10. Let A be a semi-simple subalgebra of a finite dimensional 
central simple algebra B. Then the double centralizer CB(CB(A)) = A. 
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Proof. Consider the algebra B®Bop and its subalgebra A®Bop. If we identify 
B with B®1, then it is easily seen as in the proof of Theorem 4.7 that 
B n (A®Bop) = A. Now regard B as £ ® £ o p - m o d u l e in the usual way. By the 
proof of Theorem 4.6, the algebra B®Bop is isomorphic to the algebra of linear 
transformations of B over F of the form x ~» Yf>i*b'i where bhb'teB. Then the 
result that 5 n (A®Bop) = A implies that if a linear transformation of B is 
simultaneously of the form x ^ Y , a i X D i where ateA, bteB, and of the form 
x^bx, beB, then b = aeA. We now consider the algebra A®Bop. We claim 
that this is semi-simple. To see this we write A = A± ® • • • ®AS where the A{ 

are simple ideals. Then A®Bop = (A1®Bop)®--®(As®Bop) and At®Bop 

is an ideal in A®Bop. Since At is simple and Bop is finite dimensional central 
simple, At®Bop is simple by Corollary 2, p. 219. Thus A®Bop is a direct sum 
of ideals that are simple algebras. Hence A®Bop is semi-simple. Now 
regard B as A ® £ o p -modu le by restricting the action of B®Bop to the sub­
algebra ^4®jBo p. Since A®Bop is semi-simple, B is completely reducible 
as E = A®Bop-modu\e. Now consider E' = EndEB. If we use the fact that 
the endomorphisms of B as right 5-module are the left multiplications, 
we see that E' is the set of maps x ~> cx, ceCB(A). Since B is finite 
dimensional over F and B is completely reducible as yt® J B o p -module, it follows 
from the density theorem that End^jB is the set of maps x ~> T,^ixbh a{ e A, bteB. 
Now let c! e CB(CB(A)). Then x c'x commutes with x ~> cx for c e CB(A) and 
with x ^ xb for b eB. It follows that x ^ c'x is in EndES. Hence x ~» c'x also has 
the form x ^ Y.&ixbh a{ eA,b{e B. We have seen that this implies that c' e A. Thus 
we have proved that CB(CB(A)) cz A. Since A cz CB(CB(A)) is clear, we have 
CB(CB(A)) = A. • 

The foregoing result does not give us any information on the structures of the 
various algebras involved in the proof or on their relations. We shall now look at 
this question and for the sake of simplicity, we confine our attention to the most 
interesting case in which A is a simple subalgebra of the central simple algebra B. 
The extension to A semi-simple is readily made and will be indicated in the 
exercises. 

Assume A simple. Then E = A®Bop is simple, so E = Mr(A) where A is a 
division algebra. Let d = [ A : F ] . Then we have 

(33) [E:F} = [A:F][B:F]=r2d. 

If {etj\ 1 ^ i,j < r} is the usual set of matrix units for M r (A), then it is clear that 
A = e11Mr(A)e11, which is just the set of matrices with (1, l)-entry in A and other 
entries 0. Also, Mr[A) is a direct sum of the r minimal left ideals Mr(A)eu and these 
are isomorphic modules for the algebra Mr(A). Each of these irreducible modules 
has dimensionality r2d/r = rd over F. Now consider B as E = v4®JBo p-module. 
Since E is simple, B as £-module is a direct sum of, say, s irreducible submodules 
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all of which are isomorphic to minimal left ideals of E. Since E = Mr(A), the 
dimensionality over F of any irreducible F-module is rd. Hence we have 

(34) [B:F]=srd. 

By (33) and (34) we see that s\r and 

(35) [A:F] = rls. 

Now consider CB(A) ^ E' = EndEB. Since B is a direct sum of s irreducible E-
modules and these are isomorphic to minimal left ideals Ee, e2 = e, of E, we can 
determine the structure of EndEB, hence of CB(A), by using the following 

LEMMA. Let e be a non-zero idempotent in an algebra E, I = Ee, I{s) the direct 
sum of s copies of I. Then E n d £ / ( s ) is isomorphic to Ms({eEe)op). 

Proof By Lemma 2, p. 198, E n d £ 7 ( s ) consists of the maps (uu...,us) ~» 
(v1,...,vs) where vt = Y.jdijuj and a ' ^ e E n d ^ . This gives a map {a'i3)^ 
rjia'ij) of M s ( E n d £ 7 ) into E n d £ / ( s ) . Direct verification shows that this is an iso­
morphism. Next we consider E n d £ 7 = EndEEe. As in the proof of Lemma (1), p. 
180, E n d £ F e is the set of maps ae ~> aebe, a,beE. In this way we obtain a map 
of eEe into EndEEe such that ebe ^ n(ebe):ae ^ aebe. Direct verification 
shows that this is an anti-isomorphism. Hence EndEI ^ (eEe)op and 
E n d £ / ( s ) s Ms((eEe)op). • 

Applying this lemma to B as £-module, we see that EndEB ^ 
M s ( ( e i l M r ( A ) g l l n ^ M s ( A ° P ) . Hence CB(A) = Ms(Aop) and 

(36) [CB(A):F]=s2d. 

Then 

(37) [A : F ] [CB(A) : F ] = (r/s)s2d = rsd = [B : F ] . 

We summarize these results in 

T H E O R E M 4.11. Let Abe a simple subalgebra of a finite dimensional central 
simple algebra B. Then [B:F] = [A\F~\ \CB{A)\F~\ and A®Bop^ Mr(A), A a 
division algebra, and CB(A) ^ M s (A o p ) . Moreover, s\r, [B:F~\ = rsd where 
d = [A:F] and [A:F] = r/s. 

The relation [ 5 : F ] = [^ :F][C B (^1) :F] shows that if A is a field, then 
CB(A) = Ao[B\F~\ = [A:F~]2. This gives the following precise determination 
of the finite dimensional splitting fields of a central division algebra. 

T H E O R E M 4.12. A finite dimensional extension field E of F is a splitting field 
for a central division algebra A if and only if [ F : F ] = nr where n is the degree 
of A, and E is isomorphic to a subfield of Mr(A). 
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EXERCISES 

1. Let A be a finite dimensional central division algebra over F, E a maximal 
subfield of A. Show that [A : F] = [E: F ] 2 . 

2. (Proof of Wedderburn's theorem on finite division rings.) Let A be a finite 
division ring, F the center of A so A is a central division algebra over F. Show 
that if E{ and E2 are maximal subfields of A, then these are conjugates in the 
sense that there exists an seA such that E2 = sE1s~1. Conclude from this that 
the multiplicative group A* of non-zero elements of A is a union of conjugates of 
the subgroup Pf. Hence conclude that A = P x = F is commutative (see exercise 
7, p. 77 of BAI). 

3. (Proof of Frobenius' theorem on real division algebras.) Let A be a finite 
dimensional division algebra over I R . If A is commutative, then either A = IR or 
A = C . If A is not commutative, its center is either IR or C ; C is ruled out since it 
is algebraically closed and so has no finite dimensional division algebras over it. 
Now suppose A is central over IR and A ^ I R . Then A contains an element i 
such that i2 = —1 and since C = U{i) has an automorphism such that i ^ —i, 
there exists a j in A such that ji = — ij. Show that the subalgebra generated by i 
and j is Hamilton's quaternion algebra H . Use exercise 1 to prove that 
[ A : [ R ] = 4 and that A = H . 

4. Let £ be a cyclic field over P, [E: P] = n, Gal E/F, the Galois group of 
E/F, = < 5 > . Let (E,s,y) be the subalgebra of Mn{E) generated by all of the 
diagonal matrices 

(38) b = dmg{b,sb,...,sn-1b}, 

beE, and the matrix 

(39) 

0 1 0 . 
0 0 1 0 

. . . . 0 1 
y 0 . . . 0 

where y is a non-zero element of F. Note that b ~> b is a monomorphism and 
identify b with b. Then we have the relations 

(40) zb = s(b)z, z " = y 

and every element of (E,s,y) can be written in one and only one way in the form 

(41) b0 + blz + --- + b„_lzn-1 

where the 6,e£. Prove that (E,s,y) is central simple and [ ( £ , 5 , 7 ) :P] = n2. 

5. Let E,F, G,s be as in exercise 4. Note that s e E n d F E and for any beE, x ~* bx is 
in EndFE. Identifying this with b, we have sb = s(b)s. Show that the algebra L of 
linear transformations in E over F generated by the multiplications beE and 5 is 
isomorphic to the algebra (E,s, 1) of exercise 4. Hence conclude that L = End F P 
and (E,s,l) ^ M,,{F). 
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6. Prove that {E,s,y) = Mn(F) if and only if y is the norm of an element of E. (Hint: 
Use Theorem 4.9, p. 222). Hence show that if n = p is a prime and y is not a 
norm in E, then (F, s, y) is a division algebra. 

7. Let E = Q(r) where r is a root of x3 +x2 — 2x — 1. Show that F/G is cyclic (see 
BAI, p. 236, exercise 1). Show that if y is an integer not divisible by 8, then y is 
not a norm of any element of E. Hence conclude from exercise 6 that (E, s, y) is a 
division algebra. 

8. Let A be an algebra over F with base (uu...,un) and let p(a) be the regular 
matrix representation determined by this base. Put N{a) = detp(a) (see BAI, p. 
403). Show that A is a division algebra if and only if N(a) ^ 0 for every a # 0 in 
A. Use this criterion to show that if t is an indeterminate, then A is a division 
algebra if and only if AF{t) is a division algebra. Generalize to show that if tu..., tr 

are indeterminates, then AF{t] tr) is a division algebra if and only if A is a 
division algebra. 

9. Show that if A1 and A2 are finite dimensional division algebras over F and At is 
central, then A1(x)FA2 = Mr(E) where P is a division algebra and r |[A,:F], 
i = 1,2. Hence show that A X ®A 2 is a division algebra if ([Ax :P] , [A2 :P]) = 1. 

10. If A is a subalgebra of an algebra P, a linear map D of A into P is called a 

derivation of A into B if 

(42) D(a1a2) = a1D(a2) + D(a1)a2 

for ateA. Form P ( 2 ) and define 

(43) <z(x,j>) = (ax + D(a)y, ay) 
for a 6^4, ( X J ) G J B ( 2 ) . Verify that P ( 2 ) is an ,4-module with this action. Show that 
P ( 2 ) is an ^4(x)Pop-module in which 

a®b(x,y) = (axb + D{a)yb,ayb). 

11. A derivation of B into B is called a derivation in B. If deB, the map 
x ^ [d, x] = dx — xd is a derivation in B called the inner derivation determined by 
d. Prove that if A is a semi-simple subalgebra of a finite dimensional central 
simple algebra P, then any derivation of A into B can be extended to an inner 
derivation of B. 

12. Let A be a semi-simple subalgebra of a finite dimensional central simple algebra 
B. Show that CB(^4) is semi-simple and investigate the relation between the 
structure of A, A(g)Bop and CB(A). 

A.l THE B R A U E R G R O U P 

The results on tensor products of finite dimensional central simple algebras 
given in the previous section lead to the introduction of an important group 
that was first defined by R. Brauer in 1929. The elements of this group are 
similarity classes of finite dimensional central simple algebras. If A and B are 
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such algebras, we say that A is similar to B (A ~ B) if there exist positive 
integers m and n such that Mm(A) ^ Mn(B) or, equivalently, Mm(F)®A ^ 
Mn(F)®B. The relation of similarity is evidently reflexive and symmetric. It 
is also transitive since if 

Mm(F)®A ^ M„(F)®B 

and 

Mr(F)®B^Ms(F)®C, 

then 

Mmr(F)®A ^ Mr(F)®Mm(F)®A ^ Mr(F)®Mn(F)®B 

^ M„(F)®Mr(F)®B ^ Mn(F)®Ms(F)®C ^ MJF)®C. 

Note that we have used associativity and commutativity of tensor multipli­
cation as well as the formula Mn(F)®Mm(F) = Mmn(F), which was established 
in Proposit ion 4.10, p. 217. We now see that ~ is an equivalence relation. Let 
[A] denote the similarity class of A, that is, the equivalence class of finite 
dimensional central simple algebras similar to A. Suppose A ~ A' and B ~ B', 
so we have positive integers m, m\ n, n' such that A®Mn(F) = A'®Mn,(F) and 
B®Mm{F)^B'®Mm\F). Then A®B®Mnm(F) ^ A'®B'®Mn,m,(F). Hence 
A®B ~ A'®B'. Thus we have a well-defined binary composition of similarity 
classes given by 

(44) [A][B] = [A®B-]. 

Evidently this is associative and commutative. Moreover, the set of matrix 
algebras Mn(F) constitutes a similarity class 1 and this acts as unit since 
A - A®Mn(F). We have seen in Theorem 4.6, p. 218, that A®Aop - 1. Hence 
[ A ] [ A P ] = 1 = [>4 o p ] |X | . 

If A is finite dimensional central simple over F, we can write A = Mtl(F)®A 
for A, a finite dimensional central division algebra. Conversely, if A is as 
indicated, then Mn(F)®A is finite dimensional central simple over F. We recall 
that the isomorphism theorem for simple artinian rings (p. 206) implies that if 
Mn(A) ^ Mm(A') for division algebras A and A', then m = n and A ^ A'. It 
follows that the division algebra A in the formula A = Mn(F)®A is determined 
up to isomorphism by A. Hence a similarity class [^4] contains a single 
isomorphism class of finite dimensional central division algebras and distinct 
similarity classes are associated with non-isomorphic division algebras. Now the 
class of subalgebras of the matrix algebras Mn(F), n = 1 ,2,3, . . . is a set and 
every algebra over F is isomorphic to a member of this set. Hence the isomor­
phism classes of algebras over F constitute a set. This set has as subset the 
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isomorphism classes of central division algebras over F. Hence the similarity 
classes of central simple algebras over F is a set. Our results show that this set 
is a group under the composition defined by (44). This group is denoted as 
Br(F) and is called the Brauer group of the field F. It is clear that the deter­
mination of Br(F) for a field F is equivalent to a complete classification of the 
finite dimensional central division algebras over F. 

If F is algebraically closed or is a finite field, then Br(F) = 1. If F = IR, then 
Br(F) is a cyclic group of order two by Frobenius' theorem. We shall determine 
Br(F) for F a p-adic field in Chapter 9 (section 9.14). One of the most important 
achievements of algebra and number theory in the 1930's was the determina­
tion of Br(Q) and, more generally, Br(F) for F a number field (that is, a finite 
dimensional extension field of Q). This involves some deep arithmetic results. 

Let E be an extension field of F. If A is finite dimensional central simple over 
F , then AE is finite dimensional central simple over E. We have (A ®FB)E ^ 
AE ®EBE and Mn{F)E ~ Mn(E). This implies that we have a homomorphism of 
Br(F) into Br(E) sending [A\ into [AE~\. The kernel, which we shall denote as 
Br(E/F), is the set of classes \_A] such that AE ~ 1 (1 for F is customary here), 
that is, the [^4] such that A is split by E. We shall consider this group in Chapter 
8 for the case in which £ is a finite dimensional Galois extension field of F. 

EXERCISE 

1. Use Theorem 4.11 (p. 224) to show that if A is finite dimensional central simple 
over F and E is a subfield of A/F, then CA(E) ~ AE (in Br(£)). 

4.8 C L I F F O R D A L G E B R A S 

In this section we apply some of the results on central simple algebras to the 
study of certain algebras—the Clifford algebras—defined by quadratic forms. 
These algebras play an important role in the study of quadratic forms and 
orthogonal groups. The results on these matters that we require can be found 
in BAI, Chapter 6. 

Let V be a finite dimensional vector space over a field F equipped with a 
quadratic form Q. We recall the definition: Q is a map of V into the base field 
F such that 

1. Q(ax) = ot2Q(x\ aeF, xeV. 
2. B(x,y) =-Q(x + y)-Q(x)-Q(y) is bilinear. 
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Evidently, B(x,y) is symmetric, that is, B(y,x) = B(x9y) and B(x,x) = 2Q(x). 
We use Q to define an algebra in the following manner. 

D E F I N I T I O N 4.5. Let V be a vector space over afield F, Q a quadratic form 
on V. Let T{V) = F®V®{V®V)®(V®V®V)®-• • be the tensor algebra 
defined by V (p. 140) and let KQ be the ideal in T(V) generated by all of the 
elements of the form 

(45) x®x-Q(x)l, xeV. 

Then we define the Clifford algebra of the quadratic form Q to be the algebra 

C(V9Q)=T(V)/KQ. 

If aeT(V), we write a = a + KQe C(V,Q) and we have the map z :x ^ x of V 
into C(V,Q). Since V generates T(V), i(V) generates the Clifford algebra. We 
have x2 = Q(x)l. Moreover, we claim that we have the following universality 
of the map i: I f / i s a linear map of V into an algebra A such that 

/ ( x ) 2 = Q ( x ) l , xeV, 

then there exists a unique algebra homomorphism g of C(V,Q) into A such 
that 

^ C(V3 Q) 

A 

is commutative. To see this, we recall the basic property of the tensor algebra 
that any linear map f of V into an algebra has a unique extension to an 
algebra homomorphism f of T(V) into A (see p. 140). Now for the given / , 
the kernel, k e r / ' , contains every element x ® x — Q(x)l, xeV, since 
f'(x ® x - Q ( x ) l ) = / ( x ) 2 - Q ( x ) l = 0. Hence the ideal KQ cz k e r / ' and so we 
have the induced homomorphism g\d + KQ^f'(a). In particular, g(x) = 
f'(x) = / ( x ) , which is the commutativity of (46). The uniqueness of g is clear 
since the x generate C(V, Q). 

The ideal KQ defining C(V,Q) contains every 

{x + y)®(x + y)-Q(x + y)l = x®x + y®x + x®y+ y®y 

-Q(x)l-B(x,y)l-Q(y)l, x,yeV. 
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Since x ® x - Q ( x ) l and y®y-Q(y)l eKQ, we see that 

(47) x®y + y®x-B(x,y)leKQ, x,yeV. 

Equivalently, we have the relations 

( 4 7 ) xy + yx = B (x,y)l 

in C(V, Q) as well as x2 = Q(x)l. We can use these to prove 

L E M M A 1. / / t h e elements u1,u2,--.,un span the vector space V over F, then 
the elements 

(48) 1 = 1, uixili2 • • • uir, ii < i2 < < ir, 1 < r < n 

span the vector space C(V, Q) over F. 

Proof. Since T(V) is generated by V and the u{ span V, it is clear that the re­
generate T(V), so every element of T(V) is a linear combination of 1 and 
monomials in the ut of positive degree. We now call 1 and the monomials 
uiiuii '"uir h < H < "' < K> 1 ^n, standard. Let S be the set of these. 
We proceed to prove by induction on i and on the degree of ueS that utu is 
congruent modulo the ideal KQ to a linear combination of standard 
monomials of degree ^ d e g u + 1. This is clear if degw = 0. Now suppose 
u = uuuiz- • - uir, r > 1. If i = 1, the result is clear if ix > 1 and if i1 = 1, then 
uxu = u1

2uh "-uir = Q(u1)uh - " U i r (mod KQ). Now let i > 1. If i: ^ ix the result 
follows as in the case i = 1. Hence assume i> i1. Then, by (47) 

u{aixui2" • uir = —ui{UiUi2 • - - u^ + B(ubui{)uh • • • uw ( m o d i ^ ) . 

By the degree induction, uLui2 • • • uir is congruent modulo KQ to a linear 
combination of standard monomials of degree ^ r . Then induction on the 
subscript i implies that uiluiui2---uir and hence uiuhui2---uir is congruent 
modulo KQ to a linear combination of standard monomials of degree < r + l . 
The result we have proved implies that if C is the subspace of C(V, Q) spanned 
by the elements 1, uiiui2 • • • uir, i± <i2 < ••< ir, then UiC cz C. This implies that 
CC cz C so C is a subalgebra of C(V,Q). Since C contains V= {x\xeV} 
and V generates C(V, Q), we have C = C(V, Q). • 

Evidently, the lemma implies that if dim V = n, then dim C(V,Q) < 2", 
which is the number of standard monomials in the uL. 

For the sake of simplicity, we assume in the remainder of the text of this 
section that char F ^ 2. The extension of the results to the characteristic two 
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case will be indicated in the exercises. We assume first that B is non-degenerate 
and we separate off the lowest dimensional cases n = 1,2. 

n = 1. We have d i m C ( F , Q ) ^ 2 and if V = Fu, then u2 = Q(u)l and 
Q(u) ^ 0, since B is non-degenerate. Let A = F[t\l (t2 — Q{u)\) where t is an 
indeterminate. Then A has the base (1,7) where t = t + (t2 — Q(u)l). Then 
t 2 = Q(u)l, which implies that the linear m a p / o f V into A such tha t / (w) = t 
satisfies / ( x ) 2 = Q(x)\. Hence we have a homomorphism of C(V,Q) into A 
such that M - > t. This is surjective. Since dim A = 2 and dim C(V,Q) ^ 2, we 
have d i m C ( F , Q) = 2 and our homomorphism is an isomorphism. If Q(u) is 
not a square in F, then t2 — Q(u)l is irreducible in and C(V,Q) is a field. If 
Q(u) = p2, peF, then e' = u-pl satisfies 

Hence e = -{2P)~1e' is an idempotent # 0 , 1 in C(F,Q). Then C(V9Q) = 
Fe@F(l — e), a direct sum of two copies of F. Hence we have the following 
lemma. 

L E M M A 2. If B(x,y) is non-degenerate and n = 1, then dim C(V,Q) = 2 and 
ifV = Fu, then C(V, Q) is afield or a direct sum of two copies of F according as 
Q(u) is not or is a square in F. 

n = 2. Choose an orthogonal base (u,v) for V. Then Q(u)Q(v) ^ 0. Let C be 
the Clifford algebra of Fu relative to the restriction Q' of Q to Fu. Then C has 
a base (1, u) where u2 = Q(u)l. Now consider the matrices 

so w'i/ + i?V = 0. Also u,2 = Q(u)l, v'2 = Q(v)l. It follows that 
A = Fl +Fu' + Fv' + Fu'v' is a subalgebra of M2(C). It is clear from the form 
of the matrices that 1, u', v', u'v' are linearly independent. Hence dim A = 4. 
The relations on u' and v' imply that the linear map / of V into A such that 
u ~> u', v ~> v' sat isf ies/(x) 2 = Q(x)l, x e V. Hence we have a homomorphism g 
of C(V, Q) into A such that g(u) = u', g(v) = v'. Then g is surjective and since 
d i m C ( F , 2) < 4 and dim A = 4, it follows that # is an isomorphism and 
dim C(V,Q) = 4. 

ef2 = u2-2IJu + (}2 1 = 2Q(u)l~2pu 
= -2pe'. 

in M 2 ( C ) . We have 
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An algebra A over a field F of characteristic =£2 is called a (generalized) 
quaternion algebra if 4̂ is generated by two elements i and j such that 

(49) i2 = a l ± 0, j 2 = 01 # 0, (/ = -ji 

where a , j8eF. We denote this algebra as (a,/?) or (a , /0/F if we need to call 
attention to the base field F. We now prove 

L E M M A 3. Any quaternion algebra is four-dimensional central simple over F. 

Proof The relations (49) imply that any element of A is a linear combination 
of the elements 1, z, 7, ij. Now suppose 11 + pi + vj + pij = 0 for !,p,v,peF. If 
we multiply this relation on the left by i and on the right by z ' - 1 = a _ 1 z , we 
obtain ll + ui — vj — pij = 0. Then Al+pi = 0 and vj + pij = 0. Multiplication 
of these on the left by j and on the right by j " 1 = then gives 11—pi = 0 
and vj — pij = 0. Then 21 = /iz = vj = pij = 0 and l = p = v = p = 0. Hence 
the elements 1, z, j , ij are linearly independent and so these constitute a base for 
A. Hence dimv4 = 4. Now let J be an ideal ^A in A and let T = 1 + J, z = z" + J , 
J = j + L Then P = a i # 0, J2 = fil ^ 0, I J = — J I Hence is a quaternion 
algebra and so dim A/I = 4. Then 1 = 0 and hence A is simple. It remains to 
show that the center of A is Fl. Let c = 11 +pi + vj + pijecenter of A. Then 
ci = zc implies that v = p = 0. The fact that 11+pi commutes with j implies 
that p = 0. Hence c = 11 and the center is F l . • 

The result we obtained before on C(V,Q) in the case n = 2 can now be 
stated in the following way. 

L E M M A 4 . / / B(x,y) is non-degenerate and n = 2, then C(V,Q) is a 
quaternion algebra. 

Proof. We had an isomorphism of C(V, Q) with the algebra A generated by u' 
and v' such that u'2 = Q(u)l ^ 0, v'2 = Q(v)l 0, and uV = -v'u'. Then A 
and, hence, C(V, Q) are quaternion algebras. • 

We recall that if B(x,y) is a symmetric bilinear form on a vector space V and 
(uuu2,• • •,w„) is a base for V, then 5 = det (B(ubUj)) is called a discriminant of 
B. A change of base replaces 3 by 8/32 where /} i=- 0 is the determinant of the 
matrix giving the change of base. B is non-degenerate if and only if 8 ^ 0. We 
recall also that if U is a subspace of V on which the restriction of B to [/ is 
non-degenerate, then F = U®UL. Moreover, the restriction of B to U1 is non-
degenerate. 

We shall now prove the following factorization property. 
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L E M M A 5. Let B(x,y) be non-degenerate and dim V ^ 3. Let U be a two-
dimensional subspace of V on which the restriction of B to U is non-degenerate. 
Write V = U®UL and let Q' and Q" denote the restrictions of Q to U and U1 

respectively. Then 

(50) C(V,Q)^C(U,Q')®C(U\-d'Q") 

where 3' is a discriminant of the restriction of B to U. 

Proof. We shall prove (50) by using two universal map properties to produce 
inverse isomorphisms between C(V,Q) and the right-hand side of (50). We 
denote the canonical maps of U into C(U,Q') and of U1 into C(UL, — S'Q") as 
i':y ~> y' and i" :z ^ z" respectively. Let (u,v) be an orthogonal base for U and 
put d = 2uv (in C(V,Q)). We have u2 = Q(u)l, v2 = Q(v)l, uv = — vu, so 
d2 = -4Q{u)Q(v)l = -B(u,u)B(v,v)l (since B(x,x) = 2Q(x)) = -S'l where 5' is 
the discriminant of the restriction of B to U defined by the base (u,v)). Also if 
yell and zeU1, then yd = —dy, yz= —zy, and dz = zd; hence 

(51) y(dz) = (dz)y, (dz)2 = -d'Q{z)l. 

Since y2 = Q(y)l and (dz)2 = —d'Q(z)\, the universal map property of Clifford 
algebras implies that we have homomorphisms of C(U, Qf) and C{UL, —5'Q") 
into C(V,Q) sending y' ~»y, z" ^dz respectively. The elements y and dz 
generate the images under the homomorphisms and, by (51), these elements 
commute. Hence the images under our homomorphisms centralize each other, 
so by the universal map property of tensor products, we have a homomor­
phism h ofC(U,Q')®C(U1, -5'Q") into C(V,Q) such that 

(52) y'~>y, z" ^ dz, yeU,zeUL. 

Now consider the element d' = 2u'v' in C(U,Q'). The calculations made 
before show that d'y' = —y'd' and d'2 = —d'l, so d! is invertible in C(U,Q). 
Next consider the element / + d'~1z" of C(U\Q')®C{UL,-5'Q"). We have 

iy' + d' ~1 z")2 = y'2 + (y'd' ~1 + d! ~ V )z" + z"2 

= y'2 +z"2 = Q(y)\+Q(z)\ = Q(y + z)l. 

Hence by the universal map property of C(V,Q) we have a homomorphism g 
of C(V,Q) into C(U,Q')®C(UL, -S'Q") such that 

(53) y + z^y'>d/_1z". 

Checking on generators, by (52) and (53), we see that gh = 1 on 
C(U,Q')®C(UL,-S'Q") and hg = 1 on C(V,Q). Hence C(V,Q) ^ 
C(U,Q')®C(U\-5'Q"). • 
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We are now ready to prove the main theorem on the structure of Clifford 
algebras. 

T H E O R E M 4.13. Let Q be a quadratic form of an n-dimensional vector space 
over afield F of characteristic ^ 2 . Then 

(1) dim C(V, Q) = 2" and if (u1} u2,..., un) is a base for V, the elements 

(54) 1 = I , u u u i z • • • uir,z'i < i2 < • • • < ir, 1 < r < n 

constitute a base for C(V,Q) over F. 
(2) The canonical map i:x^xofV into C(V, Q) is injective. 
(3) If the bilinear form B associated with Q is non-degenerate, then C(V,Q) 

is central simple if n is even and if n = 2v + 1 , v e Z, then C(V, Q) is either 
simple with a two-dimensional field as center or is a direct sum of two 
isomorphic central simple algebras according as ( —1)'2<5, 3 a discri­
minant of B, is not or is a square in F. 

Proof We note first that the second statement in (1) and statement (2) are 
consequences of the dimensionality relation dim C(V,Q) = 2". For, by Lemma 
1, the elements in (54) span C(V,Q). Since the number of these elements is 
^ 2", if dim C(V, Q) = 2n, their number is 2" (that is, they are distinct) and they 
form a base. This implies also that the uh 1 ^ i ^ n, are linearly independent 
and hence the linear map i: x ~» x is injective. 

Next we prove the dimensionality relation and (3) in the non-degenerate case. 
If n = 1, the results follow from Lemma 2 and if n = 2, they follow from 
Lemmas 3 and 4. Now assume n > 2. Then we can pick a two-dimensional 
subspace U on which the restriction of B is non-degenerate. Then V = UGBU1-
and the restriction of B to U1 is non-degenerate. By Lemma 5, 
C(V,Q) ^ C{U,Q')®C{UL, -3'Q") where 3' is a discriminant of the restriction 
of B to U. Moreover, C(U,Q') is a quaternion algebra, hence, is four-
dimensional central simple. Using induction on the dimensionality, we may 
assume the results for the quadratic form —5'Q" on U1. Then 
dim C ( [ / x , — 3'Q") = 2n~2 and this algebra is central simple if n — 2 is even. 
Hence dim C(V, Q) = 222n~2 = 2n, and by Corollary 2 to Theorem 4.7, p. 219, 
this algebra is central simple if n is even. If n = 2v + 1 , n — 2 = 2(v — 1) + 1 and 
the induction hypothesis implies that if 3" is a discriminant of the restriction of 
B to U1, then C{UL, —3'Q") is simple with two-dimensional center or is a 
direct sum of two isomorphic central simple algebras according as 
(-l)v~12(-3')n~23" is not or is a square in F. Accordingly, C(V,Q) is simple 
with two-dimensional center or is a direct sum of two isomorphic central 
simple algebras according as (— l ) v _ 1 2 ( — 3')n~23" is not or is a square. Now 
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( - l ) v - 1 2 ( - 5 , ) " ~ 2 < 5 " = (- l) v ((5')"- 3 2<5 , <5" 

= (-l)v(S')n~32d 

and since n — 3 is even this is a square if and only if (—l)v23 is a square. This 
proves (3). 

It remains to prove the dimensionality formula in the degenerate case. For 
this purpose, we shall imbed V in a finite dimensional space W with a 
quadratic form that has a non-degenerate associated bilinear form and is an 
extension of Q. To do this we write V = VL@U for some subspace U. Then 
the restriction of B to U is non-degenerate. Now put W = V±®U®(V1)* 
where ( T 1 ) * is the space of linear functions on V1. Let x = z + y+f where 
zeV1, yeU, a n d / e ( F 1 ) * and define 

(55) Q{x) = Q{z) + Q{y)+f{z). 

It is readily seen that Q is a quadratic form on W whose associated symmetric 
bilinear form B is non-degenerate. Let x ^ x be the canonical map of W into 
C(W, Q). It follows from the universal property of C(V,Q) that we have a 
homomorphism of C{V,Q) into C(W,Q) such that x ~> x for x e F . Let 
(u1,...,un,un + 1,...,uq) be a base for W such that ( M 1 9 . . . , M w ) is a base for F. 
Since B is non-degenerate, the elements uji • • • i l ^ , ji < '" <js, 1 ^ s ^ q, are 
distinct and linearly independent. Then this holds also for the elements 
uh---uir, i1<---<ir, l ^ r ^ n . Since the homomorphism of C(V,Q) into 
C{W, Q) maps uu • • • uir into M F L • • • uir, the elements uir, it < < ir, 
1 < r ^ n, are linearly independent. Hence dim C(F, Q) = 2n. • 

Since the map i: x ~» x of F into C(F , Q) is injective, we can identify V with 
the corresponding subspace of C(V,Q). Hence from now on we assume V cz 
C(V,Q). If U is a subspace of V, then the subalgebra of C{V,Q) generated by 
U can be identified with C(U,Qf) where Q' is the restriction of Q to U. This is 
clear from the last part of the proof of Theorem 4.13. For, if (u1,...,um) is a 
base for U over F, then the argument shows that the elements 1, ui{---uir, 
it < i2 < •'' < ir, 1 ^ r ^ m, are linearly independent and this implies that the 
canonical homomorphism of C(U, Q') into C(V, Q) is a monomorphism. 

It is clear from the definitions that if 2 = 0, then C(V,Q) is the exterior 
algebra E(V) defined by V (p. 141). The results (1) and (2) of Theorem 4.13 
give another proof of properties of E(V) that were derived in BAI, pp. 411-414. 

We remark finally that the proof of statement (3) in Theorem 4.13 yields a 
stronger result than we stated in this theorem. We state this as the following 

COROLLARY. Let Q be a quadratic form on an n-dimensional vector space V 
over a field F of characteristic not two such that the associated bilinear form is 
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non-degenerate. Then C(V, Q) is a tensor product of quaternion algebras if n is 
even and is a tensor product of quaternion algebras and its center if n is odd. 
Moreover, the center C is two-dimensional of the form F(c) where 
c2 = (~l)v2~ndl, S a discriminant, and C is afield or a direct sum of two copies 
of F according as (— l)v(2<5) is not or is a square in F. 

Proof. The first statement follows by induction on the dimensionality and the 
factorization lemma (Lemma 5). To determine the center in the odd 
dimensional case, we choose an orthogonal base (uu u2,. •un) where 
n = 2v + l. Then utUj = —UjUi for i^j, which implies that the element 
c = u1u2"' un commutes with every uv Hence c is in the center and since c£ Fl 
and the center is two-dimensional, the center is F[c]. We have 

c2 = u1u2---unu1u2---un = {-\)n{n-1)l2u1

2u2

2--u2 

= ( - l ) v f[G(«i)l = (- l ) v 2—51 
I 

where 3 is the discriminant determined by the base (ux , u2,..., Un ). Then F[c] is 
a field or a direct sum of two copies of F according as (— l)v2~"c> is not or is a 
square. Since n = 2v + l, this holds if and only if (— l)v2<5 is not or is a 
square. • 

In the remainder of this section, we shall give a brief indication of some 
applications of Clifford algebras to the study of orthogonal groups. For this 
purpose, we need to introduce the even (or second) Clifford algebra C+(V,Q) 
defined to be the subalgebra of C(V,Q) generated by all of the products uv, 
u,veV (that is, by V2). We recall that a vector u is called non-isotropic if 
Q(u) ^ 0. If ux is non-isotropic, then 

(u^u) {uxv) = ux( — UiU + Biu,ux)l)v = —Qfa^uv + Bfau^u^. 

Hence 

uv = Q{u1)~1(B(u,u1)uiv — {u1u) (uxv)\ 

which shows that C + = C + (V,Q) is generated by the elements uxu, ueV. Now 
we can write V = Fux + (Fu^1 and u = cau1 +v where aeF and v _L uv Then 
utu = aQiu^l +uxv. It follows that C + is generated by the n — 1 dimensional 
subspace V1 = w 1 (Fw 1 ) 1 . We have 

(57) (u1v)2= -u2v2= -Q(Ul)Q(v)l 

and the restriction of —Qiu^Q to ( F w J 1 is a quadratic form Q x with non-
degenerate bilinear form Bx. Hence we have a surjective homomorphism of 
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C^Fu^iQi) onto C + . On the other hand, if ( u l 9 . . . ,M„) is a base for V, then 1, 
< • • • < ir is a base for C(F , Q ) . Then the elements 1 and uh • • • M I V 

with even r are contained in C+ and there are 2n~1 of these. Thus 
d i m C + > 2 " - 1 , while d i m C t f F t t J - S G i ) = 2 " " 1 . It follows that C + ^ 
C ( C F w i ) 1 , T h i s proves the first statement in 

T H E O R E M 4.14. Let B be non-degenerate and char F ^ 2. Then the even 
Clifford algebras C + (V,Q) ^ C ( ( F w 1 ) 1 , g x ) wftere wx is any non-isotropic vector 
and <2i zs restriction of — Qiu^Q to F ^ ) 1 . C + (V,Q) is central simple if the 
dimensionality n of V is odd and is a tensor product of a central simple algebra 
and a two-dimensional algebra D, which is either a field or a direct sum of two 
copies of F if n = 2v. The two alternatives for D correspond respectively to the 
following: (— l)v8 is not or is a square in F, where 5 is a discriminant ofBv 

Proof The second assertion is an immediate consequence of the first and 
Theorem 4.13. Now assume n is even and let c = u1u2'"un where 
(u1,u2,---,un) is an orthogonal base for V. Then ceC+ and utc = —cut and 
utUjC = cUiUj. Hence c is in the center of C+ and c$Fl. Hence the center of C + 

is F[c]. As in (56) we have 

c2 = (-iyp2di 

where /? = 2 " v and F[c] is a field or a direct sum of two copies of F according 
as (— l)v/?2(5 and hence (— l)v<5 is not or is a square. • 

In both the even and the odd dimensional case, the subspace Fc, where 
c = u1u2"-un and (u1,u27... ,un) is an orthogonal base, is independent of the 
choice of this base. For F [c ] is either the center of C(V,Q) or the center of 
C(F,Q) + . Moreover, c£Fl and c 2 e F l . It is clear that these conditions 
characterize the set of non-zero elements of Fc. 

Now let / be an orthogonal transformation in V. Then / (x) 2 = 
g ( / ( x ) ) l = Q(x)l . Hence the universal map property of C(V, Q) implies 
that / has a unique extension to an automorphism g of C(V,Q). Now g 
stabilizes C(V,Q)+ and it stabilizes the center of C(V,Q) and of C(F,Q) + . 
Since one of these centers is F [c ] , g stabilizes F [c ] . It follows from the 
characterization we have given of the set of non-zero elements of Fc that 
g(c) = occ, a ^ 0 in F. Since g{c)2 = g{c2), we have oc = ± 1 so g(c) = ± c . Now 
we can write g(ut) =f(ui) = Y.u<ijup oc^eF, where the matrix (a 0 ) is orthogonal. 
Then 

g(c) =f(u1)f(u2) • • • / ( « „ ) = Tocljlcc2J2 • • • a.njuhuh • • • uJn. 
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Since utUj — — UjUt if i ^ j , and u2 = <2(uf)l, it is clear from the definition of 
determinants that the sum can be written as det(aij)u1u2" • un + a linear 
combination of elements uixuu--uir, ix < i2 < ••• < ir with r < n (cf. BAI, p. 
416). Since these elements together with u1u2"-un constitute a base and since 
g(c) = + c , we have g(c) = det(afj.)c. Hence g(c) — c if / is a rotation and 
g(c) = — c otherwise. 

We now observe that any automorphism g of a finite dimensional semi-
simple algebra 4̂ that fixes the elements of the center C of A is inner. For, if 
A = A1®A2®---®AS where the Ai are the simple components of A, then 
1,= ^ . f i 2 + . - . . f l s where i; is the unit of At and A = Al^Al^-• -®Als 

and C =-Cl 1 ®Cl 2 © , , , -©Cr s . Hence #(l f ) = lt so g stabilizes every ^ and g 
fixes the elements of the center C l f of At. By the Skolem-Noether theorem, 
there exists an element ut invertible in A{ such that the restriction of g to At is 
the inner automorphism determined by ut. Then g is the inner automorphism 
determined by u = YMi-

We can apply this to the foregoing situation. Then we see that if the given 
orthogonal t ransformation. / is a rotation, there exists an invertible element 
ueC(V,Q) such that 

(58) f(x) = uxu~\ xeV. 

These considerations lead to the introduction of the following groups. 

D E F I N I T I O N 4.6. The Clifford group T(V,Q) is the subgroup of invertible 
elements u e C(V, Q) such that uxu~1 e V for all xeV. Clearly this is a subgroup 
of the multiplicative group of invertible elements of C(V,Q). The even Clifford 
group isF + (V,Q) = r ( F , 2 ) n C + (F,e>. 

If xeV and ueT = T(ViQ), then uxu~1eV and (uxu"1)2 = ux2u~l = 
Q{x)l. Hence the linear transformation x ~» uxu~l of V is in the orthogonal group 
0(V, Q). The map %, where %(w) is x ̂  uxu~x,x e V, is a homomorphism of T(V, Q) 
into 0(V,Q) called the vector representation of the Clifford group. 

Let veV be non-isotropic. Then v is invertible in C(V,Q) and for xeV we 
have 

2vxv = v(vx + xv) + (xv + vx)v — v2x^-xv2 = 2B(v, x)v — 2Q(v)x. 

Since vxv~x = vxvv~2 = Q(v)~1vxv, this gives 

(59) vxv'1 = -x + Qty^Bfaxfv. 
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Thus veT. We recall that a map of the form 

(60) x^x-Q(v)-xB(v9x)v 

is orthogonal and is called the symmetry Sv associated with the non-isotropic v 
(BAI, p. 363). Evidently S,v = Sv if a # 0 in F. We recall also that any 
orthogonal transformation is a product of symmetries and any rotation is a 
product of an even number of symmetries. The formula (59) now reads 

(61) x(v)= ~SV. 

Now it is clear that if the v-t are non-isotropic, then vx • • • vreT(V,Q) and this 
element is in T + (V,Q) if r is even. It is clear also that T + (V,Q) contains the 
group F * of non-zero elements of F. We can now prove 

T H E O R E M 4.15. The even Clifford group T+ coincides with the set of 
products v1--- v2r, vt non-isotropic in V. We have the exact sequence 

(62) 1 F * -> T + ( V 9 Q) i 0 + (V, Q) -» 1 

where the second map is the injection of F*. 

Proof Let ueT + . Then the automorphism a^uau'1 of C(V,Q) fixes the 
element c = uxu2 *• • un where (ul9u2,...,un) is an orthogonal base for V. Then, 
as above, x(u)eO +{V,Q). On the other hand, let feO + (V,Q) and write 
f = SVl---SV2r where the vt are non-isotropic vectors in V. Then v1---v2reT + 

and x(vi''*v2r) = SVl"'SV2r, by (61). Thus x(T + ) ^ 0 + . The kernel of x 

restricted to T+ is the intersection of T+ with the center of C{V,Q). Since 
either C(V,Q) or C(V,Q)+ is central simple, it is clear that this intersection is 
F*. This completes the proof of the exactness of (62). Moreover, if ueT+ then 
l(u) e O + , so there exists an element vl-" v2r such that x(vx • • • v2r) = x(u). Then 
u = av1'--v2r, a e F * , and hence u = {dv^)v2 • -v2r This proves the first 
statement of the theorem. • 

Let C o p be the opposite algebra of C = C(V,Q). We have x2 = Q(x)l for 
xeV a C o p . Hence we have a unique homomorphism of C into C o p sending 
x ~» x. This means that we have an anti-homomorphism i of C into C such 
that x x. Then i2 is a homomorphism fixing every x e V, so i2 = 1. Thus z is 
an involution in C, that is, an anti-automorphism satisfying i2 = 1. This can be 
characterized as t/ze involution of C fixing all of the elements of V. We call i 
the mam involution of C. Evidently C + is stabilized by z, so the restriction i\C + 

is an involution in C + . 
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Now let u e T+ and write u = vx • • • v2r. Then 

(63) 
N(u) i(u)u = v2r'--v1v1---v2r 

2r 

If u'eT + , we have 

(64) N{uu') = i{uu')uu' i(u')i(u)uu' = N(u)i(u')u' = N(u)N(u'). 

Hence u ~> N{u) is a homomorphism of T+ into F*. It is clear from (63) that 
N(T + ) is the set of products YVCQipd where the vt are non-isotropic in V and 
this contains F * 2 , the set of squares of elements of F*. I f / i s any rotation, there 
exists a u e T + such that x(u) =f and w is determined up to a factor in F*. 
Hence the coset iV(w)F*2 in the group F * / F * 2 is determined by / . We now give 
the following definition, which ties together these concepts. 

D E F I N I T I O N 4.7. T/?e fcerwe/ o/ the homomorphism N ofT+ into F* is ca//ed 
spin group Spin (V, Q). Its image 0'(V, Q) under the vector representation % 

is called the reduced orthogonal group. If f is any rotation and x{u) = f then 
N{u)F*2 is called the spinorial norm off 

The spinorial norm map is also a homomorphism (of 0 + (V,Q) into F*/F*2). 
The spinorial norm of a rotation can be defined directly, without the 
intervention of the Clifford algebra. If / is a given rotation, then we can write 
f = SV]--- SV2r and we can simply define the spinorial norm of / to be the coset 
Yl2iQ(Pi)F*2. Since xK • • • v2r) = / a n d N(v1 • • • v2r) = U\rQ{v-X this is the same 
element of F * / F * 2 , which we have called the spinorial norm. The difficulty 
with the direct definition is that it is not apparent that the spinorial norm is 
well defined, since there are many ways of writing a rotation as product of 
symmetries. The definition using the Clifford algebra shows that we get the 
same elements of F*/F*2 no matter what factorization of / as product of 
symmetries is used. 

Now the reduced orthogonal group can also be defined as the kernel of the 
spinorial norm map. For, i f / e O' = 0'(V,Q), then there exists a we Spin (F, Q) 
such that x(u) =f Then the spinorial norm o f / i s N{u)F*2 = F * 2 . Conversely, 
if the spinorial norm of the rotation / is F * 2 , then / = SVl---SV2r and 
YllrQ(Vi) = P2, P # 0. Replacing vx by P'1v1 we may assume Y&QiPi) = 1-
Then %(vx • • • v2r) =f and N(v1 • • • v2r) = 1, so the spinorial norm of / i s F * 2 . 

The reduced orthogonal group contains the commutator subgroup Q of 0 , 
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since any commutator can be written in the form 

-sBr)(s, - 1 

from which it is clear that the spinorial norm is F * 2 . Thus we have the 
following inclusions among the various subgroups of O = 0(V,Q) that we 
have defined: 

and 0 ; <3 0 + such that 0+/Of is isomorphic to the subgroup of F * / F * 2 of cosets 
of the form /?F* 2 where /? has the form YlirQ(vd, vt non-isotropic. We can say 
considerably more in the case in which Q is of positive Witt index (BAI, p. 
369). 

T H E O R E M 4.16. Let Q be of positive Witt index. Then the reduced 
orthogonal group Of(V, Q) coincides with the commutator subgroup Q of 0(V, Q) 
and 0 + (V,Q)/Of(V,Q) ^ F * / F * 2 . 

Proof. Since Q is of positive Witt index, there exists a subspace U oiV that is 
a hyperbolic plane, so we have V = UQU1 and U has a base (u, v) such that 
Q(u) = 0 = Q(v) and B(u,v) = 1. The orthogonal transformations that stabilize 
U and act as the identity map on U1 form a subgroup Ox isomorphic to 
the orthogonal group in U. 0 + = 0 X n 0 + (V,Q) is the set of linear maps 

fa such that u ~» ocu, v oc~1v, w ~> w for weU1 where a e f * (BAI, pp. 365— 
366). We have fa — Su^vSu-av, so that the spinorial norm of fa is 
Q(u — v)Q(u — av) = (— 1) ( — a) = a. Since a can be taken to be any element of 
F*, this proves that 0 + ( F , g ) / 0 ' ( l / , Q ) ^ F * / F * 2 . Next let y be any non-
isotropic vector in V and let Q(y) = a . Then Q(u + av) = a = <2(j>)- Hence by 
Witt's theorem there is an orthogonal transformation g such that g(u-foa;) = y 
(BAI, p. 351). Then Sy = gSu+avg-\ Let fe 0' and w r i t e / = SVl--SV2r

 w h e r e 

a i = Q(^i) and henoe Yli'Xi&F*2. Then we have orthogonal transformations gt 

such that SVi = g^+^grK1 < * < 2r. T h e n / = giS^^g^1 g2rSu+a2rVg2r-1. 
Since 0 ( 7 , Q)/Q is abelian, 

/ = ft = SU+XIV- • • S M + 3 £ 2 l . e , (modO) 

so to prove t h a t / e D, it suffices to prove that heQ. Now feO' and since Q cz 0', 
heO'. Hence heOf, so h = fa = Su^cSu„av, as above, and a = /? 2 . Then 

(65) 0 ID 0 + ZD 0' ZDQ 
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The main structure theorem on orthogonal groups, which we derived in 
BAI, states that if Q has positive Witt index and n ^ 3, then Q/(Q n {1, — 1}) is 
simple except in the cases n = 4, Witt index 2 and n = 3, \F\ = 3. An interesting 
question is, when does — 1 e Q ? This can happen only for even n. In this case 
we have 

P R O P O S I T I O N 4.11. Let n be even and let Q be of positive Witt index. Then 
— 1 e f i if and only if the discriminant is a square. 

Proof. Let (ux,u2,..., un) be an orthogonal base. Then the discriminant 
obtained from this base is 2~ ' j n "8 ( w z ) and this is a square if and only if 
Y\niQ(ui) is a square. On the other hand — 1 = SUlSU2 • • • SUn, so the spinorial 
norm of - 1 is n i6 ( "» ) - Hence by Theorem 4.15, - l e Q if and only if UlQiud 
is a square. • 

EXERCISES 

1. Show that any central simple algebra of degree two (p. 222) over a field F of 
characteristic # 2 is a quaternion algebra as defined on p. 232 and that any such 
algebra is isomorphic to a Clifford algebra C(V,Q) where dim V = 2. 

In exercises 2-9, Q is a quadratic form with non-degenerate bilinear form B on an n-
dimensional vector space V over F of characteristic #2 . 

2. Let w be even and (u1,u2,...,un) an orthogonal base for V over F so Q(wt) = 
•y. ^ 0. Obtain an explicit formula 

(66) C(V,Q) s (a1,^1)(g)(a2,^2)(x) ••• ®(av,j8v) 

where v = n/2 and (a,/?) denotes the algebra with base (l,i,j,k) such that i2 = al, 
/ = £1, ij = k= -ji 

3. Use exercise 2 to show that C{V,Q) ~ 1 if Q has maximal Witt index ( = v, see p. 
370 of BAI). 

4. Let n be odd, but otherwise let the notations be as in 2. Obtain a formula like 
(66) tensored with the center for C(V, Q) and a formula like (66) for C+(V, Q). 

5. Apply exercise 4 to obtain the structure of C{V,Q) and C+(V,Q) if n is odd and 
Q has maximal Witt index. 

6. Let 7t = 4, F = R. Obtain the structure of C(V,Q) for the following cases in 
which (uUU2,u3,u4) is an orthogonal base for V and the matrix 
diag {gCwJ, Q(u2), Q{u3), Q(w4)} is respectively 
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I. diag{l, 1,1,1} 
II. diagjl, 1 , 1 - 1} 

III. d i a g { l , 1 , - 1 , - 1 } 
IV. diag {1, — 1 , - 1 , - 1 } 
V. d i a g { - l , - 1 , - 1 , - 1 } . 

7. Note that a ~> la (the transpose of a) is an involution in Mn(F). Use the Skolem-
Noether theorem to show that any involution in Mn(F) has the form 

Js:a^ s*as ~1 

where *s = ±s. Let Sym Js be the subspace of Mn(F) of Js-symmetric elements, 
that is, satisfying Js(a) — a. Show that dim Js = n(n-\-1)/2 if fs = s and 
dim Js = n(n—l)/2 if fs = — s. 

8. Let A be a finite dimensional central simple algebra over F, E a splitting field for 
A. Show that if A is viewed as contained in AE ^ Mn(E), then any involution J in 
A has a unique extension to an involution JE of AE over £. Then J £ = Js for 
some 5 e Mn{E) such that rs = ±s. Call J of orthogonal or symplectic type 
according as s is symmetric or skew. Show that J is of orthogonal (symplectic) 
type if and only if dim Sym J = n(n +1)/2 (n(n — l)/2). 

9. Determine the type of the main involution in C{V,Q) for n even and the type of 
the involution induced in C + (V, Q) by the main involution if n is odd. 

If J and K are involutions in A and B respectively then we write (A, J) ^ (B, K) if 
there exists an isomorphism rj to A onto J5 such that nJ = Kn. 

10. Prove the following extension of Lemma 5: If U is a 2v-dimensional subspace of 
V on which the restriction of B is non-degenerate, then C(V, Q) = C(U, Q) ® 
C(U, -S'Q") and (C(V, Q), i) ^ (C(U,Q) 0 C(U, -S'Q"), i ® i) if v is even. (Here i 
is the main involution.) 

11. Let c denote the conjugation a^a in C and s the standard involution a a 
in H. Show that (C ® H, c ® 5) ^ (M2(C), *), (al7)* = .}, and (H ® H, s (x) 5) = 
(M4(R),t). 

The next three exercises concern isomorphisms for (C(F, Q), z) where V is a finite 
dimensional vector space over U and Q is a positive definite quadratic form on V. 

12. Show that 

(i) (C(V, Q), i ) s ( R 6 R, l R e R ) if [V:U~] = 1. 
(ii) (C(F, 0,1) ^ (M2(R), t) if [ 7 : R] = 2. 

(iii) (C(F, 0, z) ^ (M2(C), *) where *: a f a if [V: U] = 3. 

(iv) (C(F,0, z) ^ (M2(H),*), ^, if [F:IR] = 4. 

13. Show that if n = 2v, then 

{C(V, 0, z) ^ (M22v([R), 0) if v = 0,1 (mod 4) 

{C(V, 0, 0 ^ (M22v-i(H), *) if v = 2,3 (mod 4) 
(* as in Exercise 12.) 
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14. Show that if n = 2v — 1 then 

(C(F, Q), i) ^ (M2v-i(IR), t) 0 (M 22v-i(R), t) if v = 1 

or 3 (mod 4) 

(C(V, Q), i) ^ (M 2v-i(C), *) if v = 0 or 2 (mod 4). 

Exercises 15-18 sketch a derivation of the main structure theorem for Clifford 
algebras for arbitrary fields including characteristic two. 

15. Define a quaternion algebra over an arbitrary field F to be an algebra generated 
by two elements i,j such that 

Show that any such algebra is four-dimensional central simple. Show that this 
definition is equivalent to the one given in the text if char F # 2. 

Now let V be an rc-dimensional vector space equipped with a quadratic form Q 
with non-degenerate bilinear form. Note that if char F = 2, then B is an alternate 
form and hence n is even. 

16. Show that if n = 2, then C(V9Q) is a quaternion algebra. 

17. Show that Lemma 5 is valid for arbitrary F. (Hint: Let (u,v) be any base for U 
and let d = uv — vu. Use this d in place of the one used in the proof given in the 
text to extend the proof to arbitrary F.) 

18. Prove Theorem 4.13 for B non-degenerate and F arbitrary. Note that the proof 
of dim C(V,Q) = 2n given in the text by reduction to the non-degenerate case 
carries over to arbitrary F. 

In exercises 19-21 we assume that charP = 2. 

19. Define C+ = C + {V,Q) as for c h a r F ^ 2 : the subalgebra generated by all 
products uv, u9veV. Show that d i m C + = 2 n _ 1 and C+ is generated by the 
elements uxv for any non-isotropic uv Show that the subalgebra C of C + 

generated by the utv such that # 0 and v 1 u± is isomorphic to a Clifford 
algebra determined by an (n — 2)-dimensional vector space and that this algebra is 
central simple of dimension 2n~2. Let (ul9vl9...9uv,vv) be a symplectic base (that 
is, B(ui9Vj) = Sij9B(ui9Uj) = 0 = B{vi9Vj)). Show that c = Ei^fj is in the center of 
C + , that c$Fl, and that c 2 + c + H 6 W 8 W = 0. Hence conclude that 
C+ ^ F [ c ] ® C and F[c] is the center of C + . Show that F[c] is a field or a direct 
sum of two copies of F according as ZviQ(M;)Q(u;) is n ° t or is of the form fi2+p9 

peF. Thus conclude that C+ is simple or a direct sum of two isomorphic central 
simple algebras according as Zvi2(w;)2(̂ ) ^ P2 +P or = ft2 PeF. 

20. Let F[2] denote the set of elements of the form P2+P, PeF. Show that F[2] is a 
subgroup of the additive group of F and put G = F/F[2]. Let (ul9vl9...9uV9vv) be 
a symplectic base for V and define 

(67) i 2 = i + al, 4a + l # 0 , j 2 = pi^0t = 

(68) Arfe = xe^)efe)+p[2] 

in G. Show that this is independent of the choice of the symplectic base. Arf Q is 
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called the Arf invariant of Q. Note that the last result in exercise 14 can be stated 
as the following: C + (V, Q) is simple if and only if Arf Q ^ 0. 

21. Show that there exists a unique derivation D in C = C(V,Q) such that Dx = x 
for xeV. Show that C + (V,Q) is the subalgebra of D-constants ( = elements a 
such that Da = 0). 

Histor ical Note 

Clifford algebras defined by means of generators and relations were introduced 
by W. K. Clifford in a paper published in 1878 in the first volume of the 
American Journal of Mathematics. In this paper Clifford gave a tensor 
factorization of his algebras into quaternion algebras and the center. The first 
application of Clifford algebras to orthogonal groups was given by R. 
Lipschitz in 1884. Clifford algebras were rediscovered in the case n = 4 by the 
physicist P. A. M. Dirac, who used these in his theory of electron spin. This 
explains the terminology spin group and spinorial norm. The spin group for 
orthogonal groups over IR are simply connected covering groups for the 
proper orthogonal groups. As in the theory of functions of a complex variable, 
multiple-valued representations of the orthogonal group become single-valued 
for the spin group. Such representations occurred in Dirac's theory. This was 
taken up in more or less general form by R. Brauer and H. Weyl (1935) and by 
E. Cartan (1938) and in complete generality by C. Chevalley (1954). 
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5 

Classical Representation Theory 
of Finite Groups 

One of the most powerful tools for the study of finite groups is the theory of 
representations and particularly the theory of characters. These subjects 
as generalized to locally compact groups constitute a major area of modern 
analysis that generalizes classical Fourier analysis. The subject of repre­
sentation theory of finite groups is almost wholly the creation of Frobenius. 
Notable improvements and simplifications of the theory are due to Schur. 
During the past fifty years, very deep results have been added to the -theory by 
Brauer, and representation theory has played an important role in the 
explosive growth of the structure theory of finite groups, which began with the 
Feit-Thompson proof of a hundred-year-old conjecture by Burnside that every 
finite group of odd order is solvable. 

In this chapter, we are concerned with the classical theory of repre­
sentations of finite groups acting on finite dimensional vector spaces over 
the field C of complex numbers or more generally over fields of characteristics 
not dividing the group order. This restriction on the characteristic implies 
complete reducibility of the representation or, equivalently, semi-simplicity of 
the group algebras. This permits the application of the structure and 
representation theory of finite dimensional semi-simple algebras to the 
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representation theory of finite groups. However, there is considerably more to 
the story than this, namely, the theory of characters, much of which can be 
developed without recourse to the theory of algebras. 

We shall derive the classical results of Frobenius, Schur, and Burnside as 
well as Brauer's results on induced characters and splitting fields. One of the 
most important contributions of Brauer is his modular theory, which deals 
with representations over fields whose characteristics do divide the group 
order and the relation between the representations over such fields and 
representations over C. We shall not consider this theory in our account. A 

number of applications of character theory to structural results on finite 
groups will be given. 

5.1 R E P R E S E N T A T I O N S A N D M A T R I X R E P R E S E N T A T I O N S 

OF G R O U P S 

D E F I N I T I O N 5.1. By a representation p of a group G we shall mean a 
homomorphism of G into the group GL(V) of bijective linear transformations of a 
finite dimensional vector space V over afield F. 

We shall say that p is a representation of G over F and that it acts on V/F. 
The dimensionality of V is called the degree of the representation. The defining 
conditions for a representation are that p is a map of G into GL(V) such that 

(1) PiOidi) = P(J9I)P(J92) 

for gteG. These have the immediate consequences that p(l) = l v , 
pig'1) = pig)'1, and in general, p(gm) = p{g)m for meZ. We remark also that 
the conditions that p(g)eGL(V) and (1) holds can be replaced by the 
following: p(g) e End FV, (1) holds, and p(l) = 1. These immediately imply that 
p(g)eGL(V), so p is a representation. 

Let B = (ul9 u2, • • •, un) be a base for V/F. If ae EndF V, we write 

and obtain the matrix (a) whose (jj)-entry is afj-. The map a ^> (a) is an 
isomorphism of E n d F F onto Mn(F). Hence if p is a representation of G acting 
on V, then the map 

n 

(2) aut 
>i = £ <XjiUj, 1 < i < n 

(3) 

where pB(g) denotes the matrix of p(g) relative to the base B, is a 
homomorphism of G into the group GLn(F) of invertible nxn matrices with 
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entries in F. Such a homomorphism is called a matrix representation of G of 
degree n. A change of the base B to C = (v1,...,vn) where vt = Z/f/i"/ a n d 
(p)eGLn(F) replaces pB by pc where 

(4) Pcto) = W"V/iWM-

This matrix representation is said to be similar to pB. It is clear that any matrix 
representation can be obtained from a representation in the manner indicated 
above. 

A homomorphism of G into the symmetric group Sn or, equivalently, an 
action of G on the finite set {1 ,2 , . . . ,n} (BAI, p. 71), gives rise to a 
representation. Let the action be described by 

(5) gi = n(g)i 

where n is the homomorphism of G into Sn. Let V be the vector space with 
base (u1,u2,...,un) and let p(g) be the linear transformation of V such that 

(6) p(g)ui = un{g)i. 

Then p{g1g2) = p{Qi)p{9i) and p( l ) = 1, so p is a representation of G. 
Representations of this type are called permutation representations. They are 
characterized by the property that they are representations that stabilize some 
base B of V/F. Of particular interest is the permutation representation 
obtained from the action of G on itself by left translations (BAI, p. 72). The 
corresponding representation of G is called the regular representation. 

E X A M P L E S 

1. Let G = the cyclic group generated by an element g of order n. We have the 
homomorphism of G into Sn mapping g into the cycle (12---n). This action is 
equivalent to the action of G on itself by left translations. The associated permutation 
representation maps g into the linear transformation p(g) such that 

(7) p(g)ui = u i + 1 , p(g)u„ = uv 

This gives a matrix representation in which g is represented by the matrix 

0 • • • 0 1 
1 0 • • • 0 

(8) 
0 1 • 

(8) 
0 1 • 

0 • • • 1 0 

This is obtained by specializing (2) to (6). 
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2. Let G = S3 whose elements are 

1,(12), (13), (23), (123), (132). 

The identity map is an isomorphism of G onto itself. This gives rise to a permutation 
representation and an associated matrix representation in which 

0 1 0 
(123) ~>( 1 0 0 j ( 132 )^ | 0 0 1 

J 0 Oy 

For a given group G and given field F we now consider the class X(G,F) of 
representations of G acting on vector spaces over F as base field. There is a 
rich algebraic structure that can be defined on Z(G,F). First, let px and p2 be 
representations of G acting on the vector spaces VJF and V2/F respectively. 
Form the vector space V1 ®F V2 and define p1 ®p2 by 

(9) {pi®Pi){g) = pi(g)®pi(g) 

where, as usual, ax®a2 for the linear transformations aL of VL is the linear 
transformation of V1 ® V2 such that 

(10) (a1 ®a2) (xt ®x2) = a1xl ®a2x2. 

If bh i = 1,2, is a second linear transformation of Vu then we have 
(ax ® a2){b1 ® b2) = axb\ ® a2b2. It follows that if gu g2 e G, then 

{pi®pi){gigi) = pAg\gi)®p2igigi) 

= p\{g\)pAgi)®p2{gi)pi{gi) 

= (Pi(gi)®P2(gi)) (Pi(g2)®P2(g2)) 

= ((Pi®p2)(gi))((pi®p2)(g2))-

Hence px®p2 is a representation. We call this the tensor product of the given 
representations px and p2. 
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If (ul9u2,...,un) is a base for VJF and (vt,v2,...9vm) is a base for VJF, then 
the mn vectors ut®Vj constitute a base for (V1®V2)/F. We order these 
lexicographically: 

(11) {ul®v1,...,u1®vm,u2®v1,...,u2®vm,...,un®vm). 

Then if a1eEndFV1 has the matrix (a ( 1 ) ) relative to the base (uu...,un), and 
a2 e E n d F V2 has the matrix (a ( 2 ) ) relative to (vu..., vm), we have 

j i 

and 

(fl! ®a2) (Ui®vk) = £ ccijl)a%)(uj®vl). 
hi 

Hence the matrix of a1®a2 relative to the base (11) is 

cO«<2)) 
J 

We denote this matrix as ( (a ( 1 ) )®(a ( 2 ) ) ) . In particular, we see that if p1B\g) is 
the matrix of p±{g) relative to Bx = (u1,...,un) and p2Bl(g) is the matrix of 
p2(g) relative to B2 = (v1,..., vm), then the matrix of (p1®p2) (g) relative to the 
base (11) is p1Bl(g)®p2B2(gl 

As usual, we denote the dual space of linear functions on V/F by V*. If 
(u1,u2,...,un) is a base for V/F, we have the dual (or complementary) base 
(uf,u^,...,u*) of V*/F where uf is the linear function on V such that 
uf(iij) = dip 1 < n. If A is a linear transformation in V/F, we have the 
transposed transformation A * in F * such that 

(13) a*x*(y) = x*(ay) 

for yeV and x* e V*. If aut = E 7 ^ ^ - and a*u% = Xj^w*, then 
A*U* ( * 0 = YPikUfiUi) = pik and i*?(flu£) = u^^uj) = a w . Hence pik = ahi and 
so the matrix of A * relative to the dual base (uf,..., u*)of (ul9..., un) is the transpose 
of the matrix of A relative to (u1,..., un). The map a ~> A * is an anti-isomorphism of 
the algebra E n d F V onto E n d F F * and hence a ^ ( A * ) " 1 is an isomorphism of the 
group GL(V) of bijective linear transformations in V into GL(F*). 

(12) °4V(«<2)) «&V 2 ) ) 
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Now let p be a representation of G acting on V. We compose this with the 
isomorphism of GL{V) onto GL(V*). This gives a representation 
# (pfer)*)"1 of G acting on V*. We call this the contragredient representation 
of p and denote it as p*. Evidently it has the same degree as p. Moreover, if 
B = («!, . . . ,«„) and 5 * is the dual base for F*, then we have the following 
relation for the matrix representations g ~» pB(g) and g ^ p%(g)'- p%(g) = 

The map p ~» p* may be regarded as a unary composition in X(G,F). We 
also have an important nullary composition. This is the unit representation 1 
or 1 G for which F is one-dimensional and 1(g) = l v for all g. The 
corresponding matrix representation (determined by any base) is g ^ (1) where 
(1) is the l x l matrix with entry 1. 

Let ph i = 1,2, be a representation of G acting on VJF. Then we say that px 

and p 2 are equivalent if there exists a bijective linear map 77 of V1 onto F 2 such 
that 

(14) p2(g) = npi(g)n~\ ^ G . 

EXERCISES 

1. Let p be the representation of the cyclic group <g> given in example 1. Let C be 
the base field. Show that p is equivalent to the representation p' such that 
p'(g)ut = C^i where ( = e2ni/n. 

2. Let ph i = 1,2, be a representation of G acting on VJF and put V = homF(K1, V2). 
If leV, define p(g)l = p2(g)lpi(g)~1 • Verify that p is a representation and show 
that p is equivalent to pf ®p 2 . 

3. Let 1 denote the identity map of GL(V). This is a representation of GL(V) acting 
on V. Consider the representation i*®i acting on V*®V. Show that the set of 
vectors ce F*(x) V such that (i*®i) (a)c ~ c for all aeGL(V) is a one-dimensional 
subspace of V*® V. Find a non-zero vector in this space. 

4. Show that if p f , i = 1,2, is a representation acting on Ĵ , then p^®p2 and p2®Pi 
are equivalent. 

5.2 C O M P L E T E R E D U C I B I L I T Y 

The study of the representations of a group G can be reduced to the study of 
the representations of the group algebra of G. Let G be a group, F a field, then 
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the group algebra F [G] is the algebra over F having the set G as base and 
multiplication defined by 

(15) l^^dg)(lJPhh) = ^^hgh 
\geG / \heG 1 g,h 

for ocg, fih e F. Let p be a representation of G acting on the vector space V/F. 
Then the group homomorphism p has a unique extension to the algebra 
homomorphism 

(16) zZ^gg^zZocgp(g) 

of F [G] into E n d F F . Conversely, given a homomorphism p of F\_G] into 
E n d F V, where V is a finite dimensional vector space over F, the restriction of 
p to G is a representation since p( l ) = 1, which implies that every 
p(g)eGL(V). Now we recall that a representation of F[G] ( = homomorphism 
of F [G] into E n d F F ) can be used to make V into an F[G]-module. One 
simply defines the action of F [G] on V by 

(17) (Zocgg)x = X ^ p ( # ) x 

for x e V. Again, this can be turned around: Given a module V for F [G] , this 
is a module for F, hence, a vector space over F and, assuming finite 
dimensionality of V/F, we obtain a representation p of G where p(#) is the 
map x ~» gx, which is a linear transformation of V/F. Thus representations of 
G acting on (finite dimensional) vector spaces over a field F are equivalent to 
F[G]-modules, which as F-modules are finite dimensional. 

The standard concepts of module theory can be carried over to 
representations of groups via the group algebra. If p is a representation of G 
acting on V, a submodule U of V as F[G]-module is the same thing as a 
subspace of V that is p(G)~invariant in the sense that it is stabilized by every 
p(g), geG. Then we obtain a representation p\U of G acting on U in which 
(p\U) (g) is the restriction of p(g) to U. We shall call this a subrepresentation of 
p. We also have the module V/U. The associated representation of G is p\V/U 
where (p| F/C7) (#) is the linear transformation x + U ~> p(g)x + (7. This will be 
called a factor representation of p. 

Let 5 = (uu...,un) be a base for V such that (u1,...,ur) is a base for the 
p(G)-invariant subspace U. Consider the matrix representation pB determined 
by B. Since U is stabilized by every p(g), p(g)ui for 1 ^ i ^ r is a linear 
combination of the vectors (w l 5 . . . ,u r ) . Hence every matrix pB(g), geG, has the 
"reduced" form 
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(18) 

••• Plr Plr+1 

Prl ••• Prr - Pr» 

0 
Pn,r+1 •• P m 

The matrices in the upper left-hand corner are those of the matrix 
representation of G acting on U associated with the base ( u l 9 . . . , ur) and those 
in the lower right-hand corner are the matrices of the representation of G on 
V/U relative to the base (ur + 1 + U,...,un + U). It is clear that conversely if 
there exists a base ( u l 3 . . . , un) such that the matrices of the p(g) relative to this 
base all have the form (18), then U = Y\Fuj is a p(G)-invariant subspace, 
hence, an F[G]-submodule of V. 

If V = U®U' where U and U' are submodules, then we can choose a base 
B = (u1, ...,un) for V such that (uu..., ur) is a base for U and (ur+1?..., u„) is a 
base for U'. Then the corresponding matrices pB(g) have the form (18) in 
which the rx(n — r) blocks in the upper right-hand corner are all 0. If px = p\U 
and p2 = p\U\ then we say that the representation p is a direct sum of the 
subrepresentations px and p2 and we write p = Px®p2- Let p be the projection 
on U determined by the decomposition V = U® U'. Then if we write any xeV 
as x = y + y\ yeU, y'eU', we have p(g)x = p(g)y + p(g)yr with p(g)yeU, 
p(g)y'eU' for all geG. Since p is the m a p x^y, we have pp(g)x = 
p(g)y = p(g)px. Thus p commutes with every p(g). Conversely, suppose 
U is any p(G)-invariant subspace and there exists a projection p of V on U 
that commutes with every p(g). We can write V = pV®(l— p)V and 
pV = U. Also, p(g)(l-p)V = {l-p)p(g)V = (l-p)V. Hence U' = (l-p)V is 
p(G)-invariant and we have the decomposition V = U@U'. 

We shall call a representation p of G irreducible {completely reducible) if the 
corresponding F[G]-module is irreducible (completely reducible). We recall 
that a module F is completely reducible if and only if it satisfies either one of 
the following conditions: (1) V = XK* where the V{ are irreducible submodules, 
(2) F / 0 and for every submodule U there exists a submodule U' such that 
K = U®U' (Theorem 3.10, p. 121). We shall use these conditions to prove two 
theorems giving sufficient conditions for complete reducibility. The first of these 
is a fundamental theorem in the representation theory of finite groups. This is 

MASCHKE'S T H E O R E M . Every representation p of a finite group G acting 
on a vector space V/F such that the characteristic charF-flGI is completely 
reducible. 
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Proof. Let U be a p(G)-invariant subspace of V and write V = U®U0 where 
U0 is a second subspace (not necessarily invariant). Let p0 be the projection on 
U determined by this decomposition. We shall now construct by an averaging 
process a projection on U that commutes with every p(g), geG. We put 

( 1 9 ) P = T ^ i P f o r W f e ) . 
\G\ geG 

Since char F f |G|, \G\ ~1 exists in F and p is well defined. If g'e G, then 

= ITT Z P^O') XPoPW) 

= J 7 r E P t e ) - 1 P o P f e ) 

Hence p(g')P = PPfeO f ° r Evidently, peEnd^ V. If yeC/ , then p03; = y 
and since p0p{g)y = p(g)y. Hence p(g)~1p0p{g)y = y and 

(20) = - I - 1 pigT^VoPWy ^ 7 ^ 7 I G B = J>-
1̂ 1 ^ M 

If xeV, then p0xeU and p(g)~1p0p(g)xeU. Hence pxeU. The two 
conditions on p e E n d F F , py = 3/ for 3/ e 1/ and px e U for x e F, imply that p is 
a projection on U. Then F = U®U' where [/' = (1 — p)V and since p 
commutes with every p(g), V is p(G)-invariant. • 

This result has a formulation in terms of matrix representations that should 
be obvious from the discussion above. The result in its matrix form was proved 
by H. Maschke for the case in which F = C. The validity of the result for any 
F with char F j | G | was first noted by L. E. Dickson. 

If p is a completely reducible representation of G acting on F, then the 
F[G]-module V decomposes as V = V[1] © • • • © V[mJ © Vi1} © • • • © © 
• • • © F<1 } © • • • © V(;n^ where the V?] are irreducible and V[k) ^ for any 
k, I but Ffc) £ Fj° if i ^ 7. By Theorem 3.12 (p. 123), the submodules 
Wt = Z/c^( k ) a r e t h e homogeneous components of V. If p f is any irreducible 
representation of G equivalent to the subrepresentation determined by the Vt

{k\ 
then we write 

(21) p ~ m1p1®m2p2®' -'®mrpr. 
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We call Pi an irreducible constituent of p and mt its multiplicity. By Theorem 
3.14, the equivalence classes of the irreducible constituents and their 
multiplicities are uniquely determined. We remark also that the multiplicity 
mt = qjn{ where qt = dim Wb nt = dim Vt

{k\ which shows also that mL is 
independent of the particular decomposition of V as a direct sum of 
irreducible submodules. 

If if is a subgroup of G and p is a representation of G acting on V, then the 
restriction of p to if is a representation of if that we shall denote as pu. We 
shall now show that if if < i G and p is completely reducible, then pH is 
completely reducible. It suffices to prove this for p irreducible. Moreover, in 
this case we can say considerably more on the relation between the irreducible 
constituents and their multiplicities. First, we need to give a definition of 
conjugacy of representations of a normal subgroup of a group. 

Let if <a G and let cr be a representation of if acting on U. For any g e G we 
can define the map 

This is the composite of the automorphism h^ghg~x of if with the 
homomorphism cr. Hence (22) is a representation of if acting on U, which we 
shall denote as 9o. Any representation equivalent to 9 a will be called a 
conjugate of o or, more precisely, a g-conjugate of cr. Evidently, any o{H)-
invariant subspace is 9o(H)-invariant and since cr = 9 (9o), it is clear that o 
and ĉr have the same lattices of F[H~]-submodules. In particular, if o is 
irreducible, then any conjugate of cr is irreducible. Now suppose o1 and o2 are 
equivalent representations of if acting on U1 and U2 respectively. Then we 
have a bijective linear map n of U1 onto U2 such that o2{h) = ^ ( / z ) ^ - 1 , 
/zeif. Then also, o2{ghg~x) = nox(ghg~x)n~1, heif, so 0cr1 and V 2 are 
equivalent. 

We can now prove 

(A. H.) C L I F F O R D ' S T H E O R E M . Let if o G and to p be an irreducible 
representation of G. Then pn is completely reducible and all of its irreducible 
constituents are conjugate and have the same multiplicity. 

Proof. Let p act on V and let U be an irreducible F [ i f ] -submodule of V. 
Evidently, Y,geGP(g)U is a p(G)-invariant subspace of V containing U. Hence 

(22) h^o{ghg l). 

V = Hp(g)U. Let heH,yeU. Then 

(23) p{h)p(g)y = p(hg)y = p(gg xhg)y = p(g)p(g lhg)yep{g)U. 

Thus p{g)U is p(if)-invariant. Let o denote the representation of H acting on 
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U and o' the representation of H acting on p(g)U. Now by (23), 
a'(h)p(g)y = p(g)9 o-(h)y. Since y ~> p{g)y is a bijective linear map of U onto 
p(g)U, we see that a' is a conjugate of o. Hence p{g)U is an irreducible F[H~\~ 
module and V = J]p(g)U is a decomposition of V as sum of irreducible F[FT\-
modules such that the corresponding representations are conjugates. Then V is 
a direct sum of certain ones of the p(g)U. Hence pH is completely reducible 
and its irreducible constituents are conjugate. If U1 and U2 are isomorphic 
irreducible F[FT|-submodules, then p(g)U1 and p(g)U2 are isomorphic F[FT]-
submodules. It follows that every p(g) permutes the homogeneous components 
of V as F[H]-module. Thus we have an action of G through p(G) on the set S 
of homogeneous components of V as F[FL]-module. Moreover, this action is 
transitive since if U is any irreducible F[#] - submodule , then any other 
irreducible F[ iJ]-submodule is isomorphic to a p{g)U for some geG. This 
implies that all of the irreducible constituents have the same multiplicity. • 

EXERCISES 

1. Prove the following extension of Maschke's theorem. Let p be a representation of 
a group G that is not necessarily finite. Suppose G contains a normal subgroup H 
of finite index [G:i7] not divisible by charF. Show that if p\H is completely 
reducible, then p is completely reducible. 

2. Let F = C and let H(x,y) be a hermitian form on V/C that is positive definite in 
the sense that H(x,x)>0 for all x. # 0 (BAI, pp. 381-384). Let p be a 
representation of a group G acting on V such that every p(g) is unitary with 
respect to H, (H(p(g)x,p(g)y) = H(x,y),x,yeV). Such a representation is called 
unitary. Show that if U is a p(G)-invariant subspace, then U1 is p(G)-invariant. 
Use this to prove that p is completely reducible. 

3. Same notations as in exercise 2. Let G be finite, p a representation of G acting on 
V. Let if0(x,v) be any positive definite hermitian form on V/C. Put 
H{x,y) = zZ9eGFto(p(g)x, p(g)y). Show that H(x,y) is positive definite hermitian 
and that every p(g) is unitary relative to H. Use this and exercise 2 to prove 
Maschke's theorem for F = C. 

4. Define the projective linear group PGL(V) of a finite dimensional vector space 
V/F as GL(V)/F*1 where i7* is the multiplicative group of non-zero elements of 
F. A homomorphism p of a group G into PGL(V) is called a projective 
representation of G. For each g e G let p(g) denote a representative in GL(F) of the 
coset of p(g)ePGL(V). Then p{gxg2) = ygugAQi)^92) where ygu92eF*. Define 
p(G)-invariant subspaces and complete reducibility as for ordinary repre­
sentations. Prove the analogue of Maschke's theorem for projective 
representations. 
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5. Show that p is irreducible (completely reducible) if and only if p* is irreducible 
(completely reducible). 

6. Let ^ be a representation of G acting on W, V a i^(G)-in variant subspace. Put 
p = ij/\V. Show that p*®ij/ has a subrepresentation equivalent to the unit 
representation. 

7. Let iff and p be representations of G acting on W and V respectively. Assume p is 
irreducible and p*(x)t/f has a subrepresentation equivalent to the unit 
representation. Show that \jj has a subrepresentation equivalent to p. 

8. Show that the following are irreducible groups of linear transformations of the 
finite dimensional vector space V/F: (1) GL{V\ (2) 0(V,Q) the group of ortho­
gonal linear transformations relative to a non-degenerate quadratic form 
Q, (3) 0 + (V, Q) the rotation subgroup of 0(V, Q). (See Chapter 6 of BAI.) 

5.3 A P P L I C A T I O N OF T H E R E P R E S E N T A T I O N T H E O R Y 

OF A L G E B R A S 

There are two main methods for developing the representation theory of finite 
groups: the structure and representation theory of finite dimensional algebras 
applied to group algebras and the theory of characters. Many results can be 
obtained by both methods, and the choice of the method is often a matter of 
taste. The first method is introduced in this section and the theory of 
characters appears in section 5. Our primary concern will be with 
representations of finite groups over fields whose characteristics do not divide 
the order of the group. However, the first two theorems that are given do not 
require these restrictions. 

We begin by defining certain algebras of linear transformations associated 
with a representation p of a group G acting on a vector space V/F. First, we 
have the enveloping algebra Envp(G), which is the set of linear transforma­
tions of the form Y.geGagP(Q)^ ocgeF. If we extend p to a homomorphism p of 
A = F[G] as in (16), then Envp(G) = p(A). Next we have the algebra 
A' = EndA V. Evidently, this is the set of linear transformations of V that 
commute with every aep(A), so End^ V is the centralizer in EndFV of p(A). If 
p is irreducible, then by Schur's lemma, A' is a division algebra. Next we have 
A" = EndA, V, which is the algebra of linear transformations that commute 
with every a'eA'. Evidently, A" ZD Envp(G) = p(A). We remark that if we 
define A'" = E n d ^ F , then it is trivial to see that A'" = A'. Hence the process 
of creating algebras by taking endomorphism algebras breaks off with A". We 
call this the double centralizer of p(A) and we say that p has the double 
centralizer property if A" = p(A). We have the following general result on 
completely reducible representations. 
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T H E O R E M 5.1. Any completely reducible representation p of a group G has 
the double centralizer property. 

Proof. It is easily seen that this is a special case of Theorem 4.10 (p. 222). 
However, it is somewhat simpler to base the proof directly on the density 
theorem: Let (uu u2, •.., un) be a base for V/F and let / be an element of the 
double centralizer of p(A). By the density theorem, there exists an aep(A) such 
that aut = luh 1 ^ i ^ n. Hence I = aep(A) and A" = p(A). • 

We state next 

T H E O R E M 5.2. A finite group has only a finite number of inequivalent 
irreducible representations. 

This follows by applying Theorem 4.5 (p. 208) to the artinian ring 
A = F[G~]. We omit the details, since this result will not play any role in the 
sequel. We shall now prove 

T H E O R E M 5.3. The group algebra A = F [G] of a finite group G over a field 
F is semi-simple if and only z/char F\\G\. 

Proof. Suppose first that char Fj |G| . Then every representation of G is 
completely reducible. Hence A regarded as (left) ^[-module is completely 
reducible. Then A is semi-simple by the structure theorem for semi-primitive 
artinian rings (p. 203). Now suppose char F\ \G\. Consider the element 

(24) z = I g 
geG 

of A. This is non-zero and we evidently have 

(25) g'z = z = zg' 

for all g'eG. Hence Fz is an ideal in A. From (25) we obtain 
z2 = Yg'eG0'z = \G\z = 0, since charF\ |G|. Hence Fz is a non-zero nilpotent 
ideal in A and A is not semi-simple. • 

For the remainder of this section, we assume that G is finite and that 
charF-f |G|. We have 

(26) A = F[G] = A1@A2®---®AS 
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where the At are the simple components. By the matrix form of Wedderburn's 
theorem, 

(27) A{ ^ M,,(At.) 

where A,- is a division algebra over F. If /, is a minimal left ideal of Ah it is a 
minimal left ideal of A and hence gives an irreducible representation of G. 
Moreover, f I} if i ^ j and every irreducible representation of G is 
equivalent to one obtained from one of the It (Theorem 4.4, p. 208). Hence 
there are s equivalence classes of irreducible representations of G. We 
determine next the degree of the irreducible representations provided by Ir Let 
{etj\l ^ iJ < n) be the usual set of matrix units in M„(A), A a division algebra. 
Then 

(28) Mn{A) = M f l ( A ) g l l e - 9 M B ( A ) e M 

and Mn(A)en is a minimal left ideal and every minimal left ideal of Mn(A) is 
isomorphic as M„(A)-left module to Mn(A)en. We have the subalgebra Al of 
matrices dl = diag{d,d, . . . ,d] and we can regard M„(A) as (left) vector space 
over A by defining d(a) for the matrix (a) to be (dl)(a). Then Mn(A) has the 
base {e{j} over A, so its dimensionality over A is n2. Similarly, 
Mn(A)eti = Aeu@--®Aenh so the dimensionality of Mn(A)en over A is n. Then 
the dimensionality of Mn(A)eu over F is 

(29) [Mn(A)en:A] [ A : F ] = nd 

where d = [ A : F ] . It now follows that [ / / i F ] = where rff = [ A t : F ] and 
this is the degree of the irreducible representation provided by We can 
summarize these results as 

T H E O R E M 5.4. Let A = F [G] be the group algebra of a finite group G over a 
field F such that char F | | G | and let A = Ax@- • -®AS where the A{ are the simple 
components of the semi-simple algebra A. Assume that Ai = Mn.{Ai) where At is a 
division algebra and let [A f : F ] = dr If It is a minimal left ideal of Ah then It 

provides an irreducible representation of G and the irreducible representations 
obtained from the I [for 1 ^ i ^ s form a set of representatives of the equivalence 
classes of irreducible representations of G. Moreover, the degree of the 
irreducible representation provided by f is ntdi. 

Let {pi\l ^ i ^ s} be a set of representatives of the equivalence classes of 
irreducible representations of G. As above, we may take pt to be the irreducible 
representation provided by a minimal left ideal f of At. At any rate we may 
assume that pt is equivalent to the irreducible representation determined by f. 
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If p is any representation of G acting on V, then V = V1®---®Vr where the Vj 
are p(G)-invariant and p\Vj is irreducible. Then p\Vj = p f for some i and the 
number mt of j such that p|FJ- = p f for a fixed z is independent of the 
decomposition of F as Fi ©• • -®Vr. As on p. 254, we can write 
p ~ m1p1®m2p2® • • • ®msps and call m{ the multiplicity of p £ in the 
representation p. 

Now consider A as (left) ^-module. Let p denote the representation of G 
determined by this module. The base G of A is stabilized by every p(g): x ~» gx. 
It is clear that p is the regular representation of G (p. 248). The 
decompositions (26) and (28) show that the multiplicity of the irreducible 
representation pi determined by f in the regular representation is nv We 
therefore have the following result on the regular representation of G. 

T H E O R E M 5.5. Let the notation be as in Theorem 5.4. Then the multiplicity 
of pi in the regular representation is nv 

The number of equivalence classes of irreducible representations of G is the 
number s of simple components A-t oi A = F[G~]. Let c e n t ^ denote the center 
of A. Then 

(30) cent A = cent A1®--- ©cent As _ 4 

where the center, cent Ab is isomorphic to the center of Mn.(AL) and hence to 
the center of At. Hence cent At is a field and is a simple component of the semi-
simple commutative algebra cent A. Then s is the number of simple; 
components of cent A. We now determine a base for this algebra. 

P R O P O S I T I O N 5.1. Let G = €^ = {1}) u C 2 u - - - u C r be the decomposition 
of G into conjugacy classes (BAI, p. 74). Put 

(31) ct= £ g, 
gieCi 

Then {c1,c2,..., c r) is a base for cent F [ G ] . 

Proof If geG, then g~lcLg = YLg^ciQ"l9iQ = Z0» = ci s i n c e t h e m a P 
x^g~lxg permutes the elements of the conjugacy class Cv Hence c{ 

commutes with every geG and with every Y.otggeF\_G~]. Thus RecentF[G]. 
Now let c = Yygg ecent F [G] . If he G, 

h~lch = Y ygh~1gh = £ yhgh-ig 
9 9 

so the condition h~1ch = c gives y ^ - i = yg, heG. Thus any two elements g 
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and g' in the same conjugacy class have the same coefficient in the expression 
c = Y,yg9 and hence c is a linear combination of the c-v It is clear that the c{ are 
linearly independent and so ( c l 5 c2, • • •, cr) is a base for cent F [ G ] . • 

Both the foregoing result and the fact that the number 5 of equivalence 
classes of irreducible representations of G is the number of simple components 
show that s ^ r, the number of conjugacy classes. More precisely, we have 
r = Xi [centy4;:F]. This shows that s = r if and only if cent ,41- = F for all z, 
that is, the At are central simple. Since cent,4t- is a finite dimensional field 
extension of F, we have cent AL = F for all i if F is algebraically closed. Hence 
in this important case the number of equivalence classes of irreducible 
representations is the number of conjugacy classes. In the algebraically closed 
case we have the following important result. 

T H E O R E M 5.6. Let G be a finite group, F an algebraically closed field such 
that char J F { | G | . Let s be the number of conjugacy classes of G . Then the number 
of equivalence classes of irreducible representations over F (acting on vector 
spaces V/F) is s and if p±,..., ps are representatives of these classes and nt is the 
degree of ph then 

(32) \G\ = t"i2-
1 

Proof The first statement has been proved. To see the second, we use (26) 
and (27) and the fact that since F is algebraically closed, the only finite 
dimensional division algebra over F is F itself. Then A = F [ G ] = Ax@-••®AS 

and At = Mn.(F). Then [A : F ] = | G | = Yfi «f-2 and Theorem 5.4 shows that nt is 
the degree of the irreducible representation pi associated with Ar • 

E X A M P L E S 

1. Let G = <z>, the cyclic group of order n generated by z and let F = C. Then 
A = C[G] is a direct sum of n copies of C. Hence we have n inequivalent irreducible 
representations, all of degree 1. It is clear that in the corresponding matrix 
representations we have z ^ (e2nir/n) where ( ) is a 1 x 1 matrix and r = 1,2,..., n. 

2. Let G = Dn, the dihedral group of order 2n generated by two elements r, s such 
that rn = 1, s2 = 1, srs'1 = r " 1 (BAI, pp. 34, 70). The elements of Dn are rk, rks, 
0 ^ k ^ n — 1, and we have the relation srk = r~ks. Hence (rks)2 = 1, so the n elements 
rks are of period two. Using the multiplication table: rV = rk + l, rk(rls) = rk + ls, 
(rls)rk = rl~ks, (rks){rls) = rk~l, it is readily seen that if n is odd =2v + l, v ^ 1, then 
there are v + 2 conjugacy classes with representatives: 1, rk, 1 ^ k ^ v, s, and if n = 2v, 
v ^ 1, then there are v + 3 conjugacy classes with representatives 1, rk, 1 ^ k ^ v, s, rs. 
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On the other hand, we can list these numbers of inequivalent irreducible matrix 
representations over C as follows: 

n = 2v + l, v ^ 1. 
p l 5 the unit representation. 
p2, the matrix representation of degree 1 such that r ~> (1), s ^ (—1). 
ai, 1 ^ / ^ v, the matrix representation of degree 2 such that 

where co = e2ni/n. 

n = 2v, v ^ 1. 
p l 5 the unit representation. 
p 2 , the matrix representation of degree 1 such that r >̂ (1), s ~»( — 1). 
p 3 , the matrix representation of degree 1 such that r ~> (— 1), s (1). 
p 4 , the matrix representation of degree 1 such that r ~> (— 1), 5 ~» (— 1). 
The representations o-j, 1 ^ / ^ v — 1, as above. 

It is easy to verify that the representations listed are irreducible and inequivalent. 
Hence they constitute a set of representatives of the equivalence classes of irreducible 
representations of Dn. As a check, we can verify the degree relation (32) in the two 
cases: 

We shall consider next a process of extension of the base field of a 
representation. We need to recall some simple facts about extension of the base 
field of a vector space. For our purpose, it suffices to restrict our attention to 
finite dimensional vector spaces. Thus let V/F be an n-dimensional vector 
space over the field F and let K be an extension field of F. We can form the 
tensor product VK = K®FV, which can be regarded as a vector space over K. 
The injective map v ~> l®v permits us to regard V as contained in VK as an F-
subspace such that KV = VK. Moreover, F-independent elements of V are K-
independent and any base for V/F is a base for VK/K (see p. 220). A linear 
transformation / of V/F has a unique extension to a linear transformation of 
VK/K. We denote the extension by / also. These extensions span EndA- VK as 
vector space over K, that is, E n d x VK = K E n d F V. Moreover, EndK VK ^ 
K®FEndFV. 

Now suppose we have a representation p of G acting on V/F. Then the 
defining relations p{gig2) = PfeiVfe^X piX) = g i y e the relations 
piQiQi) = p{Qi)p{Qi\ P( l ) = 1 ^ f o r t h e extensions. Hence pK :g ~> p(g) (in VK) 
is a representation of G acting on VK. We call this the representation obtained 
from p by extending the base field to K. It is clear that if A = F [G] , then 
K[G~] ^ AK and pK(K[Gj) - Kp(A) ^ p(A)K. We also have the following 
useful result. 

n = 2v + l, 
n = 2v, 

l + l + 4 ( v ) = 2(2v + l) = 2n. 
4(l) + 4 ( v - l ) = 4v = 2n. 
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P R O P O S I T I O N 5.2. EndK[G] VK = K EndF[G] V ^ (EndF[G] V)K. 

Proof. The elements of EndF[G]V (EndK[G]VK) are the linear transformations 
of V (VK) that commute with every p(g), geG. Hence it is clear that 
K E n d F [ G ] V cz EndK[G] VK. To prove the reverse containment, we 
choose a base (/I,-) for K/F. Then any element of EndKVK can be written in 
one and only one way in the form JyM* where lteEndFV. The conditions 
that this commutes with every p(g) imply that the lt commute with every 
p(g), hence, that lteEndF[G] V. Thus ^iliEEndK[G]VK and E n d K [ G ] VK = 
K E n d F [ G ] V. We have noted that EndKVK ^ K®EndFV. This implies 
that if E is any subspace of E n d F V/F, then KE ^ K®FE. In particular, 
we have K E n d F [ G ] V = K®F E n d F [ G ] V = ( E n d F [ G ] V)K. • 

It is clear that if U is a p(G)-invariant subspace of V, then KU = UK is a 
p(G)-invariant subspace of F x . Hence if pA- is irreducible, then p is irreducible. 
The converse need not hold, as the following examples show. 

E X A M P L E S 

1. Let G = <#>, the cyclic group of order 4 and let F = U. We have the 
representation of degree two over IR in which p(g) is the linear transformation with 

relative to the base (u,v) of V/U. Since the characteristic polynomial of this matrix is 
X2 + l, p(g) acts irreducibly on V. Now consider p c . We have the base (z = u + iv, 
w = u — iv) for Vc/C and 

Hence Cz and Cw are p€(G)-invariant subspaces. The irreducible representations pc\Cz 
and p c |Cw are inequivalent. 

2. Let G be the quaternion group {±1 , +i, ±j, ±/c}, which is a subgroup of the 
multiplicative group of Hamilton's quaternion algebra H over IR. Let p be the 
representation of G such that p(g) is the left multiplication x^gx, x e H , #eG. p is 
irreducible since H is a division algebra. On the other hand, H c = M2(C) since C is a 
splitting field for H (p. 228). Since M2(C) is a direct sum of two minimal left ideals, it 
follows that H c is a direct sum of two pc(G)-invariant subspaces lx and l2. The 
representations pel^i a n d Pel^2 a r e irreducible and equivalent. 

A representation p is called absolutely irreducible if p A is irreducible for 
every extension field K of the base field F. We have the following criterion for 
irreducibility and absolute irreducibility. 

matrix 

p(g)cz = p(g)u + ip(g)v = —v + iu = iz 
pfeOcW = p(g)u-ip(g)v = -v-iu= -iw. 
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T H E O R E M 5.7. Let G be a finite group, p a representation of G acting on 
V/F where char F{|G|, A = F [G] . Then p is irreducible if and only if 
A' = End 4 V is a division algebra and p is absolutely irreducible if and only if 
A' = Fl. 

Proof If p is irreducible, then A' is a division algebra by Schur's lemma and if 
p is absolutely irreducible, then A'K = EndK[G] VK is a division algebra for every 
extension field K of F. This implies that A' = Fl. For, suppose that A' / F l 
and let ceA',$Fl. Then the minimum polynomial f{X) of c over F has degree 
> 1 and this is irreducible since A' is a division algebra. Put K = F\_X]/(f (A)) 
and consider A'K. The minimum polynomial of ceA'K is f{X) and this is 
reducible in K\_X]. Hence A'K is not a division algebra, contrary to what we had 
proved. Hence A' = Fl. 

Next assume p is reducible, so we have a p(G)-invariant subspace U # F, 0. 
By Maschke's theorem, there exists a projection p on U that commutes with 
every p(g). Then p is an idempotent 7^0,1 in A' and A' is not a division 
algebra. Thus if A' is a division algebra, then p is irreducible. Since A' = Fl 
implies A'K = Kl, it follows that if A' = Fl, then p is absolutely 
irreducible. • 

A field F is called a splitting field for the group G if every irreducible 
representation of G over F is absolutely irreducible. We have the following 

T H E O R E M 5.8. Let G be a finite group, F afield with char F | |G | . Then F is a 
splitting field for G if and only z /F[G] is a direct sum of matrix algebras Mn(F). 

Proof. Let A = F [G] = Ax@-••®AS where the A-L are the simple components 
of A and let lt be a minimal left ideal of AL. The representation pL of G acting 
on It is irreducible and every irreducible representation of G over F is 
equivalent to one of the pr Hence F is a splitting field for G if and only if every 
Pi is absolutely irreducible. By Theorem 5.7, this is the case if and only if 
End^J; = F l for 1 ^ i < 5. Now EndAIt = A- is a division algebra and by 
Theorem 5.1, pt(A) = E n d ^ Mn.(At) where At = A ; O P and n{ is the 
dimensionality of It as vector space over A-. On the other hand, since the Aj} 

j ^ i, annihilate f and At is simple, pt{A) = A{. Thus At ^ Mn.(Ai). Now 
suppose F is a splitting field. Then AJ = F and AL ^ Mn.(F). Conversely, 
suppose At = Mn,.(F) for some n\. Then Mn,.{F) = Mn.{A/). By the isomorphism 
theorem for simple artinian algebras, this implies that n\ = nt and AJ = F. Then 
AT- = F l , E n d A I t = AJ = F l , and F is a splitting field. • 
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EXERCISES 

1. Let G be finite, p an irreducible representation of G over F where charF-f|G|. 
Show that zZgecPid) = if p is the unit representation and X^PfeO = 0 

otherwise. 

2. Let G be a finite group, F = Q or Z/(p) where p||G|. Show that there exists a 
finite dimensional extension field of F that is a splitting field for G. 

3. Let p1 and p 2 be representations of G over an infinite field F and let K be an 
extension field. Show that if p1K and p2K are equivalent, then pl and p 2 are 
equivalent. Does this hold for F finite? 

5.4 I R R E D U C I B L E REPRESENTATIONS OF SN 

It is generally a difficult problem to determine the structure of the group 
algebra F [G] for a given finite group G. As we saw in the previous section, if 
charFflGI, this amounts to determining a set of representatives for the 
equivalence classes of irreducible representations of G over F, or, as we shall 
now say more briefly, determining the irreducible representations of G over F. 
In this section, we give one important example for which this can be done: 
G = Sn. We shall determine a set of idempotents generating minimal left ideals 
of F [ S J (char i 7 - ^ ! ) that give the irreducible representations of Sn over F. 
These results are due to Frobenius and to A. Young; our exposition follows 
one due to J. von Neumann as presented in van der Waerden's Algebra vol. 2, 
p. 246. 

We recall that the number of conjugacy classes of S„ is p(n)9 the number of 
(unordered) partitions of n (BAI, p. 75). If {rl9r29• •.,rh} is such a partition 
(that is, rt ^ 1 and £ i r t = n), then the permutations that are products of 
disjoint cycles of lengths rl9r2,...9rh form a conjugacy class and every 
conjugacy class is obtained in this way. For the partition a = {r 1 ? r 2 , . . . , rh} we 
assume i\ ^ r 2 ^ • ^ rh and we use this order to order the set of partitions 
lexicographically. Thus if = {sl9 s2,..., sk} with s1 ^ s2 ^ • • • ̂  sk9 then a > [3 
if rt > st at the first place where r{ ^ s,-. Each partition a = {rl9 r 2 , . . . , rh} defines 
a (Young) tableau 

(33) • • 
• • 

• 
• rY boxes 

r2 boxes 

• • • rh boxes 

and each tableau defines a set of diagrams Dy,E„... obtained by distributing 



266 5. Classical Representation Theory of Finite Groups 

the numbers 1,2,... , n in the boxes so that no two numbers appear in the same 
box. For example, if a = {3,2,2}, then one of the D is 

m s m 
(34) m m 

If Z) ( = D ) is a diagram, we define the group R(D) of row permutations of D 
to be the subgroup of S„ of permutations stabilizing the subsets filled in the 
rows of D. Thus, for D as in (34), R(D) is the set of products of cycles all of 
whose numbers appear in one of the rows {1,3,7}, (2,6), or {4,5} (so 
J?(Z>) = {1, (13), (17), (37), (137), (173), (26), (45), (13), (26), etc.}). Similarly, we 
define the subgroup C(D) of column permutations of D to be the subgroup of 
Sn of permutations stabilizing the columns of D. 

If Da is a diagram and creS„, then aDa is the diagram obtained from D a by 
applying a to its entries. Evidently this is an Ea and every F a is a aDa for some 
oeSn. It is clear that R{oDa) = aRiDJa'1 and C{aDj = aC{Df)a~\ 

With each diagram D ( = Da) we shall associate elements of the group 
algebra F [ 5 J as follows: Put 

aeR(D) reC(D) 

(T6 (̂I>) 
reC(Z)) 

where sg T denotes the sign of the permutation t. Evidently, ^ 0 and AD # 0 
in F [ 5 j . But also F D # 0. To see this, we observe that R(D) n C(D) = 1, since 
an element common to these subgroups stabilizes every row and every column 
and hence fixes every element in { 1 , 2 , n ) . It now follows that if a1,a2eR{D) 
and T L J T 2 e C ( D ) , then x1g1 = T 2 C T 2 implies ^ o - ! - 1 = r 2 ~ 1 T 1 and ax = cr2 and 
T i = T2- Thus the products TO- appearing in FD are distinct and hence FD ^ 0. 

Since R(pD) = pR(D)p~1 and C(pD) = pC(D)p-1 for p e S „ and 
s g p r p - 1 = sgr, it follows that SpD = pSDp~1, ApD = pApp'1, and 
FpD = pFDp~l. Also if oeR(D) and i e C ( D ) , then the definition (35) gives 

(36) oSD = SD = SDa, TAd = (sg %)AD = ADx. 

The main properties of the elements SD,AD,FD will be derived from the 
following combinatorial result. 

L E M M A 1. Let a and /3 be partitions such that oc ^ P and let Da and Ep be 
associated diagrams. Suppose no two numbers appearing in the same row in Da 
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are in the same column of Ep. Then a = /? and Ea = oxDa for some oeR(Da) and 

Proof The number of entries in the first row of Da is the same as or exceeds 
that in the first row of Ep. If greater, then since the number of columns of Ep is 
the number of entries in the first row of Ep, two entries of the first row of Da 

occur in the same column in Ep, contrary to hypothesis. Hence both diagrams 
have the same number of entries in the first row. Also we have a column 
permutation x\ of EP so that the first row of x\Ep has the same entries as the 
first row of Da. Next we note that the entries in the second row of Da occur in 
distinct columns of x\Ep and in rows after the first. It follows that Da and x\Ep 

and hence Da and Ep have the same number of entries in the second row and a 
column permutation x'2 of x\EP (and of Ep) brings these into the second row. 
Continuing in this way, we see that /? = a and there exists a t ' e C(Ea) such that 
the entries of each row of x'Ey and of Da are the same. Hence there is a 
o e R(Da) such that oDa = x'Ea. Now x' e C(Ea) = C(x'Ea) = C(oDa) = 
oC(Da)o~l. Hence %' = ox~1o~\ x~1eC(Da) and ox~1o~1Ea = oDa. 
Then Ea = oxDa. • 

Now assume a > fi. Then Lemma 1 implies that there exist ij, i / j , in a row 
of Da and in a column of Ep. If n = (ij) then neR(Da). Then, by (36), 
nSDa = SDa — SDn and nAE/i = —AEn. Hence 

Hence SDAEii = 0 = AESD^- If p is any element of Sm then SpDa = pSDap 1 and 
since SpDAE/i = 0 = AESpD^ we have SDf~1AEji = 0 and AEppSDa = 0. Thus 

L E M M A 2. An element a e F [ S J satisfies the equations xao = (sg x)a for all 
oeR(D) and xeC(D) if and only if a = yFD, yeF,FD = ADSD. 

Proof We have FDo = ADSDo — ADSD = FD and xFD = xADSD = 
(sgx)ADSD = (sgx)FD. Hence any yFD, yeF, satisfies the conditions. Next 
let a = YspesJpP satisfy the given conditions. Then 

xeC(Da\ 

SDAEji = (SDn)AEii = SD7(nAEii) = -SDAEp 

AEjSDx = AEjs(nSDx) = (AEn)SD^ = -AEfiSDt. 

(37) SDF[$n]AEp = 0 = AEF[Sn]SDa if a>p. 

(38) Jp = (sgT)^ 

for oeR(D) and xeC(D). In particular, yxa = yx sg x, so if we can show that 
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y0 = 0 if p is not of the form TO, TEC(D), OER(D), then we shall have a = y±F^ 
by (35). Hence suppose p ^ TO for TEC(D), OER(D). Then p _ 1 / or, GER(D), 
TEC(D). Then p~1D^ozD and Lemma 1 implies that there exists a 
transposition TZER(D), neC(p~1D) = p~1C(D)p. Then 7i = p~1n'p where 71' is 
a transposition contained in C(D). Then p = %'pn and yn,ftn = yn = —yn>im by 
(38). Hence yf) = 0 and the proof is complete. • 

Now let x e F [ S j and consider the element FDxFD = ADSDxADSD. By (36) 
we have TFDXFDO = sgrFDxFD for GERD, TECD. Hence, by Lemma 2, 
FDxFD = yFD for yEF. In particular, FD

2 = yFD. We proceed to show that 
y # 0. For this purpose, we consider the map x ~» F D x of F[S„] into itself. If 
•y = 0, F D

2 = 0 and the map x ~» F D x is nilpotent and hence has trace 0. On 
the other hand, if peSn, then if we look at the matrix of x ~» px relative to a 
base, we see that the trace of this map is 0 if p # 1 and is n! if p = 1. Since the 
formula (35) for FD shows that the coefficient of 1 in the expression for FD is 1, 
the trace of x ~» F D x is n! ^ 0 (since charF-fn!). 

We now put eD = y~1FD. Then eD

2 = eD ^ 0 and e D F [ 5 ' J e D = F e D . Also, if 
a and /? are distinct partitions, then eDF[Six~\eEjj = 0 follows from (37) if Dy is a 
diagram associated with a and F / ; is one associated with p. 

We recall that if e and / are idempotents of a ring A, then the additive 
groups homA(Ae,Af) and ^4/ are isomorphic and the rings E n d ^ e and eAe 
are anti-isomorphic (p. 180). If we apply this and Theorem 5.7 to the 
representations of G acting on F[S,/\eD, we see that this representation is 
absolutely irreducible and that if a ^ /?, then the representations provided by 
F\_S„]eDa and F[Sn~]eE are inequivalent. Since the number of conjugacy classes 
of Sn is p(n), we obtain in this way a full set of representatives of the 
equivalence classes of irreducible representations. In terms of the group 
algebra F[.SJ the result we have proved is 

T H E O R E M 5.9. If F is a field of characteristic 0 or of prime characteristic 
exceeding n, then 

F [ S n ] ^ M„XF)®Mn2(F)®--'®MnJF). 

The method of proof is constructive and in theory it can be used to carry 
out the decomposition of F [ 5 n ] into simple components. The determination of 
the nh which are the degrees of the irreducible representations, can be made by 
calculating the characters of Sn as defined in the next section for an arbitrary 
group. There is an extensive literature on the characters of Sn. We shall not 
consider any of this here. Evidently, Theorem 5.9 has the following 
consequence. 
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COROLLARY. The field Q and any field Z/(p) with p > n is a splitting field 
for Sn. 

5.5 C H A R A C T E R S . O R T H O G O N A L I T Y R E L A T I O N S 

D E F I N I T I O N 5.2. / / p is a representation of a group G acting on a vector 
space V/F, then the F-valued function on G defined by 

Xp\g^txp(g), 

where tx p(g) is the trace of the linear transformation p(g), is called the character 
of G afforded by p. If p is irreducible, then xp is called irreducible and if F = C, 
then xP Is called a complex character. The degree of p is called the degree of xP-

As we shall see in a moment, two representations of G over C are equivalent 
if and only if they have the same character. Moreover, a great deal of 
experience has shown that the characters encapsulate precisely the information 
on the representations that is useable for the applications. For these reasons, it 
is fair to say that the central problem of representation theory is that of 
determining the complex irreducible characters of a given group, or, more 
precisely, of developing methods for this purpose. 

We begin by listing some simple facts about characters. 

1. Equivalent representations have the same character. If p1 on V1 is 
equivalent to p2 on F 2 , then there exists a bijective linear map n of Vx onto F 2 

such that p2(g) = np^n'1. This implies that tvp2(g) = txpx(g) and X p z = XPr 

2. Any character is a class function, that is, it is constant on every conjugacy 
class and hence it defines a map of the set of conjugacy classes into the base 
field. Let g, h e G. Then tr p(hgh ~ x ) = tr p(h)p(g)p(h)~1 = tx p(g). Hence 
Xpihgh'1) = xP{g)-

3. If char F = 0, then the degree of p is #,,(1). This is clear since p( l ) = l v , so 
Xp(l) = t r p ( l ) = dim F. 

4. Let U be a p(G)-invariant subspace of the space F on which p acts and 
let p | U and p | V/U be the corresponding subrepresentation and factor 
representation. Then 

xP(g) = Xp\u(g)+xP\v/u(g)-

This follows by choosing a base (uu..., un) for V such that (u1,..., ur) is a base 
for U (and hence {ur + l + U,...,un + U) is a base for V/U). Then the matrices of 
the p(g) all have the reduced form (18). The result follows from this. 
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5. If Pi and p2 are representations of G, then 

%Pi®Pi ~ XPlXp2 

that is, for every geG, XPl®P2{g) = XPl(g)xP2(9)- T o s e e this> w e r e f e r t o t h e 

matrix (12) for the linear transformation ax®a2 in V1®V2 where at is a linear 
transformation in VL. It is clear from this that tr (a1®a2) = ( t r ^ ) (tra2). Hence 
Xpi®Pi = XPlXPl-

For the applications we are interested primarily in complex characters. We 
shall now note some of their properties. 

6. If G is finite, then any complex character of G is a sum of mth roots of 
unity where m is the exponent of G, defined to be the least common multiple of 
the orders of the elements of G. If geG, then gm = 1 and hence p{g)m = 1. 
Hence the minimum polynomial of p(g) is a factor of Xm — 1, and so it has 
distinct roots that are mth roots of unity. It follows that p(g) has a matrix of 
the form 

(39) d iag{co 1 ? co 2 , . . . , coJ 

where the cot are mth roots of unity. Then XIXq) = X^i-

There are several useful consequences of this result. First we have the 
following 

P R O P O S I T I O N 5.3. Let p be a complex representation of degree n of a finite 

group G. Then for any geG 

(40) \xl,(g)\^n = dQgxl> 

and 

(41) \ x M = n 

if and only if p(g) = col where co is an mth root of unity, m the exponent of G. In 
particular, if 

(42) x M = n 

then p(g) = 1. 

Proof We have xi}(g) = Zi^i, cOi an mth root of unity. Then 
\xP(g)\ = Ei^ i l ^ E i l ^ r l = rc. Moreover, equality holds if and only if all the cot are 
on the same ray through the origin. Since they are on the unit circle, this holds 
if and only if they are equal. Hence \xP(g)\ = n if and only if p(g) = col. The last 
statement is an immediate consequence of this. • 
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The fact that %f,(g) = n implies p(g) = 1, and the obvious converse of this 
leads us to define the kernel of the character x P as the set of g such that 
XP(g) = n ( t r i e degree of p). Then k e r ^ = k e r p is a normal subgroup of G. 
Also we define 

Z(Xl) = {geG\ \Xp(g)\ = n}. 

Then we have shown that Z(Xl>) is the set of g such that p(g) = col. It is clear 
that these form a normal subgroup of G containing ker xP and Z(%p)/kerp is 
isomorphic to a subgroup of the multiplicative group of mth roots of unity. 
Hence Z(x/ ;)/ker p is cyclic. 

Another important consequence of the proof of property 6 is 

7. Let p be a complex representation of a finite group G, p* the 
contragredient representation. Then 

(43) X,* = XP 

(that is, xP*(g) = XP(g)> g^G). To see this, we suppose geG and we choose a 
base B in V such that the matrix of p(g) relative to this base is (39). Then 
the matrix of p*(g) relative to the dual base 5 * (p. 250) is 
f (d iag{co l 9 . . . ,co n } )~ 1 = dmg{co^\...,co~x} = diaglc^, . . . ,cb n } .Hencex p *(g) = 
2>i = xP(g)-

E X A M P L E S 

1. Let 1 be the unit representation: V is one-dimensional and 1(g) = l v , geG. The 
character afforded by this is the unit character xx:g ^ 1 eF. 

2. Let G be finite, p the regular representation of G. To determine xP we use the base 
G = {Gi — 1>02> • • • ,9n} f ° r ^[G]. We have xp(l) = n. On the other hand, if i > 1, then 
all of the diagonal elements of the matrix of p(gt) relative to the base G are 0 since 
Qidj ^ 9y Hence, xP(dt) = 0. Thus the character of the regular representation is given by 

(44) XP(1) = \G\U XP(g) = 0 if g^l. 

3. Let G = Dn, the dihedral group of order 2n generated by r, s such that r" = 1, 
s2 = 1, srs'1 = r _ 1 . If we refer to the results given in example 2, p. 261, we obtain the 
following character tables: 

n = 2v + l, v > 1 

1 s rfc 

Xi 1 1 1 

1 - 1 1 1 1 

2 0 2 cos 2kln/n 
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n = 2v, 

1 s rs 

v ^ 2 

rk 

Xi 1 1 1 1 
1 - 1 - 1 1 

Xn, 1 1 - 1 (-If 

Xp4 
1 - 1 1 (-If 

Xa, 2 0 0 2 cos 2kln/ 

In these tables, the representatives of the conjugacy classes are listed in the top row and 
the rows correspond to the irreducible representations given before. In both cases, 
1 ^ k ^ v, and 1 ^ / ^ v if n = 2v + 1 , 1 ^ I ^ v - 1 if n. = 2v. 

We shall derive next some fundamental orthogonality relations connecting the 
irreducible complex characters of a finite group. We consider first a more 
general result in the situation in which G is a finite group, F a splitting field for 
G with char F\ |G|. Let . . . ,ps} be a set of representatives of the (absolutely) 
irreducible representations of G over F and suppose p{ acts on Vb 1 < i < s. 
We assume also that px is the unit representation. Let 1 ^ iJ ^ s and consider 
hom F (J^, Vj). We have a representation pu of G acting on homF(T^, Vj) obtained 
by defining 

(45) Pyto)/ = P ^ ) / P f t o ) " 1 

for / e h o m F ( I ^ , Vj). It is clear that this gives a representation of G (exercise 2, p. 
251). Now let I be any element of hom F ( l^ , Vj) and form the element 

(46) rj(l) = ^pij(g)l = Y,Pj(0)lPi(9y1' 
9 9 

We have 

Pj(hMl)=^pj(hg)lpi(g)-1 =YJPj(g)lpi(h-1g)-1 

9 9 

= Zpj(g)lPi(g-1h) = ri(l)pM 
9 

This implies that rj(l) is a homomorphism of Vt regarded as F[G~]-module into Vj 
regarded as F[G]-module, that is, rj(I) ehomF[G](Vh Vj). Now if i ^ t h e n Vt 

and Vj are irreducible and non-isomorphic F[G]-modules. Hence by Schur's 
lemma, 

(47) Z P y ( f l f ) / p ^ ) _ 1 = 0 
0 
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if i j and / is any element of homF(FJ, Vj). Next suppose i = j . Then 
?7(/)eEnd F [ G ] l^ = Fl, so we have 

(48) ZPiWPilgr^Fl 
9 

for any /eEnd F T^. We can use (47) and (48) to derive the following result, 
which is due to Schur. 

T H E O R E M 5.10. Let G be a finite group, F a splitting field for G with 
char JF{ |G | . Let {Pi,---,ps} be a set of representatives of the equivalence classes 
of irreducible representations of G over F and for each i let p{l) be a matrix 
representation given by pt. Then char F \deg pt and we have the following 
relations: 

Ipi/)te)pJi,(ff"1) = o if t * j . 
(49) 9 

Zpffto)pJ?te"1) = ^5JG|/degpi. 
9 

(P(i)(g) = (Pi?fo))). 

These relations are called the Schur relations. 

Proof. Let (u{l\u%) be a base for the space Vt on which pt acts so that 
Pi(d)u? = HrPrtid)^ a n d let flr be the element of h o m F ( ^ , Vf) such that 
firuf = drtu\j). Then pjWirPtig'1)^ = ZkpWte^pWM*. Then (47) implies 
the first set of relations (49). Also for) = i, the foregoing relations and (48) give 

9 k 

Hence 

(50) Y,Pi!Xg-1W{g) = sktXir-
9 

Put £ = fc in these equations and sum on fc. This gives 

(degp£)AZ r = Srl\G] 

which shows that char F f d e g p ; and Xlr = <5R Z|G|/degpf. Substituting this in (50) 
gives the second set of Schur's relations. • 

We have xPi(g) = ZfcPJSG?)- Hence if we put / = fc and t = r in (49) and sum 
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on k and r, we obtain 

I1xPJ(a)xl,l(j9~1) = o if i*j 
(51) 

Ixl„(g)xt>l(g-i) = \G\. 
9 

Now suppose F = C. Then it is clear from the fact that pt(g) has a matrix of 
the form d iag{co l 9 . . . , co n } where the co's are roots of unity (see property 6 
above) that Xptid1) = X^iQ)- Hence we obtain from (51) the basic 
orthogonality relations for irreducible complex characters: 

YxPi(g)xfii(9) = Q i f t*J 
9 

(52) 
Elz,„te)l2 = IGI-
9 

We now consider the complex vector space C G of complex valued functions 
on G. We have the usual definitions of addition and multiplication by complex 
numbers: If cp,\j/e£G, then (cp + \//)(g) = (p(g) + *j/(g) and (acp)(g) = acp(g) for 
a e C. We define a hermitian form on C G by 

(53) (<^) = ] ^ E ^ f o ) . 
I G I 9 

Then 

(p|<p) = j ! j -ZMff) l 2 >o 

and equality holds if and only if cp = 0. Hence (<p|i/0 is positive definite. We 
shall now write Xi for Xpr Then the relations (52) are equivalent to 

(54) (XilXj) = Sty 

These state that {%l9..., %s} is an orthonormal set of vectors in CG, that is, they 
are mutually orthogonal and all have length one. It is clear from this that the 
irreducible complex characters are linearly independent over C. We have 
observed that characters are class functions. The set of class functions forms a 
subspace cf (G) of C G whose dimensionality is the number of conjugacy classes. 
We have seen that this number is the same as the number 5 of irreducible 
representations over C. Hence, it is clear that the irreducible characters 
constitute a base for cf (G). 

Now let p be an arbitrary complex representation of G, x its character. We 
have defined the multiplicity m{ of pt in p on p. 255. It is clear from the 
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definition and from the fact that the representations are completely reducible 
that two representations are equivalent if and only if for every i = 1,2, . . . , s , 
the multiplicity of pt in the two representations is the same. It is clear also that 
we have the formula 

(55) x = m 1 x 1 + m 2 x 2 + --- + m sxs 

where mt is the multiplicity of p{ in p. Now, by (54), 

(56) rn^ixtlxY 

Hence the mt are determined by x a n d consequently complex representations 
are equivalent if and only if they have the same character. Also, by (55), we 
have 

(57) (X\x) = 2 > ; 2 

and this has the value 1 if and only if one of the mt is 1 and the rest are 0. This 
shows that a character is irreducible if and only if it has length 1 in the 
hermitian metric for CG. 

Let C1 = {1}, C 2 , . . . , Cs be the conjugacy classes of G and let hk = \Ck\. We 
now write %ik for Xi(g), 9 e Ck. Then the orthogonality relations give 

\G\5iJ = Zxi(g)xJ{g) 
9 
s 

= Z X Xi(g)Xj(g) 
k=l geC 

k 

S 
= X! XiknkXjk-

Thus we have 

(58) t XikhkXjk = \G\5ij. 
fc=l 

Let X = (Xij)eMs(£) and let H = diag {hl9..., hs}. Then the foregoing 
relations amount to the matrix equation 

(59) XHtX=\G\l. 

From this, one deduces lXX = | G | H _ 1 , which is equivalent to 

file:///G/5ij
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We shall call (58) and (60) the row and the column orthogonality relations 
respectively for the characters. We remark that if we take j = k = 1 in (60) we 
obtain 2 > / = |G| for nt = Xt(l) = d e g x * . This is the relation (32) that we had 
obtained in a more general situation by using the theory of algebras. 

If p is a representation of a group G acting on V/F, then p has a unique 
extension to a homomorphism of F[G] into EndFV. This maps the element 
Y,gygQ of the group algebra into Jjygp(g). We shall denote this extension by p 
also. Similarly, the character xP defined on G can be extended uniquely to a 
linear map xP of F [G] into F by putting xP(Lygd) = t r p £ ^ 0 ) = 
2jgtr p(g) = J]ygXp{g)' If c e cent F [ G ] , the center of the group algebra, then 
p(c) is in the centralizer of p, so if p is absolutely irreducible, then p(c) = co(c)l 
where co(c) e F. If the degree of p is n, then xp(c) = nco(c) so 

(61) p(c) = -Xp(c)L 
n 

Since the m a p c ̂  p(c) is an algebra homomorphism of cent F [G] into Fl, it is 
clear that c ( l /n) / p (c) is an algebra homomorphism. 

We have seen that if we put cj = YJgeci9> t ^ e n
 ( c i ? - - - ? c s ) *s a base for 

cent F [ G ] . Evidently, CjCk = J]gnjkgg where the njkgeN, the set of non-
negative integers. Since c^q e cent F [ G ] , we have /i~±cJ-ck/i = c ^ , fceG. This 
gives njkg = n^g^-^, g,heG. It follows that we have a multiplication table of 
the form 

s 
(62) cjch = £ m j 7 d c h 1 ^; , fc ^ 5 

z=i 

where mjkle N for the base (c1,...,cs) of cent F [G] over F. It is readily seen 
that mjkl is the number of pairs (x,y), x e Cp y e Ck, such that xy is a given z in 
c, 

Now suppose F = C and let the notation be as before. We apply the 
representation pt to (62) to obtain Pi(Cj)pi(ck) = Tj^jkiPiiPi)- If nt = 
degp £ = %£(l), then we have p^c,) = {XiiCj)/n/)l. Hence we have the 
character relation 

(63) (Xi(ck)/ni) = Em^foVn, , 

If we use the definition of c,- = T,geCj9 a n < ^ ^ e f a c t ^ a t characters are class 
functions, we obtain Xi(Cj) = hjXiigj) for any gjeCj, so Xi(Cj) = h^iy Hence we 
have the character relation 

s 
(64) (hjXij/nd (KxiM = X MjkiihiXii/nd 

i=i 
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or 
s 

(640 (hjXij) (Kxik) = X njkihiriiXu. 
i=i 

By a character table for a group G, we mean a table giving the values Xtj f ° r 

the irreducible complex characters. A fundamental problem for the study of a 
given group G is the computation of its character table. As an illustration of 
this, we consider the following 

E X A M P L E 

We wish to determine a character table for S 4 . The following is a list of representatives 
for the conjugacy classes: (1, (12), (123), (1234), (12) (34)). We denote the corresponding 
conjugacy classes as (C1,C2,C3,C4_,C5). Their cardinalities are respectively 
(h±, h 2 , h 3 , /z4, h5) = (1,6,8,6,3). The alternating group A 4 is a normal subgroup of index 
2 in S 4 , and V = {1, (12) (34), (13) (24), (14) (23)} is a normal subgroup of index 6 in S4 

(BAI, p. 261, exercise 4). If we let S3 denote the subgroup of S 4 fixing 4, then S 4 is a 
semi-direct product of V and S3: Any element of S4 can be written in one and only one 
way as a product sv where seS3, veV. If steS3 and vteV, then (s1v1)(s2v2) = 
(s1s2)(s2

1v1s2v2) and s2

1v1s2eV. Hence sv is a homomorphism n of onto S3 

with kernel V. If p is a representation of 5 3 , then p/7 is a representation of S 4 whose 
character is xP

r\-
Now S3 ^ D3 under a map such that (12) ^ s, (123) ~> r. Hence the character table for 

D3 gives the following character table for S3: 

1 (12) (123) 
1 1 1 

l l 1 - 1 1 
2 0 - 1 

We denote the characters obtained by composing this with n again by Xi, Xi> Xi- Since 
(12) (13) (24) = (1324), the part of the character table obtained from these characters is 

1 (12) (123) (1234) (12) (34) 
Xi 1 1 1 1 1 
Xi 1 - 1 1 - 1 1 
X3 2 0 - 1 0 2 

If nt is the degree of Xt, 1 < i ^ 5, then 2X2 = 24 gives n4

2-\-n5

2 = 18. Hence 
n4 = n5 = 3, so the missing two irreducible characters are of degree three. Hence the 
last two rows of the character table have the form (3,a,/?,y,<5) and (3, a', /?', / , S'). If we 
use the relation (60) with j = 1 and k = 2,3,4,5, we obtain 

a + oc' = 0, 0 + 0 ' = 0, y + y' = 0, 5 + d'= -2. 
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Hence the last row is (3, — a, — 0, — y, — 2 — 3). If we use (58) with i = 4 and j = 1,2,3, 
we obtain the relations 

3 + 6a + 80 + 6y + 3<S = 0 
3-6<x + 80-6y + 3r3 = 0 
6 - 8 0 +6(5 = 0. 

These equations give 0 = 0, 3 = — l,y = — a. The orthogonality relation (60) for j = 2, 
k = 4 gives ay = — 1. On the other hand, a = x4(12) is a sum of square roots of 1, hence 
real. Thus ocy = a( — a) = — a 2 = — 1 and a 2 = 1, so a = + 1 , y = + 1 . Thus the last two 
rows are either ( 3 , 1 , 0 , - 1 , - 1 ) and ( 3 , - 1 , 0 , 1 , - 1 ) or ( 3 , - 1 , 0 , 1 , - 1 ) and 
(3,1,0, —1, —1). Both determinations give the same table except for the order of the 
last two rows. 

The foregoing example illustrates how the orthogonality relations plus other 
information that one can get a hold of can be used to calculate a character 
table. Further results that we shall derive presently will supply additional 
information useful for calculating character tables. We should note also that 
there is a substantial literature on the characters of Sn, beginning with a 
classical paper published by Frobenius in 1900 that gives formulas for the 
characters of any Sn. See, for example, Weyl's Classical Groups, p. 213. 

EXERCISES 

1. Determine a character table for A4. 

2. Determine a character table for the quaternion group. 

3. Let G be a subgroup of Sn, p the corresponding permutation representation of G 
over C, x its character. Show that Y^geoXid) = r\G\ where r is the multiplicity of 
the unit representation p1 in p. Show that zZgeoXid) is a l s o the total number of 
fixed points in {1,2,...,n) for all geG. 

4. Let the notations be as in exercise 3. Show that the number of orbits of G in 
{1,2,...,n) is the multiplicity r of px in p. 

5. A permutation group G is called k-fold transitive for k = 1,2,... if given any two 
/c-tuples ( i i , i 2 J - . . , i J and {j1,j2,•.• ,jk) of distinct z"s and fs, there exists a. geG 
such that gii=ji, l^l^k. Let G be doubly ( = 2-fold) transitive, p the 
corresponding permutation representation. Show that p ~ Pi®Pi where pt is an 
irreducible representation # p x . 

6. Let Xi,.-.,Xs he the irreducible complex characters of G and C1 — {1}, C 2 , . . . ,C s 

be conjugacy classes of G, ht = Put ci = zZgeCiQ a n d et = zZj(Xi(l)/\G\)XijCj 
where Xtj = Xi(d) f ° r some g e Cy Show that the er- are orthogonal idempotents in 
the center of C[G] and 2 > f = 1 . 
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7. Show that an element g in a finite group G is conjugate to its inverse g 1 if and 
only if x(g)eU for every irreducible complex character %. 

5.6 DIRECT P R O D U C T S OF G R O U P S . 

C H A R A C T E R S OF A B E L I A N G R O U P S 

It is easy to see that if G1 and G 2 are finite groups, then F[G1 x G 2 ] = 
F [ G J ® F F [ G 2 ] . If char F\\Gi\ and F is a splitting field for G1 and G 2 , this 
can be used to reduce the study of the representations over F of G1 x G 2 to 
that of the components Gt. In the most important case, in which F = C, we 
can obtain the results also by using characters. We shall follow this 
approach. 

Let pi, i = 1,2, be a representation of Gt acting on V{ over any F. If we 
compose the projection (g1,g2) ~* Gi with p 1 ? we obtain a representation p\ of 
Gi x G 2 . Evidently G 2 c kerp^. Similarly, we obtain a representation p 2 of 
Gx x G 2 by composing the projection (g1,g2) ^ gi with the representation p2 

of G 2 . We now form p i ® p 2 , which we denote as px # p 2 . Then 

(65) (P! # p 2 ) (# i ,# 2 ) = P l f a l ^ P l f a l ) 

and hence 

(66) xPi#P2(gi,92) = zP1toikP2te2)-

We have the canonical imbeddings g1 ~» (gu 12) and g2 ~> (ll9g2) of Gi and G 2 

in G x x G 2 . Then 

(67) ZP l#p2(^i,l2) = Z p ^ i k p ^ l i ) = ( d egp 2 )x P l (^ i ) -

Similarly, 

(68) Xp 1 # P 2 ( l i ,# 2 ) = (degpJxp,^)-

All of this has an immediate extension to direct products of more than two 
factors. 

Now suppose the Gt are finite, F = C, and pt is an irreducible representation 
of Gj. Then we have 

(XpitPilXpifPi) = \xPlfp2(9uQ2)\2 

1^1 x vr2\ { g u g 2 ) 
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1 
Z \xP1(gi)xP2(92)\2 

| G i l | G 2 | '21 (gi,g2) 

1 
Z l x P 1 f e i ) l 2 l z P 2 t o2 ) l 2 

21 (01,02) 

=i^felz^l)|2)i^i(5lz"toa)|2) 
Hence p x # p 2 is an irreducible representation of Gx x G 2 . Next suppose the 
irreducible characters of Gt are Xi(i\ - • • ,XSi

(l) a n d l e t Pk(l) be a representation 
affording xk

{i\ The representations p f c

( 1 ) # p z

( 2 ) of G x x G 2 are irreducible and 
(67) and (68) imply that pk

{1) # p / 2 ) and pr

{1) # p r

( 2 ) have distinct characters 
and hence are inequivalent if (fc',/') ^ (k,l). Hence we obtain in this way s±s2 

inequivalent irreducible representations. Since the degree of p f c

( 1 ) # p / 2 ) is the 
product of the degree of p k

( 1 ) and the degree of p / 2 ) , the sum of the squares of 
the degrees of the p f c

( 1 ) # p / 2 ) is the product of the sum of the squares of the 
degrees of the irreducible representations of Gx and the sum of the squares of 
the degrees of the irreducible representations of G 2 . This is | G 1 | | G 2 | = 
\G1 x G 2 | . It follows that the set of representations {pk

{1) # p / 2 ) } is a set of 
representatives of the equivalence classes of the irreducible representations of 
G1 x G 2 . This proves 

T H E O R E M 5.11. Let G x and G2 be finite groups, { p / 0 , . . . ,p s . ( 0} a set of 
representatives of the equivalence classes of irreducible representations over C of 
Gt. Then every pk

{1) # p / 2 ) is an irreducible representation of Gx x G 2 and 
{P/c(1) # Pi{2)} is a s e t °f representatives of the equivalence classes of irreducible 
representations of G1xG2-

A character x of degree one is called linear. Evidently, such a character is 
irreducible and may be identified with the representation affording it. Thus x is 
a homomorphism of the given group into the multiplicative group of a field. 
Conversely, any homomorphism of a group G into the multiplicative group i 7 * 
of a field J7 is a linear character of G. We recall that these characters have 
played an important role in the Galois theory of fields (BAI, p. 291). If x and x' 
are linear characters of G, then X1X2 defined by (xx') (q) = x(q)x'(q) i s a linear 
character. In this way the set of linear characters of G form a group with the 
unit character: g ~»1 as unit and the inverse of x as g ^ x(d)~1-

If G is an abelian group, every irreducible complex character of G is linear. 
For, if p is an irreducible representation of G acting on V over C, then 
E n d C [ G ] F = CI and since G is abelian, E n v p c: E n d c r G j F so Envp = CI. 



5.6 Direct Products of Groups. Characters of Abelian Groups 281 

Then any subspace is p(G)-in variant and since p is irreducible, V is one-
dimensional. Hence xP is linear. Since G is abelian, every conjugacy class 
consists of a single element; hence the number of these is |G | . Then G has |G | 
irreducible complex characters. 

The last result can also be seen without using representation theory. In fact, 
we can easily determine the structure of the group of irreducible ( = linear) 
complex characters of any finite abelian group. If G is any abelian group, the 
group of irreducible complex characters is called the character group of G. 
Now let G be finite abelian. Then G is a direct product of cyclic groups (BAI, 
p. 1 9 5 ) : G — GJL x G 2 x • • • x Gr where G{ = (gty and gt has order et. We may 
assume the Gt are subgroups and every element of G can be written in one and 
only one way as g = g1

kig2

kl''' gr

kr where 0 ^ kt < et. Let % e G, the character 
group of G. Then xiOiY1 = x(0iei) = x(l) = 1 so xiod is an etth root of unity. 
The set of these is a cyclic subgroup Ze. of the multiplicative group C*. We 
now define a map of G into Zei x Ze2 x • • • x ZBr by 

It is clear that this is a homomorphism. The kernel is the set of x such that 
X(gt) = 1, l ^ i ^ r . Then x(9ikl''' 9r

kr) = x(0i)kl''' x(gr)
kr = 1 and * = 1. 

Hence (69) is a monomorphism. Moreover, the map is surjective. For, if 
( M 1 ? ...,ur)eZeix • • • x Z g r , then ut

ei = 1 and hence we have a homomorphism 
of into Z e . sending gt ^ u{. Then we have a homomorphism x °f 
G = G1x •-• x Gr into C* sending gt ^ uh 1 ̂  i ^ r. Evidently, x is a character 
that is mapped into ( w 1 } . . . , M R ) by (69). Hence we have an isomorphism of G 

with its character group G. 

EXERCISES 

1. Show that the number of complex linear characters of a finite group is the index 
\G\G'\G' the commutator group of G. 

2. Let G be a finite group, p the regular representation of G over the field F. Form 
the field F(xgi,...,xgJ in m-indeterminates where m = |G| and gt xg. is 1-1. The 
determinant 

(69) x^(x(Qil-'-,x(gr)l 

(70) d e t E xaP(#) 

is called the group determinant of G over F. (The study of such determinants was 
one of the chief motivations for Frobenius' introduction of the theory of 



2 8 2 5. Classical Representation Theory of Finite Groups 

characters.) Show that if F = C and G is abelian, then 

(71) detC£x,pto))=n(l*,Zfo)). 
\0eG / XeG \eG ' 

This result is due to R. Dedekind. 

3. Let Fab denote the category of finite abelian groups with homomorphisms as 
morphisms. We have a contravariant functor D from Fab to itself such that 
A^> A and if f:A-^B, then / : B -> A is defined by \j/ ~> / where y(x) = \j/(f (x)), 
XEA. Show that D2:A A,f^>f is naturally equivalent to the identity functor 
(cf. p. 22). 

4. Show that if H is a subgroup of a finite abelian group G, then the subgroup of G of x 
such that XH = c a n be identified with G/H and hence its order is \G/H\. Use this to 
show that the map x ~» XH °f G into # is surjective. Note that this implies that any 
linear character of H can be extended to a linear character of G. 

5.7 S O M E A R I T H M E T I C A L C O N S I D E R A T I O N S 

In this section, G will be finite and all representations and characters are 
complex. We shall apply some elementary results on integral complex numbers 
that were given in BAI, pp. 279-281, to obtain important results on the 
degrees of the irreducible representations and on the characters of Sn. 

We recall that a e C is called algebraic if a is algebraic over the subfield Q, 
that is, a is a root of a non-zero polynomial with coefficients in Q. The 
complex number a is called integral (or an integer) if a is a root of a monic 
polynomial with integer coefficients. A useful criterion to prove integrality is 
that a is integral if and only if there exists a finitely generated Z-submodule M 
of C such that 1 e M and aM cz M. The subset A of C of algebraic numbers is a 
subfield and the subset I of integral complex numbers is a subring. Moreover, 
if aeC is a root of a monic polynomial in A[X] (in then aeA (I). We 
showed also that a is integral if and only if a is algebraic and its minimum 
polynomial over Q has integer coefficients, and that the only rational numbers 
that are integral in C are the elements of Z. 

We have seen that the characters of G are sums of roots of unity (property 6 
on p. 270). Since roots of unity are integral, it follows that %(g) is integral for 
any character % and any geG. We recall the following notations that were 
introduced in section 5.5. 

1- Xi>• • • >Xs a r e the irreducible characters. Xi is the unit character, that is, 
the character of the unit representation p1. 

2. C1 = {1}, C 2 , . . . , Cs are the conjugacy classes. 
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3- Xij = Xi(9j) w h e r e QjtCy 
4- nt = Xn - This is the degree of the representation pt such that xPi = Xi-
5-hj = \C}\. 

We recall also the following character relations (p. 276): 
s 

(64) {hjXij/nd (hkXik/nd = Z mjki(KXu/ni) 
i = i 

where the mj7cZ e N. We shall deduce from these equations 

P R O P O S I T I O N 5.4. The complex numbers hjXij/nt are integral 

Proof. Fix i and put uk = hkxik/nh 1 ^ k ^ 5, u0 = 1. Let M = Yfo^uj- Then 
(64) shows that ukM a M. Hence uk is integral by the criterion we noted 
above. • 

We can now prove 

T H E O R E M 5.12. n-| |G|. 

Proof. We use the formula (58) for i = j to obtain \G\/nt = Y,kXikXiMnv Since 
the Xtk a n d XiMni a r e integral, so is \G\/nt. Since this is rational, it is contained 
in Z. Hence n{\\G\. • 

The foregoing result is due to Frobenius. We also have the theorem that 
every nt = 1 if G is abelian. Both of these results are special cases of the 
following more general theorem, which is due to Schur. 

T H E O R E M 5.13. rcf|[G:Z], Z the center ofG. 

Proof (Tate). Let m be a positive integer and let Gm = G x G x • • • x G, m 
times. Let pt be an irreducible representation of G over C affording the 
character Xi, V the vector space on which pt acts. We have the representation 
p of G m acting in Vm=V®"'®V, m times, such that p(gu...,gm) = 
PiiOi)®"' ® Pi(gm) ( s e e section 5.6). By iterating the result of Theorem 
5.11, we see that p is irreducible. If c e Z , the irreducibility of pt implies that 
Pi(c) = yt(c)lv, yt(c)eC. Evidently yt is a homomorphism of Z into C*. By the 
definition of p we have 

p( l x • • • x 1 x c x 1 x • • • x 1) = yi(c)\Vm 

and hence for Cj e Z, 

p{cx x • • • x C J = y ^ c j • • • yi(cm)lViu = yi(c1 • • • c m ) l F m . 
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It follows that the subset D of elements of Gm of the form (c1, c2, • •., cm\ ct e Z, 
YJ™ct = 1 is in the kernel of p. Evidently D is a normal subgroup of Gm and p 
defines a representation p of GJD that is irreducible. We now apply Theorem 
5.12 to p to obtain ni

m\\GjD\ = \G\m/\Z\n-1. This implies that 
flGI/WilZireZIZI"1 and this holds for all m. Put u = \G\/nt\Z\. Then the 
relation shows that the Z-submodule M = Y.k=o%-uk °f ^ *s contained in 
Z | Z | _ 1 . Since Z is noetherian, so is Z | Z | _ 1 and hence so is M. Thus M is 
finitely generated as Z-module. Since l e M and uM cz M, it follows that ueZ. 
This proves that (n f |Z | ) | |G| . Then n f | [ G : Z ] as required. • 

Let F be a subfield of C. Then I nF is a subring of F called the ring of 
algebraic integers of F. The study of the arithmetic of such rings constitutes the 
theory of algebraic numbers. We shall give an introduction to this theory in 
Chapter 10. Now suppose F is a splitting field for the finite group G. Then 
F[G~\ = MnfF)®-"®MnfF) and s is the number of conjugacy classes of G 
(see p. 280). We have s inequivalent irreducible representations p{ over F and 
these remain irreducible on extension of F to C. Thus {p io • • - ,Psc} *s a s e t of 
representatives of the classes of the irreducible complex representations. If pi 

acts on VJF, then to compute g e G, we choose a base for P^/i7 and take 
the trace of the matrix of xPi(g) relative to this base. Nothing is changed if we 
pass to C. Thus we see that xPiC(g) = lpfg)- This shows that the irreducible 
complex characters have values in F. We know also that these values are 
contained in / . Since any character is an integral combination of irreducible 
characters, this gives the following 

T H E O R E M 5.14. Let F be a subfield of C that is a splitting field for the finite 
group G. Then any complex character of G has values that are integral algebraic 
numbers of F. 

In section 4, we showed that Q is a splitting field for Sn. Hence we have the 

COROLLARY. The complex characters of Sn have values in Z. 

5.8 B U R N S I D E ' S p d q b T H E O R E M 

One of the earliest applications of the theory of characters was to the proof of 
the following beautiful theorem due to Burnside. 

T H E O R E M 5.15. / / p and q are primes, then any group of order paqb is 
solvable. 



5.8 Burns ide 'sp a q b Theorem 2 8 5 

Quite recently, John Thompson succeeded in giving a proof of this theorem 
that does not use representation theory. However, this is considerably more 
complicated than the original proof with characters, so the original proof— 
which we shall give here—remains a good illustration of the use of 
representation theory to obtain results on the structure of finite groups. 

We prove first the following 

LEMMA. Let x be an irreducible complex character of a finite group G, p a 
representation affording x- Suppose C is a conjugacy class of G such that 
(|C|,x(l)) = 1. Then for any geC, either x(g) = 0 or p(g)e CI. 

Proof Since (|C|,x(l)) = 1, there exist integers / and m such that 
l\C\+mx(l)= l .T he n 

(72) M = i \ c \ M + m x i g ) m 

Now xio) is a n algebraic integer, and by Proposition 5.4 (p. 283), 
\C\x(g)/x(\) = \C\x(g)/n, where n = degp = #(1), is an algebraic integer. Hence 
x(g)/n is an algebraic integer. We recall also that \x(g)\ ^ n and this was proved 
by showing that x(g) l s a s u m °f 1 1 r o ° t s of unity (p. 270). Thus 
X(g) = co1 + -" +con where the cotEW, a cyclotomic field of complex roots of 
unity (BAI, p. 252). Let H = Gal W/Q and let seH. Then s maps roots of 
unity into roots of unity. Hence sx(g) is a sum of n roots of unity. Hence 
\sx(g)\ < n and \sx(g)/x(l)\ ^ 1- It is clear that since a = xia)lxiX) is an 
algebraic integer, so is sa = sx(g)/x(l) a n d \sa\ ^ 1. Then the norm 
NW/Q(a) = YlSsHsa satisfies |iV /̂<Q (a)| ^ 1. Since this is an algebraic integer 
and a rational number, it follows that \NW/Q(a)\eZ + . Hence either 
NW/Q(a) = 0, in which case a = 0 and x(g) = 0, or \NW/Q(a)\ = 1. In the latter 
case, \a\ = 1, \x(g)\ = n, and Proposition 5.3 shows that p(g) = col, co 2L root of 
unity. • 

We recall that the only abelian simple groups are the cyclic groups of prime 
order. Since this class of simple groups is rather trivial, one generally excludes 
it from the study of simple groups. We follow this convention in the following 

T H E O R E M 5.16. Let G be a finite (non-abelian) simple group. Then no 
conjugacy class of G has cardinality of the form pa, p a prime, a > 0. 

Proof. Suppose C is a conjugacy class of G such that \C\ = pa, p prime, a > 0. 
Let pi,... , p s be the irreducible representations of G, Xu • • • >XS the correspond­
ing characters. We assume px is the unit representation, so Xi(g) = 1 f ° r a U g-
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Let nt = the degree of p{. If p\nh then the foregoing lemma shows that 
either Xi(g) = 0 or pt(g)eCI for every geC. Now the elements geG such that 
Pi(g)eCI form a normal subgroup Gt of G. Hence if xAq) # 0 for some geC, 
then G F # 1. Then G T = G since G is simple. Also since G is simple and pt is not 
the unit representation for i > 1, it follows that G ^ P ; ( G ) if i > 1. Since p F ( G ) 
is abelian, this is excluded. Hence if p\nt and z > 1, then % f ( g f ) = 0 for all geC. 
We now use the orthogonality relation (60), which gives 

(73) i x i i g M V = l n i X i ( g ) = 0 
1 i 

for geC. Since n1 = 1 and Xito) = 1> w e have some nt, i > 1, divisible by p. Let 
n2,...,nt be the nf, i > 1, divisible by p. Then (73) gives the relation 

t 

2 

Since the n,- are divisible by p and the Xjio) a r e algebraic integers, this implies 
that 1/p is an algebraic integer, contrary to the fact that the only rational 
numbers that are algebraic integers are the elements of Z. • 

We can now give the 

Proof of Theorem 5.15. Let |G | = paqb where p and q are primes. Let P be a 
Sylow p-subgroup of G. Since P is of prime power order, its center Z # 1. If 
z ^ 1 is in Z , then the centralizer C(z) of z contains P , so [ G : C(z)] is a power 
of g. Now [ G : C ( z ) ] is the cardinality of the conjugacy class C containing z 
(BAI, p. 75). Hence if [ G : C ( z ) ] > 1, then G is not simple non-abelian by 
Theorem 5.16. On the other hand, if [ G : C(z)] = 1, then z is in the center of G. 
Then the center of G is not trivial, so again G is not simple non-abelian. It is 
now clear that unless G is cyclic of prime order, it contains a normal subgroup 
H ^ l , T^G. Using induction on |G | we can conclude that H and G/H are 
solvable. Then G is solvable (BAI, p. 247). • 

5.9 I N D U C E D M O D U L E S 

Let G be a group, H a subgroup of finite index in G, cr a representation of H 
acting on the vector space U/F. There is an important process, introduced by 
Frobenius, for "extending" o to a representation oG of G. We recall that we 
have an action of G on the set G/H of left cosets of H in G. If 
G/H = {H1=H,H2,...,Hr} and geG, then gHt = Hn{g)i and n(g) is a 
permutation of {! , . . . , r} . The map 7i:g^n(g) is a homomorphism of G into 
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the symmetric group Sr (BAI, p. 72). Now put UG = U(r\ the direct sum of r 
copies of U. Let {s1} s2,. • •, sr} be a set of representatives of the left cosets of H, 
say, Ht = stH, 1 ^ i ^ r. F rom now on we shall call such a set a (Ze/0 cross 
section of G relative to H. If g e G, then 

(74) = sn{g)ifii(g) 

where fi^eH. We can define an action of G on UG = U(r) by 

(75) #(wl 5...,tO = (o-O^j- i i te ) )^ 

where the UjE U. Using the fact that n is a homomorphism,and that H acts on 
(7, we can verify that (75) does indeed define an action of G on UG. Since this 
action is by linear transformations in a finite dimensional vector space, we 
have a representation oG of G acting on UG. We can verify also that another 
choice of cross section of G relative to H defines an equivalent representation. 
All of this will become apparent without calculations by giving an alternative, 
conceptual definition of oG, as we shall now do. 

Let B = F[H\ the group algebra of H, and A = F[G~\, the group algebra of 
G. To be given a representation o of H amounts to being given a module U for 
B that is finite dimensional as vector space over F. Now B is a subalgebra of A 
and hence A is a £-£-bimodule in which the actions of B on A are left and 
right multiplications by elements of B. We can form A®BU, which is a left bi­
module in which for a1,a2£A and u e U we have 

(76) a1(a2®n) = a1a2®u. 

We shall now show that [A®BU:F^\ < co, so the A = F[G]-module A®BU 
defines a representation of G. Moreover, we shall see that this representation is 
equivalent to oG as defined above. 

As before, let {sus2,... ,sr} be a cross section of G with respect to H. Then 
any element of G can be written in one and only one way in the form sth, heH. 
Since the elements of G form a base for A, it follows that A regarded as right 
5-module is free with (sl9...,sr) as base. It follows that every element of 
A®BU can be written in one and only one way in the form 

(77) s± ®ux +s2®u2 + • • • +sr®ur, 

ut e U. Hence if (w ( 1 ) , . . . , u{n)) is a base for U/F, then 

(78) ( S l ® u{1\..., S l ®u{n); • • • ; sr ® ..., sr®u{n)) 

is a base for A®BU, so [ ^ (x^C/ iF ] = rn < co. Thus the module ^4® B t7 
defines a representation of G. 
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Now let geG. Then, by (76) and (74), we have 

0£> f <g )M £ ) = ZgSi®^ 

(79) = T,sn(g)i® fright 

= YSi®Pn{g)-H{g)uHg)'H 

Comparison of this with (75) shows that the map n: (uu..., ur) ^» Y!\Si®ui is 
an equivalence of the induced representation of G as defined first with the 
representative of G provided by A®BU. 

The module UG (or A®BU) is called the induced G-module U and the 
associated representation oG is called the induced representation of G. As we 
have seen, if ( u { 1 \ u { n ) ) is a base for U/F, then (78) is a base for the induced 
module. Now suppose 

(80) hu{i) = £ ajt{h)uU) 

j 

for heH, so h ̂  oc(h) = (afJ-(/z)) is a matrix representation of H determined by a 
and 

(81) xM = IMfc) 

is the character of a. By (79), the matrix of aG(g) relative to the base (78) is 
obtained by applying the permutation n(g) to the r rows of n x n blocks in the 
matrix 

(82) diag { a ^ ( g ) \ . . . , cc(jir(g))}. 

Only the non-zero diagonal blocks of the matrix thus obtained contribute to 
the trace. These blocks occur in the zth row (of blocks) if and only if n(g)i = i, 
which is equivalent to gstH = stH and to si~1gsieH. It follows that the 
character 

(83) Xo*(g) = YxMr1gst) 

where the summation X ' is taken over all i such that si~1gsieH. This can be 
put in a better form by extending the definition of the function xa fr°m H to F 
to a function xa on G defined by %a(g) = 0 if geG — H. Using this, we obtain 
the formula 

(84) X o ° ( g ) = i Usf'gst). 



5.9 Induced Modules 2 8 9 

This can be written in another form if G is a finite group, by noting that 
Xa(h~1gh) = xa(g). This is clear if geH since Xa is a class function and ifg$H, 
then h~1gh$H and x(T(h~1gh) = 0 = Xa(g). Hence 

Xa(Si~1gSi) = ^jT £ tai{sih)-1gsih). 

Then (84) gives the formula 

(85) xAg) = ^ I xAa^ga). 
\ H \ aeG 

E X A M P L E S 

1. Let G be the dihedral group Dn of order 2n generated by r, s, such that rn = 1, 
s 2 = 1, srs'1 = r~l. Let # = <r>, cr a representation of degree 1 of H such that r ~> col 
where of = 1. We may take sx = 1, s2 = s as representatives of the cosets of H. Then 
7i(r) = 1,71(5) = (12), and 

rs± = s^, 
s s i — 5 2 1 , 

: s 2r 
= S l l . 

It follows that a matrix representation determined by oG maps 

co 0 
0 co~ 

0 1 
1 0 

(cf. p. 262). 

2. Let G be as in example 1, but now let H = <s>. Let a be the representation of 
degree 1 such that s »̂ — 1. We have G = H urH u • • • u rn~lH, so we may take {s£} 
where sf = r I _ 1 , 1 ^ i ^ n, as a set of coset representatives. We have 

rSi — Si+1> 
SSi = SiS, 

1 ^ i ^ 
if z > 1. 

It follows that we have a matrix representation determined by oG such that 

0 . . . 0 1 
1 0 . . . 0 
0 1 0 . . 0 

0 . . . 1 0 

0 . 
0 . . 0 
0 . . - 1 

0 - 1 0 
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3. An interesting special case of induction is obtained by beginning with the unit 
representation 1 = 1H of the subgroup H acting on a one-dimensional space Ux = Fu. 
Let {sij .- . jsj be a cross section of G relative to H and suppose gst = sn{g)ipi(g) where 
pt(g)eH. The set of elements st0u, 1 ^ z ^ r, is a base for U X

G and, by definition of the 
induced representation, the action of g on is given by g(st(E)u) = sn(g)i<S>u. On the 
other hand, we have the action of G on the set G/H of left cosets {stH\l ^ i ^ r} given 
by g(SiH) = sn{g)iH. It is clear from this that 1 G is the permutation representation 
obtained from the action of G on G/H. 

We can determine the character xiG for the representation 1G. It is clear from the 
formula g(st®u) = sn{g)i®u that the trace of the matrix of lG(g) relative to the base 
(s10u,... ,sn®u) is the number of fixed points of n(g). This is the number of cosets aH 
such that g(aH) = aH. Hence we have the formula 

(86) Xl

G(g) = \{aH\gaH = aH}\. 

We note also that the condition gaH = aH is equivalent to a~'g = a~1gaeH. 
We recall that the action of G in G/H is transitive and any transitive action of G on a 

finite set N = {1,2,...} is equivalent to the action of G on a set of left cosets relative to 
a subgroup H of index n in G (BAI, p. 75). In fact, if G acts transitively on N, then we 
can take H to be the stabilizer of any element of N. It is clear from this that the study of 
induced representations of the form 1H

G, where 1H is the unit representation of a sub­
group H of finite index in G, is essentially the same thing as the study of transitive actions 
of G on finite sets. 

We shall now give two useful characterizations of induced modules in the 
general case in which if is a subgroup of G of finite index in G, U a module 
for H. Let A = F [ G ] , B = F[_H~\, {su..., sr} a cross section of G relative to 
H, and consider the induced module UG of G. We have UG = 
A®BU = © (st ®U)and[Si ®U:F] = [17 : F ] = n. Hence the map x ^ st <g) x 
of U into st ® U is a linear isomorphism. Since we may take one of the 
st = 1, we see that the map x ~> 1 ® x is a linear isomorphism of U onto 
the subspace 1 ® 17 = {1 ® x | x e U} of i 7 G If fceB, then b(l ® x) = 
6(g)x = M ® x = l ® 6 x . Hence x ^ 1 ® x is a ^ i s o m o r p h i s m of U 
onto 1®(7, which is a ^-submodule of [7G. We shall now identify U with its 
image 1 ® 1/ and so regard [/ as a B-submodule of UG. It is clear also that we 
have UG = S j t /©-• *©s r l7, a direct sum of the subspaces stU. The properties 
we have noted give a useful internal characterization of UG that we state as 

P R O P O S I T I O N 5.5. Let V be an A-module. Then V is isomorphic to UG for 
some B-module U if and only if V contains U (strictly speaking a B-submodule 
isomorphic to U) such that V = s x £ /©• • -®srUfor some cross section {su...,sr} 
of G relative to H. 

Proof. We have shown that UG has the stated properties for the 5-submodule 
U ( = 1 ® U) and any cross section of G relative to H. Conversely, let V be an 
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^-module having the stated properties. Then V = AU. Since steG, st is 
invertible in A and hence the map x r> stx is a bijection. It follows that 
[stU'.F] = [U:F] and since V = s,U®---®srU, \_V\F] = [ G : # ] [ £ / : F ] . We 
have the map (a, x) ~> ax of AxU into V, which is F-bilinear. Since 
(ab)x = a(fcx) for fee5, it follows that we have an F-linear map n of A®BU 
into V such that ^(a(x)x) = ax. Evidently, rj is an ^-homomorphism. Since 
V = AU, n is surjective and since [ F : F ] = \_A®BU \ F~\ < co, n is injective. 
Hence F and (7 G are isomorphic yl-modules. • 

The second characterization of UG that we shall give is a categorical one 
that applies to any ring A and subring B. We consider the categories of 
modules ,4-mod and B-mod. If M is an /I-module, we can regard M as B-
module. Evidently, homomorphisms of v4-modules are homomorphisms of B-
modules. In this way we obtain a functor R from the category v4-mod to B-mod 
sending an ^[-module M into M regarded as 5-module and A-homo-
morphisms into the same maps regarded as ^ h o m o m o r p h i s m s . We call 
R the restriction of scalars functor from ,4-mod to B-mod. Now let i V b e a given 
5-module. Then we can form A®BN and regard this as an ,4-module in the 
usual way. We have a ^ h o m o m o r p h i s m u of N into A®BN sending yeN into 
l®y. We claim that the pair (A®N,u) constitutes a universal from N to the 
functor R (p. 42). This means that if M is a (left) y4-module and rj is a B-
homomorphism of N into RM = M, then there exists a unique homomor­
phism rj of A®BN into M (as A -module) such that 

is commutative. To see this, we consider the map (a,y) ~> a(ny) of the product 
set AxN into M. Evidently this is additive in a and y and if beB, then 
(ab) (ny) = a(b(ny)) = a(n(by)). Hence (a,y) ~* a(ny) defines a balanced product 
from AxN into M (p. 126). Hence we have a group homomorphism rj of 
A®N into M such that fj(a®y) = a(ny). It is clear that rj is a homomorphism 
of /4-modules and if yeN, then R(rj)(uy) = R(rj)(\®y) = l(rjy) = ny. Hence 
(87) is commutative. Now let n' be any A-homomorphism of A®BN into 
M such that r\y = n'uy = n'(l ® y). Then n'(a ® y) = n'(a(l ® y)) = an'(l ® y) = 
a(ny). Hence n' = rj, so fj is unique. 

The fact that for any ^-module N, {A®BN,u) is a universal from N to the 
functor R implies that we have a functor from 2?-mod to A-mod sending any B-

(87) 

^R(A 0 N) 

RM 

file:///_V/F
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module N into the ^-module A®BN and mapping any homomorphism n of 
^-modules into l®n, which is a homomorphism of A -modules. This functor is 
a left adjoint of the functor R (p. 49). 

This is applicable in particular to A = F[G] and B = F\_H~] where if is a 
subgroup of finite index in G. In this case for a given 5-module U such that 
[U:F'] <co, we obtain the universal object UG = A®BU, which is finite 
dimensional over F and hence provides a representation of G. 

EXERCISE 

1. Let G be a finite group, if a subgroup, and let a be the regular representation of 
H. Show that oG is the regular representation of G. 

5.10 PROPERTIES OF I N D U C T I O N . 

F R O B E N I U S RECIPROCITY T H E O R E M 

We shall now derive the basic properties of induced representations. We prove 
first 

T H E O R E M 5.17. Let K be a subgroup of finite index in G, H a subgroup of 
finite index in K, o a representation of if acting on U, p a representation of G 
acting on V, pH the restriction of p to H. Then 

(1) if is of finite index in G and oG and (crK)G are equivalent. 
(2) If W is a (j(H)-invariant subspace of U, then WG is a o~G(G)-invariant 

subspace of UG. Moreover, if U = W1 ® W2 where Wt is o-invariant, then 
UG= W1

G®W2

G. 
(3) aG®p and (a®pH)G are equivalent. 

Proof. (1) Write A = F [G] , B = F[H], C = F[K]. It is clear that H is of finite 
index in G. (In fact, [G : f f ] = [ G : K ] [ £ : # ] . ) Now aK acts on C®BU, (aK)G 

acts on A®C(C®BU), and oG acts on A®BU. The ^4-modules A®C(C®BU) 
and(,4 ®CC) ®B U are isomorphic (Proposition 3.7, p. 135) and A ®CC and A 
are isomorphic as left ^4-modules (Proposition 3.2, p. 130). Hence 
A®C(C®BU) and A®BU are isomorphic as ,4-modules, which means that 
(crK)G and oG are equivalent. 

(2) If W is a 0-(if )-invariant subspace of U, then this is a 5-submodule of 
U. Since A is free as right module over B, WG = A®BW can be identified with 
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its image in UG = A®BU. Then (o\W)G is a subrepresentation of oG. The 
second statement follows in the same way. 

(3) The two ^4-modules we have to consider are (A®BU)®FV 
and A®B(U®FV). In the first case the action of geG 
is g((a®Bx)®Fy) = (ga®Bx)®Fgy and in the second case we have 
g(a®B(x®Fy)) = ga®B(x®Fy). Hence the F-isomorphism of (A®BU)®FV 
onto A®B(U®FV) sending (a®Bx)®Fy^a®B(x®Fy) is not an 
^-isomorphism. We shall define an A-isomorphism of A®B(U®FV) 
onto (A®BU)®FV such that 1 ®B(x®Fy) ^ (1 ®Bx)®Fy and 
hence g®B(x®Fy) ~> (g®Bx)®Fgy. For a fixed geG we consider the map 
(x,y) ^> {g®Bx)®Fgy of U xV into (A®BU)®FV. Since this is F-bilinear, we 
have an F-homomorphism xg of U®FV into (A®BU)®FV such that 
x ®Fy ~> (g ® Bx) ®Fgy. Since G is a b a s e for A/F, for any a = Y,ugg, <x

9

e^^ w e 

can define an F-homomorphism xa of U®FV into (A®BU)®FV by 
T f l = Z a # V T n e n

 Ta(x®F3;) = E ^ ® B i ) 0 F ^ . We now have a map 

of y4x( l / (g ) F F ) into (v4®BL/)(g)FF, which is F-bilinear. Moreover, if heH, 
then 

^ ( ^ ^ F J 7 ) - ^ ^®^ ) = (gh®Bx)®Fghy-(g®Bhx)®Fghy 

= {g®Bnx)®Fgny-{g®Bnx)®Fg^y = o. 

It follows that we have a balanced product of A as right i?-module and U®FV 
as left B-module. Hence we have a homomorphism of A®B(U®FV) into 
( , 4 ® B £ / ) ® F F sending g®u(x® F j / ) ~»(#®£x)® F # j / . This is an F-
homomorphism and if ^ ' e G , then g'{g®B(x®Fy)) = g'g®B(x®Fy) 
and (g'g®Bx)®Fgfgy = g'{{g®B

x)®Fgy)- Hence our map is an A-
homomorphism. It is clear also that the map is surjective and since the two modules 
have the same dimensionality over F, the map is an isomorphism. • 

For our next result on contragredience and induction we shall make use of 
an involution in the group algebra (BAI, p. 112). We note first that if g, heG, 
then (gh)'1 = h~1g~1 and ( g - 1 ) - 1 = g. Hence if a^a is the linear 
transformation of A = F [G] into itself such that g = then ab = ba and 
a = a. Thus a ~» a is an involution in A. We shall call this the main involution 
of A and denote it as j . If if is a subgroup of G, then the main involution in 
B = F[H~\ is the restriction to B of the main involution in A. Now let H have 
finite index and let { s ^ . . . ,s r } be a cross section. Any element of A can be 
written in one and only one way as a = Zi^A-, DteB. If c = cteB, we 
define 

(88) [a\c) = Y.bicieB 
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and we have the map (a,c)^(a\c) of Ax A into B. We list its important 
properties: 

(i) (a\c) is independent of the choice of the representatives si9 since any 
other choice has the form sthi9 hteH. Using these replaces bt by 

hr%, ct by hr'c. Then ( V ^ ) ^ " 1 ^ ) = BMi'1* = and (88) 
is unchanged. 

(ii) (a\c) is F-bilinear. Clear, 
(hi) If b e B, then 

(ab\c) = b(a\c)9 (a\cb) = (a\c)b. 

This is clear from the definition, 
(iv) If e e A9 then 

(ea\c) = (a\ec). 

It suffices to prove this for e = geG. Then gst = s^p^g) where 
n(g)eSr and pt(g)eH. Then ga = a(I>A) = Y,sll{g)iPi{g)bi and 
9~1sn{g)i = SiPi(g)~\ so g-xc = Hsifrig)-1^. Hence 

(ga\c) = Z f>ifr(9)~lc«(g)i 
i 

{a\g~1c) = Z btfrigy1^. 
i 

Thus (ga|c) = (a|a~1 c) holds for all geG. 
(V) (Si\Sj) = 5yL 

This is clear from the definition. 

We shall now establish commutativity of induction and contragredience. 
This is given in 

T H E O R E M 5.18 If H is a subgroup of finite index and a is a representation of 
H, then (tfG)* and (cr*)G are equivalent. 

Proof. Let U be the vector space on which o acts and let 17* be the dual 
space of linear functions on U. If x e U and y*eU*9 we write <j/*|x> = y*(x). 
Then <y*|x> is F-bilinear. The space U* is a left ^-module defined by the 
contragredient representation rj* of H and we can make this a right 5-module 
by defining y*b = by*9 beB. Since (hy*\x} = <[y*\h~1x) for heH9 by 
definition of a*, we have (y*h\x) = <j*|/zx>, which implies that 

(89) (y*b\x) = (y*\bx) 
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for x e U, y* e U*, beB. We now introduce 

(90) (y*(a\c)\x}eF. 

This is defined for x e U, a, c e A, y* e (7*, and is F-bilinear in c and x for fixed 
a and y*. Moreover, if beB, then by property (hi) above, 

<y*(a\cb)\x} = <j/*(a|c)2?|x> = (y*(a\c)\bx}. 

By definition of the tensor product, this implies that we have an F-linear map 
of A®BU into F sending c ® x ~> <j/*(a|c)|x>. Thus we have an element (pa>y* 
of the dual space (A®BU)* such that 

(91) (pa,y*(c®x) = <3^*(«k)|x>. 

Now the map (a,y*) ^ cpa>y* is F-bilinear and since 

<y*{ab\c)\x> = (y*b(a\c)\x} = «by*) (a\c)\x\ 

(Pab,y* = <Pa,by*- Hence we have a linear map n of A®BU* into (A®BU)* 
sending a®y* into (pa>y*. If geG, g<paty*(c®x) = (pa,y*{g~1(c®x)) = 
tya,y*(g~lc®x) = {j^Mg-1^)!*)- On the other hand, (pga,y*(c®x) = 
(y*(ga\c)\xy. Hence by (iv), g(pa,y*(c®x) = ^ a ) y*( c ® x ) j which implies 
that rj is an ^-homomorphism. To conclude the proof, we shall show that r\ is 
injective. Since A®BU* and (A®BU)* have the same finite dimensionality over 
F, this will imply that rj is an isomorphism. Now suppose rj(YJcij®yf) = 0. 
We can write Z^j®^* = Zi^®^* and the condition rj&s&zf) = 0 
implies that lXz*(sf|c)|x> = 0 for all ce^4, x e (7 and hence XX*fek) = 0 for 
all c. If we take c = Sj and use (v), we obtain zf = 0 and hence 2X®z* = 0. 
This concludes the proof. • 

Our next main objective is to derive an important reciprocity theorem due 
to Frobenius, which in its original form states that if p is an irreducible 
complex representation of a finite group and a is an irreducible complex 
representation of a subgroup H, then the multiplicity of p in uG is the same as 
the multiplicity of a in the representation pH of H. As we shall show below, 
this can be proved by a simple calculation with characters. We shall first give a 
conceptual proof of an extension of Frobenius ' theorem. Our proof will be 
based on the important concept of intertwining numbers for representations 
and on the following proposition. 

P R O P O S I T I O N 5.6. If H is a subgroup of finite index in G, U a module 
for B = F[H], and V a module for A = F [ G ] , then homA(UG, V) and 
h o m B ( L7 , VH) are isomorphic as vector spaces over F . 
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Proof. We remark that this result can be deduced from a general result on 
adjoint functors applied to the restriction functor from F[G]-mod to F\_H~]-
mod and its left adjoint. However, we shall give an independent proof. As 
before, let u be the map of U into UG sending x ^ 1 (x)x. This is a B-
homomorphism. Hence if C e h o m A ( ( 7 G , V), then £uehomB(U, VH). The map 
C £w is an F-linear map of homA(UG, V) into h o m B ( £7 , VH). The result we 
proved in diagram (87) is that the map ( £ M is surjective. It is also 
injective. For, if £u = 0, then ((l(x)x) = 0 for all xeU. Since ( is an A-
homomorphism, £(a®x) = £(a( l®x)) = a£ ( l®x) = 0 for all aeA, xeU. 
Hence £ = 0. Thus £ ^ £w is an isomorphism of h o m X ( ( 7 G , V) and h o r n e t / , F H ) 
as vector spaces over F. • 

If p and T are representations of G acting on V and TF respectively, then the 
dimensionality 

[ h o m ^ F , W):F] 

is called the intertwining number i(p,x) of p and T (or of V and FF as F [ G ] -
modules). If V = V1®- • - © F m where the ^ are p(G)-invariant subspaces, then 
we write p = P i © - " © p m where pt = p\Vt. Similarly, let x = T1@---®T1 where 
Tj = T\WJ and Wj is r-invariant. We have the vector space decomposition 

(92) h o r n ^ F , W) = © h o m ^ , 

This implies that 

(93) i{p9T) = Y ^ j ) -
iJ 

If p and T are completely reducible and the p{ and Xj are irreducible, then this 
formula reduces the calculation of z(p,i) to that of the i(phXj) where p{ and Xj 
are irreducible. If p and x are irreducible and inequivalent, then z(p,r) = 0 by 
Schur's lemma. It is clear also that z(p,u) is unchanged if we replace p or T by 
an equivalent representation. Hence if p and x are equivalent, then 
z(p,r) = z(p,p) = [End^(F , F ) : F ] . Hence if p and T are irreducible and F is 
algebraically closed, then 

(0 if p and T are inequivalent, 

(94) ^ , T H I T , i • 
(1 it p and T are equivalent. 

An immediate consequence of (93) and (94) is 

P R O P O S I T I O N 5.7. If F is algebraically closed, p is irreducible, and x is 
completely reducible, then i(p,x) = i(x,p) = multiplicity of p in x (that is, the 
number of irreducible components of x isomorphic to p). 
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We can now prove the fundamental 

F R O B E N I U S RECIPROCITY T H E O R E M . Let F be an algebraically 
closed field, p an irreducible representation of G over F, o an irreducible 
representation of a subgroup H of finite index in G. Assume that oG and pH are 
completely reducible. Then the multiplicity of p in oG is the same as the 
multiplicity of o in pH. 

Proof. By Proposition 5.6, i(oG,p) = i(o,pH). By Proposition 5.7, i{oG,p) is 
the multiplicity of p in oG and i(o,pH) is the multiplicity of cr in pH. Hence these 
multiplicities coincide. • 

The Frobenius reciprocity theorem is usually stated for finite groups and 
algebraically closed fields whose characteristics do not divide the group order. 
In this situation the hypothesis that H is of finite index and that oG and pH are 
completely reducible is automatically satisfied. The proof of this result and 
some of the others we gave on induced representations of finite groups can be 
made by calculations with characters. As an illustration of this method, we 
shall now prove the Frobenius reciprocity theorem for G finite and F = C by 
using characters. Let the notation be as above and let %p, X<n e t c - denote the 
characters of p, o, etc. We recall that if p is irreducible and T is arbitrary, then 
(XplXx) = (XrlXp) is the multiplicity of p in T. The Frobenius reciprocity 
theorem is equivalent to 

(95) ( X a G \ x P h = (X<T\XPH)H-

We use the formula (85) for XaG- Then we obtain 

1 1 

a,geG M \n\ 

= £ ^]jj7Xa(g)xP(aga-1) 

a,geG N 1̂ 1 

1 1 = E T7T[ TTvrXMXpfaha x). 
asG 1̂ 1 heH 

On the other hand, 

(XJXPH)H = £ 7777XAh)xP(h) 
heH \FL I 

1 1 
= E 7—j77rXa(h)Xp(aha x) 

heH M \ H \ 
aeG 

since xp is a class function on G. Comparison of the two formulas gives (95). 
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EXERCISES 

1. Construct a character table for G = A5. Sketch: There are five conjugacy classes 
in G with representatives 1, (12) (34), (123), (12345), (13524) = (12345)2 with 
respective cardinalities 1, 15, 20, 12, 12. Let Xi be the character of the unit 
representation, v the permutation representation obtained from the natural 
action of G on {1,2,3,4,5}. We have the following table 

1 (12) (34) (123) (12345) (13524) 

Xi 
Xr 

Calculation of (x„\Xv) a n d (Xv\Xi) g i y e s Xv = X1+X2 where Xi is irreducible. This 
and the above table give %2. To obtain the three missing irreducible characters, 
we look at the induced characters obtained from linear (degree 1) characters of 
the subgroup 

H = {l9u = (12345), u2 = (13524), u3 = (14253), 
u4 = (54321), (13) (54), (24) (15), (35) (21), (14) (23), (25) (34)}. 

We find that <w> has index two in H, so we have the linear characters X1 and X2 

on H where X1 = I and X2(uk) = 1, X2(v) = — 1 if v$(u). The set 

C = {l,w -= (13245), w2 = (12534), w3 = (14352), w 4 = (15423), (12) (34)} 

is a cross section of G relative to H. Using this we can compute X^ and X2

G as 

1 (12) (34) (123) (12345) (13524) 

6 2 0 1 1 
XoG 6 - 2 0 1 1 

Using (X^Xf), i = l , 2 , and ( l^ lx i ) , we obtain k1=Xi+Xs where Xs is 
irreducible. Also we have (i 2

G IZi) = (^2°\X2) = (^2Gi^iG) = °> which implies that 
X2

G = + where / 4 and X5 a r e irreducible. The values of X;(l), 1 ^ i ^ 3, and 
Yl=iXi2iX) = 6 0 g i v e X4-W = 3 = X5(l). It follows that we have the table 

1 (12) (34) (123) (12345) (13524) 

Xi 1 1 1 1 1 
Xi 4 0 1 - 1 - 1 
Xs 5 1 - 1 0 0 
X* 3 a b c d 
Xs 3 a' b' d d! 

Since (54321) = (12345)- 1 is conjugate to (12345), x 4 and Xs a r e r e a l (exercise 7, 
p. 279). Using # 4 + X5 = X2

G, we obtain a + a' = -2, b + bf = 0, c + c' = I = 
d + d'. Using ixAxd = <>i4 f ° r 1 = h 2, 3, 4, we obtain a system of equations for 
a, b, c, d whose solutions are a = — 1, b = 0, c = (1 ± y/5)/2, d = 1 — c. Either 
determination can be used to complete the table. 
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2. Prove Theorems 5.17 and 5.18 for complex representations of finite groups by 
character calculations. 

3. Let B be a subring of a ring A, M EL (left) ^-module. Then homB(4,M) becomes a 
left ,4-module if we define (af)x =f(xa) for fehomB(A,M),a,xeA (Proposition 
3.4, p. 134). This is called the produced module of A determined by M. Note that 
the map v.f^fl of homB(A, M) into M is a 5-homomorphism. Show that the 
pair (homfi(,4, M), v) constitutes a universal from the restriction of scalars functor 
R to M (p. 137). 

4. Let G be a group, H a subgroup of finite index, A = F[G], B = F[if] , and let U 
be the 5-module determined by a representation a of H. Then homB(^4, U) is 
finite dimensional over F and defines the produced representation Ga of G. Show 
that G(cr*) is equivalent to (<rG)*. (This shows that in the theory of finite 
dimensional representations, produced modules are superfluous.) 

5. Let G be finite, and let F be an algebraically closed field whose characteristic 
does not divide |G|. Let p be the permutation representation of G determined by 
the action of G on G/H where H is a subgroup. Use Frobenius reciprocity to 
show that the dimensionality of the space Inv p = {x\gx = x, g e G) is one. 

6. (Addendum to Clifford's theorem.) Let p be an irreducible representation of G 
acting on V/F and let if <J G. Let W be a homogeneous component of V as 
F[iT]-module. (Recall that pH is completely reducible by Clifford's theorem.) Let 
T be the subgroup of G stabilizing W. Show that p c T c G and [G: T] = m, 
the number of homogeneous components of V as F[if]-module, and (ii) if \jj is 
the representation of T acting on W, then p = \j/G and ^ is irreducible. 

7. (Mackey.) Let if be a subgroup of finite index in G and let U be an F[if]-
module. Let V be the set of maps f:G->U such that /(kg) = hf (g). Using the 
usual vector space structure on V and an action of G defined by (gf) (x) =f(xg), 
feV,g,xeG. Show that V becomes an F[G]-module isomorphic to UG. 

5.11 FURTHER RESULTS O N I N D U C E D M O D U L E S 

One of the main problems that we shall consider in this section is that of 
obtaining useable criteria for an induced representation (or character) to be 
irreducible. To this end we shall need to study the following problem: Suppose 
that H and K are subgroups of a group G, H of finite index in G, and o is a 
representation of H acting on the vector space U/F. What can be said about 
the structure of oG

K = (oG)K, the restriction to K of the induced representation 
<rG of G? If V is an F[G]-module, we denote V regarded as an F[i£]-module 
by VK. Thus we are interested in the structure of UG

K = (UG)K. We identify U 
with the F[H]-submodule 1(8)1/ of UG. If geG, then gll is stabilized by the 
action of the subgroup 9H = {ghg~x\heH} since if xeU, then (ghg~1)gx = 
ghxsgU. Hence we have the submodules (gU)9H and (gU)KngH of UG

9H 

and U G

K n g H respectively. We remark that since 9H is of finite index in 
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G,K n9H is of finite index in K. Hence we can form the induced F[K] -module 
g U K n 9 H

K = (gUKn9H)K. We shall obtain a decomposition of UG

K into 
submodules of the form g U K n g H

K . To describe this, we require some simple 
remarks on double cosets. 

We recall that G is a disjoint union of the double cosets KgH (BAI,p. 53). 
Moreover, KgH is a union of left cosets kgH, keK, and since H is of finite 
index in G, the number of left cosets of H contained in KgH is finite. We now 
note that if kx,k2eK, then kxgH = k2gH if and only if k1(Kr\9H) = 
k2(Kn9H). For, kxgH = k2gH if and only if k2g = k±gh, heH, and 
this holds if and only if k1~1k2 = ghg~x, heH. This last condition is 
equivalent to kx(K n9H) = k2(K n9H). It now follows that {fcf} is a cross 
section of K with respect to K n9H if and only if {ktg} is a set of 
representatives of the left cosets of H contained in KgH. 

We can use this result to prove the following important theorem: 

MACKEY'S D E C O M P O S I T I O N T H E O R E M . Let H be a subgroup of 
finite index in G, K an arbitrary subgroup of G, and let U be an F\H\-module. 
Identify U with the F\_H^-submodule 1®U of UG and let A be the set of double 
cosets D = KgH. Then 

UG

K = © DU 
DeA 

where DU = ^geDgU Is a n F[K]-submodule of UG

K and DU ̂  ((gU)Kn<,H)K 

for any geD. 

Proof. Let { s l 9 . . . , s r } be a cross section of G with respect to H. Then 
UG = s1U®'--®srU (Proposition 5.5, p. 290). If geG, then D = 
KgH = shHu'-usikH where the stj are distinct. Then DU = KgHU = 
s^UQ-'-QsjU. It follows that UG^= ®DeADU: Now DU = KgU is an 
F[iT]-submoduie of UG

K and DU contains gU, which is an F\Kc\9H~\-
submodule. We have seen that if {kt\l ^ i < q} is a cross section of K 
with respect to K n 9H, then {ktg} is a set of representatives of the left cosets 
of H contained in D = KgH. Thus we may assume that {ktg} = {s^,szJ, so 
q = k and 

DU = kigU®"-@kqgU. 

By Proposition 5.5, this implies that DU as F[K]-module is isomorphic to 
i(gU)9HnK)K. • 

We shall derive next a theorem on the structure of the tensor product of two 
induced representations. This is 
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T H E O R E M 5.19 (Mackey). Let Hh i = 1,2, be a subgroup of finite index in 
G, GT a representation of Ht acting on UfF, and let R be a set of representatives 
of the double cosets FLxgFL2. Put H{1>9) = Hx n

 gH2. Then the F [G] module 

U1

G®U2

G^ © { { U g ) ® ( g U 2 ) g ) ) G . 

Proof By Theorem 5.17.3, o1

G®o2

G is equivalent to (o1®(o2

G)Hl)G, and by 
Mackey's decomposition, (U2

G)Hl is a direct sum of the FfT/J-submodules 
isomorphic to the modules ((gU2)Ha,9))Hl, geR. Hence U1

G®U2

G is F [G] 
isomorphic to 

© ( U 1 ® U g U 2 ) H < L . ) ) H > ) G . 
geR 

By Theorem 5.17.3, 

Ui®{{gUi)H^)HX = {{u1)H^®(gU2)H^)Hl. 

Hence, by the transitivity of induction (Theorem 5.17.1), 

( U 1 ® { g U 2 ) H ^ ) G = { ( U 1 ) H t i . * ® ( g U 2 ) H i i . . > ) G . 

Substituting this in the formula for U^® U2

G proves the theorem. • 

The foregoing result can be used to obtain a criterion for an induced module 
to be irreducible. We shall require also some general results on modules, some 
of which have been indicated previously in exercises (p. 251). We note first that 
if Vt, i = 1,2, is a finite dimensional vector space over a field F, then we have a 
canonical isomorphism between V1^®FV2, Vx* the dual space of linear 
functions on Vl9 and h o m F ( F 1 , V2). This maps u*®v for w* e Vx*, ve V2, into the 
linear map [ M * , U ] such that \u*,v](x) = u*(x)v for xeV1 (p. 165). The fact 
that we have such an isomorphism can be seen by noting that u*®vis bilinear. 
Hence we have a linear map n of V1*®FV2 into h o m F ( F l 3 V2) such that 
rj(u*®v) = [w*, v\. It is readily seen that n is surjective and since the two 
spaces Vf¥®FV2 and h o m F ( F 1 ; V2) have the same dimensionality 
\_V1 :F ] [V2 it follows that n is a linear isomorphism. 

Now suppose ph i — 1,2, is a representation of a group G acting on Vt/F. As 
on p. 272, we obtain a representation p of G acting on h o m F ( F 1 , V2) if we 
define p(g)l = p2(g)lp1{g)~1, geG, Z e h o m F ( F l J V2). The isomorphism n of 
V\*®FV2 with h o m F ( F 1 ? F 2 ) is an equivalence of the representations Pi*®p2 
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and p. To see this, let w* e Vx*, veV2. Then n{p1*{g)u*®p2(g)v) is the map 

x^(P i*(#)w*)(x)p 2 (a> ; 

= ^(Pi(g)~1^)p2(gh 

= Piig) [u*{p1{g)-1x)v) 

= Plight* ®v)p1(g)~1x. 

Hence n{p1*{g)u*®p2(g)v) = p(g)n{u*®v), which implies that rj is an F [ G ] -
isomorphism of V±*® V2 onto h o m F ( F l 5 V2). 

We now consider the vector space h o m F [ G ] ( F l 5 V2). Evidently, this is a 
subspace of homF(Vl9V2) and we can identify this subspace with the set of 
lehomF(Vu V2) such that p(g)l = I, geG. For this condition is equivalent to 
Pi(g)lpi(g)~l = I a n d to p2(g)l = lpi(g), which is the condition that 
/ e h o m F [ G ] ( F l 5 V2). In general, if p is a representation of G acting on F, then the 
set of xeV such that p(g)x = x for all g e G is denoted as Inv p. Evidently this 
is a subspace. It is clear also that x ^ 0 is in Inv p if and only if Fx is a one-
dimensional p(G)-invariant subspace and the restriction of p to Fx is the unit 
representation. Hence if p is a completely reducible representation of G, then 
[Inv p :F] is the multiplicity of the unit representation in p. 

If p1 and p 2 are completely reducible representations, then we shall say that 
Pi and p 2 are disjoint if they have no common irreducible constituents, that is, 
if there exists no irreducible representation that is isomorphic to a 
subrepresentation of both p1 and p 2 . 

We have the following results, which are easy consequences of our 
definitions and of the F[G]-isomorphism of F X * ® F F 2 and h o m F ( F 1 ? V2). 

P R O P O S I T I O N 5.8. (i) Let pt, i = 1,2, be a representation of a group G 
acting in VfF. Then the intertwining number i(Pi,p2) = [ I n v p x * ® p 2 : F ] . 
Moreover, if P\*®p2 is completely reducible, then i(pi,p2) is the multiplicity of 
the unit representation in P i * ® p 2 . (ii) If Pi,p2, and P i * ® p 2 are completely 
reducible, then px and p 2 are disjoint if and only if the unit representation is not a 
component of P i * ® p 2 - (hi) Let F be algebraically closed and let p be a 
completely reducible representation of G acting in V/F such that p * ® p is also 
completely reducible. Then p is irreducible if and only if the unit representation 
has multiplicity one in p * ® p . 

Proof, (i) By definition, i(pup2) = [ h o m F [ G ] ( F l 5 V2) : F ] . We have seen also 
that h o m F [ G ] ( F 1 ? V2) = I nvp where p is the representation of G acting in 
h o m F ( F l 5 V2) such that p(g)l = p 2 ( a ) / p ! ( a ) _ 1 . Since p is equivalent to P i * ® p 2 , 
[ I n v p : F ] = [ I n v p 1 * ® p 2 : F ] . Hence i(puPi) = [ h o m F [ G ] ( F l 5 V2): F ] = 
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[ I n v p : F ] = [ I n v p 1 * ® p 2 : F ] . This proves the first statement in (i). The 
second statement is an immediate consequence of this and the fact that for 
p completely reducible, [Inv p: F ] is the multiplicity of the unit representation 
in p. (ii) If and p2 are completely reducible, then (94) and Schur's lemma 
show that pt and p2 are disjoint if and only if z ( p l 3 p 2 ) = 0. By (i), this 
holds if and only if Inv p x * ® p 2 = 0. If Pi*®Pi is completely reducible, this 
holds if and only if the unit representation is not a component of P i * ® P 2 -
(hi) By (94) and (95), if F is algebraically closed and p is completely reducible, 
then p is irreducible if and only if i(p,p) = 1. By (i), this holds if and only if 
[ I n v p * ® p : F ] = 1. If p * ® p is completely reducible, this is the case if 
and only if the unit representation has multiplicity one in p * ® p . • 

The awkward hypotheses on complete reducibility in this proposition can be 
removed if G is finite and c h a r F j | G | . In this case we have the following 
criterion for irreducibility of induced representations. 

T H E O R E M 5.20. Let G be a finite group, H a subgroup, F an algebraically 
closed field of characteristic not a divisor of\G\, and let a be a representation of 
H acting on U/F. Then oG is irreducible if and only if (I) o is irreducible and (2) 
for every g£H, the representations ofHn9Hon U and on gll are disjoint. 

Proof Evidently (1) is a necessary condition for the irreducibility of oG. Now 
assume that o is irreducible. By Proposition 5.8 (iii), oG is irreducible if and 
only if the unit representation has multiplicity 1 in (crG)*®o-G Since (crG)* and 
(<T*)g are equivalent (Theorem 5.18, p. 294), we can replace (crG)* by (cr*)G. By 
Theorem 5.19, U*°®UG ^ ®{U%^H®{giU)Hr,9H)G where g runs over a set 
of representatives of the set A of double cosets HgH. Now UHr^9H and 
(UHngH)* mean the same thing: c7* as module for F[Hn9H} determined by 
the contragredient action. Hence we have to consider the multiplicity in every 
((UHn9H)*®(9iU)Hn9IH)G °f t r l e trivial module (giving the unit repre­
sentation). We now note that if K is any subgroup of G and r is a 
representation of K on V/F, then the multiplicity of the unit representation xx 

of K in T is the same as the multiplicity of the unit representation pl of G in r G . 
Since we have complete reducibility, it suffices to show that if T is irreducible, 
then p , has multiplicity 0 in T g unless T = r l 5 in which case, the multiplicity is 
1. This follows immediately from Frobenius reciprocity. We now apply this to 
K = H n 9H, geG, and V = {UHnyH)*®{gU)Hn<JH. If geH, then these 
become H and U*®U. Since o is irreducible, the multiplicity of the unit 
representation in o*®o is 1; hence, the component (U*®U)G contributes the 
multiplicity 1 for the unit representation of G on U*G®UG. Hence oG is 
irreducible if and only if the multiplicity of the unit representation of H n 9H 
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on {UHn9H)*®{gU)Hn9H is 0 for every g$H. By Proposition 5.8, this is the 
case if and only if the representations of H n 9H on U and on gU are disjoint 
for every g £ H. This completes the proof. • 

An interesting special case of Theorem 5.20 is obtained by taking a to be a 
representation of degree 1 of H. Then the representation oG is called a 
monomial representation. It is clear from the form of the matrix representation 
of an induced representation given on page 288 that a monomial 
representation has a matrix representation in which all of the matrices have a 
single non-zero entry in every row and column and this occurs in the same 
position for all of the matrices. Theorem 5.20 reduces to the following criterion 
for irreducibility of monomial representations. 

COROLLARY 1 (K. Shoda). Let p be a monomial representation of a finite 
group G obtained by inducing on a degree one representation a of a subgroup H 
of G. Assume that the base field is algebraically closed of characteristic not a 
divisor of\G\. Then p is irreducible if and only if for every geG — H there exists 
an heH n9H such that a(h) / aighg-1). 

Another interesting special case of Theorem 5.20 is that in which H < G. 
Then 9H = H for every geG and the representation of H on gU is the 
conjugate representation 9 a (p. 255). Evidently the irreducibility criterion of 
Theorem 5.20 gives the following 

COROLLARY 2. Let G, H, F, and a be as in Theorem 5.20 and assume that 
H < 3 G. Then aG is irreducible if and only if a is irreducible and for every 
geG —H, 9a and o are inequivalent. 

There is an important extension of this corollary, which we shall now derive. 
Again, let H < 3 G and let o be an irreducible representation of H acting in U/F. 
Let 

T(cr) = {geG\9a is equivalent to a}. 

Then T(a) is a subgroup of G containing H called the inertial group of a. Then 
we have 

COROLLARY 3. Same hypothesis as Theorem 5.20, with f f o G. Let \jj be an 
irreducible representation of the inertial group T(o) such that \//H has a as an 
irreducible component. Then \]/G is irreducible. 

Proof Let V be the F[T]-module on which \j/ acts. By Clifford's theorem 
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applied to T'= T{o) and H <a T, a is the only irreducible component of \jjH. 
Now consider VG, which we may assume contains V as a submodule, and 
consider the subspace gV of VG as module for F [ T n 9T~\. Since G, H a 
T n9T and # F is a sum of irreducible F[fF]-submodules isomorphic to gU. 

The representation of H on # ( 7 is V and since g$T, this is not equivalent to o. 
It follows that the representations of H on V and on gV are disjoint. Hence 
this is the case for the representations of T n ^F on F and on gV. Then i/̂ G is 
irreducible by Theorem 5.20. • 

A consequence of Corollary 3 that will be useful in the sequel is 

COROLLARY 4. Let G be a finite group, H < i G, p an irreducible 
representation of G over an algebraically closed field F of characteristic not a 
divisor of\G\. Let o be an irreducible component of pH, T the inertial group of o. 
Then p = \Jjg for some irreducible representation xj/ ofT. 

Proof Since o is an irreducible component of pH, there exists an irreducible 
component xjj of pT such that o is an irreducible component of \j/H. Then \jjG is 
irreducible by Corollary 3. Since xp is an irreducible component of pT, p is an 
irreducible component of xj/0 by Frobenius reciprocity. Hence p = \J/G. • 

The importance of this result is that if TS^ G, then it gives a formula for p as 
an induced representation from a proper subgroup. This gives a way of 
establishing properties of irreducible representations of G by induction on |G|. 

5 . 1 2 B R A U E R ' S T H E O R E M O N I N D U C E D C H A R A C T E R S 

For the remainder of this chapter, G will be finite and the base field F will be a 
subfield of C—usually C itself. In this section, we shall prove a fundamental 
theorem of Brauer's on induced characters. To state this, we need the following 

D E F I N I T I O N 5.3. A group G is called p-elementary if G = Z x P where Z is 
cyclic of order prime to p and P is a p-group (that is, a group of order pn). G is 
called elementary if it is p-elementary for some prime p. 

With this definition we can state 

BRAUER'S T H E O R E M O N I N D U C E D CHARACTERS. Any complex 
character of a group G is an integral linear combination of characters induced 
from linear characters of elementary subgroups of G. 
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The proof we shall give of this theorem is due to D. Goldschmidt and M. 
Isaacs. Brauer's first proof was quite complicated. A considerably simpler one 
was given independently by Brauer and Tate and by K. Asano. These proofs as 
well as the Goldschmidt-Isaacs proof begin with the following simple 
observations. 

Let ch(G) denote the set of Z-linear combinations of the complex irreducible 
characters Xu-->Xs ° f the group G where Xi is the unit character. The elements 
of ch(G) are called generalized characters. Any complex character is a 
generalized character and since XtXj is the character of the tensor product of 
the irreducible representations affording Xi a n d Xp XiXjecn(G)- This implies 
that ch(G) is a ring, more precisely, a subring of the ring C G of C-valued 
functions on G with the usual component-wise addition and multiplication. Xi 
is the unit of ch(G). If if is a subgroup of G and xp is a class function on if, 
then we define the induced class function xpG on G by 

(96) ^ t o ) = 1 £ foa-'ga) 
\H\ aeG 

where xp(h) = \J/(h) for heH and \J/(g) = 0 for geG — if. This is a class function 
on G and we have seen in (85) that if xp is the character of a representation o of 
if, then xpG is the character of oG. If x is the character of a representation p of 
G, then we have 

(97) ^GX = WXH)G 

where XH is the restriction of x to H, since oG®p ^ {o®pH)G (Theorem 5.17.3, 
p. 292). Also transitivity of induction of representations implies the following 
transitivity formula 

(98) (xpK)G = xjjG 

if K is a subgroup of G containing if. 
Now let be any family of subgroups of G and let ch^(G) denote the set of 

Z-linear combinations of characters of the form XJJG where xp is a complex 
character of a subgroup if e # \ It is clear from (97) that chjr(G) is an ideal in 
ch(G). Hence ch^(G) = ch(G) if and only if X i e ch^ (G) . 

The Goldschmidt-Isaacs proof of Brauer's theorem is made in two stages: 
first, the proof that Xi e c h ^ ( G ) for a family of subgroups, the so-called quasi-
elementary subgroups, which is larger than the family of elementary subgroups 
and second, the proof of Brauer's theorem for quasi-elementary subgroups. 
For the proof of the second part we shall prove first an extension by Brauer of 
a theorem of H. Blichfeldt that any irreducible representation of a quasi-
elementary group is monomial. Then we shall use this to prove Brauer's 
theorem for quasi-elementary groups. 
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A group G is called p-quasi-elementary for the prime p if G contains a 
normal cyclic subgroup Z such that p\\Z\ and G/Z is a p-group. Evidently, if G 
is p-elementary, it is p-quasi-elementary. A group G is called quasi-elementary 
if it is p-quasi-elementary for some prime p. 

Let G be p-quasi-elementary, Z a normal cyclic subgroup such that p\\Z\ 
and G/Z is a p-group. Any subgroup if of G is p-quasi-elementary. For, H n Z 
is cyclic of order prime to p and if/(if n Z ) = HZ/Z a subgroup of G/Z. 
Hence H/(HnZ) is a p-group. The argument shows that if p^\H\, then 
]F//(iir n Z) | = 1 so FT c = Z. It follows that the subgroup Z specified in the 
definition of p-quasi-elementary is unique and hence this is a characteristic 
subgroup of G (p. 109). One can give a useful alternative definition of p-quasi-
elementary, namely, G = AP where A is cyclic and normal in G and P is a p-
group. For, if this is the case, then we write A = ZxW where p-f|Z| and 
\W\ = pk. Then Z and W are unique, hence characteristic in A and hence these 
are normal subgroups of G. Evidently G/Z ^ WP, which is a p-group. 
Conversely, suppose G is p-quasi-elementary and Z is as in the definition. Let 
P be a Sylow p-subgroup of G. Then P n Z = 1 and P Z = Z P is a subgroup 
such that |PZ| = |G|. Hence G = Z P where Z is cyclic and normal in G and P 
is a p-group. It is readily seen that a p-quasi-elementary group G is elementary 
if and only if the subgroup Z is contained in the center and if and only if a 
Sylow p-subgroup is normal. It follows that a subgroup of a p-elementary 
group is p-elementary. 

The first part of the proof of Brauer's theorem is based on 

L E M M A 1 (B. Banaschewski). Let S be a non-vacuous finite set, R a subrng 
(rng = ring without unit, BAI, p. 155) of Zs. Then either R contains l s (and 
hence is a subring) or there exists an xeS and a prime p such that f(x) is 
divisible by p for every feR. 

Proof. For any xeS let Ix = {f(x)\feR}. This is a subgroup of the additive 
group of Z and hence either Ix = Z or there exists a prime p such that p | / ( x ) 
for every feR. If we have this for some x, then we have the second alternative. 
Now assume Ix = Z for every xeS. Then for each x, we can choose &nfxeR 
such that / x ( x ) = l and hence (fx-\s)(x) = 0. Then I I ^ O c - l s ) = 0. 
Expanding this gives an expression for l s as a polynomial in t h e / x with integer 
coefficients. Thus lstR- • 

We shall also require 

LEMMA 2. For any geG and any prime p there exists a p-quasi-elementary 
subgroup H of G such that xa

G(9) *5 n o t divisible by p (a1 the unit representation 
ofH). 
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Proof. We can write (g) = Z x W where p\\Z\ and \W\ = pk. Let N be the 
normalizer of Z in G and let H be a Sylow p-subgroup of N = N/Z containing 
the p-group <#>/Z (BAI, p. 81). Then H = H/Z where if is a subgroup of N 
containing <#>. Since Z < r i f and p\\Z\ and | if/Z| is a power of p, if is p-quasi-
elementary. We wish to show that Xafid) is n o t divisible by p. By (86), this is 
equivalent to showing that the number of cosets aH such that g(aH) = aH is 
not divisible by p. If aH satisfies this condition, then a~1gaeH and hence 
a~xZa cz H. Since if is p-quasi-elementary, Z is the only subgroup of H of 
order |Z|. Hence we have a~xZa = Z and aeN. Hence we have to count the 
number of cosets aH of H in N such that g(aH) = aH. Now consider the 
action of (g) on N/H. Since Z < i N and Z c if, z(aif) = aif if z e Z and aeN. 
Hence Z is contained in the kernel of the action of <#> on N/H. Hence we 
have the action of (g}/Z on N/H in which (gZ)(aH) = gaH. Since |<#>/Z| = 
pk, every orbit of the action of <[g}/Z and hence of <#> on N/H has 
cardinality a power of p (BAI, p. 76). It follows that the number of non-fixed 
cosets aH under the action of g is divisible by p. Hence the number of fixed 
ones, XaG(g) = [iV: H ] (mod p). Since H contains a Sylow p-subgroup of N, 
[N: H] is not divisible by p. Hence ^ ( g ) is not divisible by p. • 

We-can now complete the first part of the proof of Brauer's theorem by 
proving 

T H E O R E M 5.21. Any complex character of G is an integral linear 
combination of characters induced from quasi-elementary subgroups. 

Proof. In the notation we introduced, this means that if Q denotes the family 
of quasi-elementary subgroups of G, then chQ(G) = ch(G). Since chQ(G) is an 
ideal in ch(G), it suffices to show that Xi ^ c h ^ G ) . Now let R be the subrng of 
chQ(G) generated by the induced characters ox

G of unit characters ox of quasi-
elementary subgroups of G. It is clear that oY

G eJ° \ hence, R cz ZG. Hence, by 
Banaschewski's lemma, if Xi$chQ(G), then Xi£R a n d so for some geG there 
exists a prime p such that x(g) = 0 (modp) for every xER- This contradicts 
Lemma 2, which provides for any geG and any prime p, a xsuch that x(g) 
is not divisible by p. Hence chQ(G) = ch(G). • 

We prove next that any irreducible complex representation of a p-quasi-
elementary group is monomial and has degree a power of p. In terms of 
characters this has the following form 

T H E O R E M 5.22 (Blichfeldt-Brauer). Let x be an irreducible character of a p-
quasi-elementary group G. Then 
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(1) the degree ^(1) is a power of p, and 
(2) x — XG for some linear character X of a subgroup of G. 

Proof We have G = ZP where Z < 3 G, Z is cyclic with p\\Z\, and P is a p-
group. Let p be a representation of G affording x-

(1) Let a be an irreducible component of p z , and T the inertial group 
of cr. Then Z < T and the index of T in G is a power of p. By Corollary 4 to 
Theorem 5.20, p = \jjQ for an irreducible representation \jj of T. Hence if 
T ^ G , the result follows by induction on |G|. Thus we may assume T = G. 
Since Z is abelian, a is of degree 1, and since Z < G = T and p is irreducible, it 
follows from Clifford's theorem that every a e Z acts as a scalar in the space V 
on which p acts. Evidently this implies that pP is irreducible. Since P is a p-
group, the degree of p, which is a factor of |P|, is a power of p. 

(2) Let the degree #(1) = p n . We shall use induction on n. The result is clear if 
n = 0 since in this case # is linear. Hence we assume n > 0. If X is a linear 
character of G, then is a character whose degree = xiX)- Hence either 
X — x^ o r X is n o t a component of The condition x = X^ is equivalent to (xlx̂ ) =

 1 a n d since 

(x\xV = ZXTEHMTE) = (xxW 

it is equivalent also to fc(|A) — 1. Now XX is the character of p ® p * and 
(XZ W = 1 is equivalent to the fact that the multiplicity of X in xx is L Let A be 
the set of linear characters X of G such that jX — X- It is clear that A is a group 
under multiplication. We have 

(99) XX=T,* + I.X' 
AeA 

where the x' are non-linear characters. Since #(1) and the / ( l ) are divisible by 
p and X{\) = 1, it follows from (99) that |A| = 0 (modp). It follows that there 
exists a ^ e A such that X1 ^ Xi (the unit character) and Xx

p = Xi- Since X1 is 
linear, it is a homomorphism of G into the multiplicative group of complex 
numbers, and since X±p = X\ and X± 7^X1? the image is the group of pth roots 
of unity. Hence, if K = k e r ^ then K^G and \_G:K] = p. By (99), we have 

(100) XKXK= I ^x + Zxk 
AeA 

and X1K = XiK- This shows that the multiplicity of the unit representation in 
PK®PK is at least two and hence if (| ) K denotes the scalar product on K, then 
(XKXK\XIK)K > 2. Then [XK\XK)K ^ 2> w h i c h implies that pK is reducible. Let o 
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be an irreducible component of pK, \p the character of o. Since %(1) and \j/(l) 
are powers of p and \p(l) < %(1), we have #(1) ^ Since a is an 
irreducible component of pKi p is an irreducible component of oG by 
Frobenius reciprocity. Since i/fG(l) = pipiX) and #(1) ^ pi/r(l), it follows that 
^ = i/^G. The result now follows by induction. • 

We shall now make the passage from quasi-elementary groups to 
elementary ones. As before, let G = ZP where Z is a cyclic normal subgroup of 
G of order prime to p and P is a p-group. Let W = CZ(P) = Z n C G (P) , 
if = WP. Then i i is a p-elementary subgroup of G with P as normal Sylow p-
subgroup. We shall need the following 

LEMMA. Let X be a linear character of G such that if cz kerX. Then X = %L9 

the unit character of G. 

Proof It suffices to show that Z cz ker X. Let K = Z n ker A. Let b e Z, J e P. 
Then X(b~1dbd~1) = 1 since A is a homomorphism. Hence dfiKW1 = bK 
and so every coset bK of K in Z is stabilized under the conjugations by the 
elements of P. Thus we have an action of P by conjugations on the coset bK. 
Since \P\ is a power of p and \bK\ = \K\ is prime to p, we have a fixed point 
under this action. Thus bK n CZ(P) ^ 0 , which implies that = 1. Since b 
was arbitrary in Z, we have Z cz ker A. • 

We can now prove 

T H E O R E M 5.23. Any irreducible character of a quasi-elementary group is an 
integral linear combination of characters induced from linear characters of 
elementary subgroups. 

Proof. Let x he a complex irreducible character of a p-quasi-elementary 
group G. If %(1) > 1, the result follows from Theorem 5.22 by induction on |G|. 
Hence assume %(1) = 1, that is, x is linear. Let if be the p-elementary subgroup 
WP defined above and let n = XH- By the Frobenius reciprocity theorem the 
multiplicity of x in nG is 1. Now let x' he a linear component of nG. Again, by 
Frobenius reciprocity, n is a constituent of X'H- Hence xH

==rl = xH- Then 
l" = XX1 is a linear character on G such that if cz ker#". Hence by the 
lemma, x" is the unit character on G. Then x' = X- Thus ^ G = x + 6 where 0 is a 
sum of characters of degree > 1. Since the induction on |G| implies that 6 is an 
integral linear combination of characters induced from linear characters of 
elementary subgroups and since n is linear on the elementary subgroup if, the 
required result follows for x = nG — 9. • 
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Evidently Brauer's theorem is an immediate consequence of Theorems 5.22 
and 5.23 and transitivity of induction. 

We shall now derive an important consequence of the theorem: a 
characterization of generalized characters among the class functions. Let cf (G) 
denote the set of complex class functions on G. Evidently cf(G) is a subring of 
CG containing ch(G). We know also that cf(G) is the C-vector space spanned 
by the irreducible characters Xu--->Xs and we have defined \j/G for a class 
function on a subgroup H by (96). Since the maps X^XH a n < 3 *A ^ *AG a r e 

linear, it is clear that formula (97), i//Gx = MXH)0, is v a l i d a l s o f ° r c ^ s s 

functions. We can use this to establish 

BRAUER'S CHARACTERIZATION O F G E N E R A L I Z E D CHARAC­
TERS. A class function cp on G is a generalized character if and only if cpH is a 
generalized character for every elementary subgroup H of G. 

Proof Let ch(G)' be the set of class functions cp of G satisfying the stated 
condition. It is clear that ch(G)' is a subring of cf(G) containing ch(G). Now let 
\jj be a character on some elementary subgroup H of G and let xech(G) ' . Then 
XHech(H), so feech(H) and ( f e ) G e c h ( G ) . Then ^ = ( f c ) G e c h ( G ) . 
Since any element of ch(G) is an integral linear combination of characters of 
the form \j/G, \jj a character on some elementary subgroup, this implies that 
ch(G) is an ideal in ch(G)'. Since Xi ech(G), we have ch(G)' = ch(G), which is 
equivalent to the statement of the criterion. • 

We remark that Brauer's characterization also gives a characterization of 
the irreducible characters, since x e ch(G) is an irreducible character if and only 
if (x\x) = 1 a n d x( l ) > 0- This is clear since #ech(G) if and only if x = Zi ntXv 

nteZ, and (x\x) = Hni2 = 1 implies that all nt = 0 except one that has the 
value + 1 . The condition %(1) > 0 then gives x — Xj f ° r some j . 

EXERCISES 

1. A group G is called an M-group if every irreducible complex representation is 
monomial. Note that Theorem 5.22.2 states that every quasi-elementary group is 
an M-group. Show that the direct product of M-groups is an M-group. Show 
that any nilpotent group is an M-group (see BAI, pp. 250-251, exercises 4-11). 

2. (Taketa.) Show that every M-group is solvable. (Sketch of proof: If the result is 
false, then there is a minimal counterexample: a non-solvable M-group G with |G| 
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minimal. Since any homomorphic image of an M-group is an M-group, if A <a G 
and A # G, then G/A is solvable. Let A and £ be minimal normal subgroups of G. 
If A # B, then A nB = 1 and G is isomorphic to a subgroup of G/A x G/B and so 
is solvable by the minimality of G. Hence A = B and there exists a unique 
minimal normal subgroup A of G. There exist irreducible representations p of G 
such that ker p f> A. Let p be one of minimal degree and let p = aG where a is a 
representation of degree 1 of a subgroup H. Put p' = ox

G where a1 is the unit 
representation of H. Show that kerp' is an abelian normal subgroup # 1 of G. 
Then G is solvable contrary to hypothesis.) 

The following exercises sketch a proof of an important theorem on induced 
characters due to Artin: 

T H E O R E M 5.24. Let x be a complex character of G that is rational valued. 
(xfeO e Q for all g e G.) Then 

<101) *=?pvirzf-G 

where Xi is the unit character, the azeZ, and the summation is taken over the 
cyclic subgroups Z of G. 

3. Let x be a rational valued character on G and let g,heG satisfy {g} = </z>. Show 
that x(g) = x(h). (Hint: If |<#>| = ra, then ft = gk where (M?) = 1. Let A ( m ) be the 
cyclotomic field of rath roots of unity over Q, so A ( m ) = Q(e) where e is a 
primitive rath root of unity. Show that there exists an automorphism a of A ( m ) /Q 
such that as = sk and that if g ~> diag {e1,e2> • • • £ieA( m ) , is a matrix 
representation, then h — gk ~» diag {crel5 c r 8 2 , • • •, cr£»}- Hence conclude that 
X(9) = X(h)-) 

4. Let x be as in exercise 3. Define an equivalence relation = in G by g = h if (g) 
and </i> are conjugate in G «#> = a</i>a - 1 for some asG). Let DUD2,...,Dt be 
the distinct equivalence classes determined by = . Note that these are unions of 
conjugacy classes and we may assume 1^ = {1}. Let ^ e D ; and let \igt/\ = nt, 
N((gt}), the normalizer of {gt}. Show that 

(102) l^l = [G:AT«^»]^( W i ) 

(cp the Euler (^-function). Let Of be the characteristic function of Z)£, so <I>i(̂ ) = 1 
if g E Dt and <J>t(#) = 0 otherwise. Prove by induction on nt that 

(103) | A ^ > ) l # ; = Z W i < ^ 
for a^eZ where aj = 0 unless <^> is conjugate to a subgroup of 

5. Note that x is an integral linear combination of the functions Use this and 
(103) to prove Artin's theorem. 
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5 .13 B R A U E R ' S T H E O R E M O N S P L I T T I N G FIELDS 

In this section, we shall prove that if m is the exponent of a finite group G, that 
is, the least common multiple of the orders of its elements, then the cyclotomic 
field A ( m ) of mth roots of unity over Q is a splitting field for G. This result was 
conjectured by Maschke around 1900, but was not proved in complete 
generality until 1945 when a proof was given by Brauer, based on his theory of 
modular representations. Subsequently, Brauer discovered his theorem on 
induced characters and observed that the splitting field theorem is an easy 
consequence. We shall follow this approach here. 

We recall that a representation p of G acting on V/F is called absolutely 
irreducible if the extension representation pK is irreducible for any field K/F (p. 
263). The field F is a splitting field for G if every irreducible representation of 
G over F is absolutely irreducible. We have proved (Theorem 5.8, p. 264) that 
F is a splitting field for G if and only if F [G] is a direct sum of matrix algebras 
Mn(F). 

We now suppose that F is a subfield of C. Then we can give an alternative, 
more intuitive definition of splitting fields. For, as we shall show, F is a 
splitting field for G if and only if for any representation p acting on a vector 
space F/C, there exists a base for V such that for the corresponding matrix 
representation, the matrices have all of their entries in F. Since we have 
complete reducibility of the representations, this holds if and only if it holds 
for the irreducible representations. It is clear also that the condition can be 
formulated completely in matrix terms: Any complex matrix representation is 
similar to a matrix representation over F. Now suppose F is a splitting field. 
Then F [G] = M n i ( F ) 0 • • • © M J F ) and C[G] = F [ G ] C = M n i ( C ) 0 
••• ©M„ s (C). If Ij is a minimal left ideal in Mn.(F), then this is an irreducible 
module for F [G] and { / ; | l ^ j ^ 5 } is a set of representatives for the 
irreducible F[G]-modules. The degree of the representation afforded by 
Ij is rij and |G| = 2 ^ / - Now 7 ; C is a left ideal contained in the simple compo­
nent M w (C). Since [IjC: C] = nj} IjC is a minimal left ideal in M„ (C) and 
hence the 7 ; C , 1 ^ j ^ s, constitute a set of representatives of the irreducible 
modules for C[G] . Since any base for Ij/F is a base for Tyc/C, it is clear 
that the irreducible complex matrix representations are similar to matrix 
representations over F. Conversely, suppose this condition holds for a field F . 
Then every irreducible complex representation has the form cxc where a is a 
representation of G over F. Let p 1 ? . . . , p s be a set of representatives of the 
irreducible representations of G, Uj the degree of pj9 and choose a 
representation cij of G over F such that ajC •= py Then the are inequivalent 
and irreducible, and the relation |G| = Yjtf implies that F [G] = 
Mni(F) 0 • • • © M„s(F) (see p. 259). Hence F is a splitting field for G. 
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Let x a n d x' b e characters of inequivalent irreducible representations p and 
p' of G over F. If F[G] = M m i ( A 1 ) © - • • © M m r ( A r ) where the At are division 
algebras, then we may suppose that p acts on a minimal left ideal J cz M m i ( A 1 ) 
and p' acts on a minimal left ideal F of M m 2 ( A 2 ) . When we pass to 
C[G] = ^ [ G j c , Mmi(Al)c and Mm2(A2)c split as direct sums of simple 
components of C[G] and these ideals in C[G] have no common simple 
components. It follows that if x^Xi^-^Xs a r e the complex irreducible 
characters, then x =

 !LmiXi a n d x' =
 ^m'iXi where the m{ and m\ are non-

negative integers and for every i, either m{ = 0 or m- = 0. Thus 
(x\x) — Hmi2 > 0 a n d ix\x') — 0. Moreover, x is a n irreducible complex 
character if and only if (x\x) = 1? m which case, the complex irreducible 
representation whose character is x is the extension p c . It is also clear that F is 
a splitting field for G if and only if for every irreducible complex character Xi 
there exists a representation pi of G over F such that xPi = Xt-

We can now prove 

T H E O R E M 5.25. If m is the exponent of G, then the cyclotomic field A ( m ) / Q of 
the mth roots of unity is a splitting field for G. 

Proof Let x he an irreducible complex character of G. By Brauer's theorem 
on induced characters, x is a n integral linear combination of characters of the 
form XG where X is a linear character of a subgroup H of G. Now X is a 
homomorphism of if into the multiplicative group C* of complex numbers 
and if heH, then hm = 1 so X(h)m = 1. Hence 2(ft)eA ( m ) . It is clear from the 
definition of induced representations that the representation affording XG has a 
representation by matrices with entries in A ( m ) . Thus XG is the character of a 
representation of G over A ( m ) . It follows that x — Zi kj<Pj where the kjeZ and 
cp1,...,cpr are the characters of the inequivalent irreducible representations of 
G over A ( m ) . Then 1 = ix\x) = T,kj2(<Pj\<Pj) a n d since every ( ^ 1 ^ ) is a positive 
integer, all of the kj but one are zero and the non-zero one is 1. Hence % is a 
character of an irreducible representation of G over A ( m ) . This implies that A ( m ) 

is a splitting field. • 

5.14 THE S C H U R INDEX 

In this section, we shall study relations between irreducible representations 
of a finite group G over C and over a subfield F of C. We use the notation? 
of the previous section: C[G] = MnfC)©• • • © M J C ) , F [G] = M ^ A O Q 
• • - © M m r ( A r ) where the A( are division algebras. We write also Ai = M m .(A J ) . 
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Let x be an irreducible complex character of G, p a representation of G over 
C affording x- We may assume that p is the restriction of the regular 
representation of G to a minimal left ideal V of one of the simple components 
Mn{C). Then V is contained in exactly one of the AiC. If V cz At£ then 
AtV # 0, but AVV = 0 for every i' # z. This property is independent of the 
choice of the representation p affording x- We shall say that At is the simple 
component of F [G] belonging to x- We can associate also a subfleld of C/F 
with x, namely, the subfleld over F generated by the complex numbers %{g\ 
geG. We denote this as Fix)- We have the following 

P R O P O S I T I O N 5.9. Let x be an irreducible complex character of the finite 
group G, F a subfield of C, and let A = At be the simple component of F[G\ 
belonging to x- Then F(x) is isomorphic over F to the center of A. 

Proof As indicated, we may take the representation p affording x to be the 
restriction of the regular representation to a minimal left ideal V cz Ac- We 
can regard p as a representation of C[G] and identify F\_G] with an F-
subalgebra of C[G] . Since p is irreducible, it follows from Schur's lemma that 
p(centC[G]) = CI . We recall that the centers of F[G~\ and C[G] are spanned 
by the elements YLg*c$ W N E R E C L 5 . . . , C S

 a r e the conjugacy classes of G. If 
geCt, then Y.aeGa9a~X is a non-zero multiple of Ygedd- Hence the centers are 
spanned by the elements cg = YaeGaQal • We have p(cg) = y\,yeC, and hence 
tr p(cg) = ny, where n = x(l)> the degree of p. On the other hand, 
ttpicg) = ZaeG^Piaga'1) = \G\xig). Hence 

(104) P(c,) = — 
y n 

We now restrict the C-algebra homomorphism p of C[G] to ^ [ G ] . This gives 
an F-algebra homomorphism of F [G] , which maps cen tF [G] onto the set of 
F-linear combinations of the elements x(g)l. Since p maps every simple 
component A{ ^ A into 0, we have a homomorphism of cent ,4 onto Fix)l. 
Since cent A is a field, we have an isomorphism of cent A onto F(x). • 

We shall now say that a complex character x of ^ is realizable over the 
subfield F of C if x is the character of a representation a of G over F. Since a 
representation is determined up to equivalence by its character, it is clear that 
X is realizable over F if and only if p is equivalent to <rc for any representation 
p affording Also, as we noted before, this is the case if and only if there exists 
a base for the space V on which p acts such that the entries of the matrices of 
the pig), geG, are all in F. Evidently, if x is realizable over F, then F contains 
every xiglgeG. 

file:///G/xig
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We shall now show that if x is an irreducible complex character of G and F 
is a subfield of € containing all the x(g), then there exists a positive integer d 
such that the character dx (of the direct sum of d copies of the representation p 
affording x) is realizable over F. The minimum such d is called the Schur index 
of x over F. We prove the existence of the Schur index and give a structural 
description of this integer in the following 

T H E O R E M 5.26. Let x be an irreducible complex character of G, F a subfield 
of C containing all of the x(g), geG, and let A = Mm(A), where A is a division 
algebra, be the simple component of F[G] belonging to x- Then [A: i 7 ] = d2 and 
the character dx is realizable over F. Moreover, if d! is any positive integer such 
that d'x is realizable over F, then d \ d! and hence d is the Schur index of x over F. 

Proof Since F = F(x), A is central simple by Proposition 5.9. Hence A is 
central, [A: F ] = d2 (p. 222), and [A: F ] = m2d2. Any two minimal left 
ideals of A are isomorphic as ^4-modules, hence as vector spaces over F, and 
A = Il@-"®Im where Ip l^j^m, is a minimal left ideal. Hence 
[ / : F ] = md2 and [ J c :C] = md2. Since A is central simple, Ac is simple and 
hence this is one of the simple components of C[G]. Since [Ac :C] = m2d2, we 
have Ac = Mmd(C) and the calculation we gave for F shows that if V is a 
minimal left ideal of Ac, then [V:C] = md. We have seen that the 
representation p affording % can be taken to be the restriction of the regular 
representation to a minimal left ideal contained in Ac. We may take this to be 
V. Now Ic is a left ideal in Ac, and [ J c : C] = md2 while [V: C] = md. Hence 
Ic is a direct sum of d left ideals isomorphic to V. This implies that the direct 
sum of d complex irreducible representations equivalent to p is equivalent to 
T c where T is the representation of G acting on I/F. Hence dx is realizable over 
F. Now suppose d! is a positive integer such that d'x is realizable over F. Then 
the C[G]-module V(d'\ a direct sum of d! copies of V, is isomorphic to a 
module Fc where F is a module for F [ G ] . Now V{d>) is annihilated by every 
simple component of F [G] except A and hence F is annihilated by every 
simple component of F [G] except A. It follows that F ^ I{h) where 7 is a 
minimal left ideal of A. Then V{d'] ^ I'c ^ (Ic)(h) = {V{d))(h) = V{dh). Hence 
d! = dh. Evidently this implies that d is the Schur index. • 

The foregoing result shows that the Schur index of x is 1 if and only if A = F 
and A = Mm(F). Hence x is realizable over F = F(x) if and only if A = Mm(F). 

Now let E be a subfield of C containing F = F(x) and consider £ [ G ] . Since 
the simple component A of F [G] belonging to x is central simple, AE is a 
simple component of £ [ G ] . Evidently this is the simple component of £ [ G ] 
belonging to x- Hence x is realizable over E if and only if AE ^ Mn(E), that is, 
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£ is a splitting field over F of A (p. 220). This is the case if and only if E is a 
splitting field for the division algebra A such that A = M m (A). The basic 
criterion for this was given in Theorem 4.7 (p. 218). According to this result, a 
finite dimensional extension field E/F is a splitting field for a finite dimensional 
central division algebra A/F if and only if E is isomorphic to a subalgebra E' of 
a matrix algebra Mr(A) such that the centralizer of E' in Mr(A) is E', and if this 
is the case then [ F :F ] = rd where [A :F ] = d2. This result and Theorem 5.26 
give the following 

T H E O R E M 5.27. Let the notations be as in Theorem 5.26 and let E be a finite 
dimensional extension field of F contained in G. Then x is realizable over E if and 
only if E is isomorphic to a subalgebra E' of the matrix algebra Mr(A) such that 
CMr(A)(E') = E'. Moreover, in this case \E\F~\ — rd where d is the Schur index of 
X over F. 

5.15 F R O B E N I U S G R O U P S 

We shall conclude this chapter by applying the theory of characters to derive 
an important theorem of Frobenius on finite groups. Frobenius' theorem can 
be viewed in two different ways: first as a theorem on transitive permutation 
groups and second as a theorem on abstract groups. Also, as we shall show, 
the result is related to the study of fixed-point-free automorphisms of finite 
groups. Finally, we shall consider an example of a Frobenius group whose 
character analysis leads to a variant of a classical proof of the quadratic 
reciprocity law of number theory. 

First, let G be a permutation group of the set N = {1,2,...,n}, n > 1, such 
that (1) G is transitive; (2) For any i, the stabilizer Stabi = {geG\gi = i} # 1; 
and (3) N o element of G except 1 fixes more than one element of { 1 , . . . , n}. Let 
Ht = Stab i. Then condition (3) is equivalent to Ht n H; = 1 if i j . Also any 
two of the subgroups of Hh Hj are conjugate: Hj = 9Ht = gHtg~L. For, there 
exists a geG such that gi = j . Then S tab ; = Stabgz = g ( S t a b O # - 1 . It is clear 
also that if g£Ht, then gi =j^i and 9Ht = Hj / Ht. We remark also that 
since n ^ 2, Ht ^ G. 

We now introduce the following 

D E F I N I T I O N 5.4. A finite group G is called a Frobenius group if G contains 
a subgroup H such that (i) 1 ^ H ^ G, and (ii) for any geG — H, H n9H = 1. 
The subgroup H is called a Frobenius complement in G. 

It is clear from the foregoing remarks that if G is a permutation group 

file:///E/F~/
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satisfying conditions (1), (2), and (3) above and n ^ 2, then any one of the 
subgroups H = Ht satisfies the conditions of Definition 5.4. Hence G is a 
Frobenius group with H a Frobenius complement in G. Conversely, suppose G 
is Frobenius with Frobenius complement H, and consider the action of G on 
the set G/H of left cosets of H. We know that this action is transitive. 
Moreover, a(gH) = gH if and only if ae9H, so Stab (gH) = 9H. Then the 
kernel of the action is f]g

9H = 1. Hence we can identify G with the 
corresponding group of permutations of G/H. It is clear that condition (2) holds 
and condition (3) is equivalent to aH ^ bH=>aH # bH. This follows from (ii) in 
the definition of a Frobenius group. 

Thus we see that the concept of a Frobenius group is the abstract version of 
the permutation group situation we considered first. We can now state 

F R O B E N I U S ' T H E O R E M . Let G be a Frobenius group with Frobenius 
complement H. Put 

Then K is a normal subgroup of G, G = KH, and K n H = 1. 

If we adopt the permutation group point of view, we see that K can be 
described as the union of {1} and the set of transformations that fix no ieN. 

For the proof we require the following 

LEMMA. Let G be a Frobenius group with Frobenius complement H and let cp 
be a class function on H such that cp(l) = 0. Then {cpG)H = cp. 

Proof By definition 

Then cpG(l) = 0 since cp(l) = 0. Now let heH, h ^ 1, and let aeG-H. Then 
aha~1<£H and cp{aha~x) = 0. Hence 

= 777T Z (piaha'1) = £ cpiaha'1) = cp(h). 

Thus {cpG)H = cp. • 

We can now give the 

(105) 

(106) 

Proof of Frobenius' theorem. We note first that the definition of Frobenius 
complement H implies that distinct conjugates 9lH and 92H have only the unit 
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element in common and the normalizer NG(H) = {g\9H = i f} = if. Hence 
|{'JJ}| = [G:JVG(H)] = [ G : i f ] . Then \{JgeG

9H\ = [ G : J f ] | t f | - [ G : J 3 ] + l and 
so, by (105), 

(107) \K\ = [G:ff]. 

Now let xp be a complex irreducible character of H different from the unit 
character xpx and put cp = xp — xp(l)xp1. Then cp is a generalized character of H 
satisfying cp(l) = 0. Hence, by the lemma, cpG is a generalized character of G 
such that (<pG)# = cp. Then, by Frobenius reciprocity, 

WGWG)G = W\WG)H)H = WW)H = i + ^(D2 

(<PG IZ 1 )G = (<PI>A1)H= 

for x u t n e unit character of G. Now put i//* = cpG + \[/(l)xi- Then ^ * is a 
generalized character of G and 

i r \ r ) G = (?> G ) c +2>A ( i ) (</> G i% 1 ) G + 'A ( i ) 2 

= l + l A ( l ) 2 - 2 ^ ( l ) 2 + i//(l)2 = l . 

Also 

W*)H = (</>G)*+-A(D(x1)* = P+W W I = i>-
Since ^* is a generalized character of G satisfying ( ^ * | ^ * ) G = 1 a n d 
i/^*(l) = i^(l) > 0, t/̂ * is a complex irreducible character of G. Thus for each 
irreducible complex character xp ̂  of H, we have defined an irreducible 
complex character xp* of G that is an extension of xp. If p* is a representation of 
G affording then ker xp* = {g eG\xp*{g) = xp*(l)} = ker p* (p. 271). Now 
put 

(108) K* = f]kQvxp* 
«// 

where the intersection is taken over the irreducible characters xp of H, xp ̂  xpx. 
Evidently K* is a normal subgroup of G. Let k / 1 be in K. Then fc^if for 
any geG and (pG(/c) - 0, by definition (106). Hence xp*{k) = xp*(l). Thus K c 
X*. Next let k H n X * . Then xp(h) = xp*{h) = xp*(l) = xp(l). Thus h is in the 
kernel of every irreducible character of if. Then p(h) = 1 for the regular 
representation p of H and hence h = 1. Hence H nK* = 1. Thus we have 
K*^G, KaK*, HnK* = l, and |G| = | i f | [ G : i f ] = |ff||K|. Hence M * 
is a subgroup of G and HK*/K* ^ H/(H n K*), so | ifK*| = 

n K * | = \H\\K*\ is a factor of |G| = | H | | X | . Hence \K*\\\K\ 
and since K* ZD K, K = K*. We now have K = i £ * < i G. H n K = 1 and 
|X| = [G : i f ] . Then |Kif| = \K\ \H\ = |G| and hence G = fCif. This com­
pletes the proof. • 
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The subgroup K is called the Frobenius kernel of the Frobenius group G 
with complement H. We note that no proof of Frobenius' theorem without 
characters is known. 

Now let A be a group of automorphisms of a finite group G. We shall say 
that A is fixed-point-free if no a ̂  1 in A fixes any g ^= 1 of G. We shall now 
relate the study of pairs (G, A) where G is a finite group and A is a fixed-point-
free group of automorphisms / 1 of G to the study of Frobenius groups. We 
recall the definition of the holomorph H o l G of a group G as the group of 
transformations G L Aut G where G L is the set of left multiplications gL:x ~> gx 
(BAI, p. 63). If a e A u t G, then ocgL = (ocg)Loc. Hence if gteG, octe Aut G, then 
(9iL^i)(g2L^2) = (gi^i(g2))L^2- A u t G and G L are subgroups of H o l G , 
GL is normal, G L n Aut G = 1, and Hoi G = G L Aut G. It is clear that if A is a 
subgroup of Aut G, then GL^4 is a subgroup of the holomorph. Now suppose 
A ^ 1 and A is fixed-point-free. If # ^ 1 is in G, then 9^A = {(goc(g)~ x ) L a | a e ^4}. 
Hence 9 ^ A n A = l and u A n A = l for any weG L ^4 — A Thus GL^4 is a 

Frobenius group with Frobenius complement A . It is clear also that G L is the 
Frobenius kernel. 

Conversely, suppose that G is a Frobenius group with Frobenius 
complement H and let K be the Frobenius kernel. The group H acts on K by 
conjugation and these maps are automorphisms of K. Suppose heH and keK 
satisfies hk = k. Then kh = hk and kh = heH. It follows that either h = 1 or 
fc = 1. This implies that the homomorphism of H into AutK sending h into the 
map x ~> hxh~x is a monomorphism, so if can be identified with a subgroup of 
Aut K. Moreover, this group of automorphisms is fixed-point-free. 

A result that had been conjectured for a long time and was proved by 
Thompson is that the Frobenius kernel of a Frobenius group is nilpotent. The 
foregoing considerations show that this is equivalent to the following fact: A 
finite group having a group of automorphisms # 1 that is fixed-point-free is 
nilpotent. For a proof of this theorem, see page 138 of Characters of Finite 
Groups by W. Feit (see References). 

E X A M P L E 

Let B be the subgroup of GSL2(F),F = Z/(p), p an odd prime, consisting of the 
matrices of the form 

Evidently, \B\ = pip-I). B contains subgroups K and D where K is the set of matrices 
(109) with a=l and D is the set of diagonal matrices. We have K<^B, B = DK, 

(109) 
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D nK = 1. Moreover, 

(HO) 

and 

(HI) 

a 0 
0 a'1 

1 0 \ / a 0 
b 1 A 0 a'1 

r 1 o 
0 a 

1. 0 
- 5 1 

a 0 
ab — a~1b a~] 

Put G = 5/{l, —1} and let A denote the image in G of a subset A of B under the 
canonical homomorphism of B onto G. We may identify K with K. Since the matrix 
(111) is contained in D if and only if a = ± 1 , it follows that G is a Frobenius group 
with D as a complement and K as the kernel. 

We wish to obtain a character table for G. Let v be a generator of the cyclic 
multiplicative group F* of the field F. Then the elements of D are diag{V,v~1}, 
1 < i < (p —1)/2. Since elements in a complement in a Frobenius group are conjugate 
in the group if and only if they are conjugate in the complement, the (p —1)/2 elements 
of D determine (p — l)/2 distinct conjugacy classes. The class I has a single element and 
the classes of the elements diag{V, v"1'}, 1 ^ i < (p —3)/2, have cardinality p. Formulas 
(110) and (111) imply that we have two more conjugacy classes with representatives 

1 0 
1 1 

1 0 
v 1 

(since v is not a square in F*). The number of elements in these classes is (p—1)/2. 
Altogether we have (p —1)/2 + 2 = (p + 3)/2 conjugacy classes and hence we have this 
many irreducible complex characters. 

Since D is cyclic of order (p —1)/2, it has (p —1)/2 linear characters. Using the 
homomorphism of G onto G/K ^ D, we obtain (p —1)/2 linear characters for G, which 
give the following table: 

Xi 

X{p-l)/2 

1 0 
1 1 

1 0 
v 1 

v1 0 
0 v" 

1 

0 ( p - 3 ) i / 2 

l < i < ( p - 3 ) / 2 

p4ni/p-l 

Since the conjugacy class of diag {v\ v~1} has cardinality p, the orthogonality relation (60) 
implies that the remaining entries in the columns headed by this class are O's. 

The subgroup K of G is cyclic with generator (J J). Hence we have a homomorphism 
a of K into C mapping the generator into the primitive pth root of unity ( = e2ni/p. This 
defines the representation p = oG of G. By (110), 

0 0 
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where the exponent is an integer. If a # ± 1 , then fa 2 ^ f. Hence the representation of 
X such that 

is inequivalent to cr. It follows from Corollary 2 to Theorem 5.20 (p. 304) that p — oG is 
an irreducible representation of G. If x is its character, then the degree of p is 
x(\) = (p —1)/2. Let x' be the remaining irreducible character. The relation 

(p-D/2 

p ( p - l ) / 2 = | G | = £ X,(l) 2 + x ( l ) 2 + x ' ( l ) 2 

I 

= ( p - l ) / 2 + ( p - l ) 2 / 4 + z ' ( D 2 

gives x'O) = (p —1)/2. Hence the last two rows of the character table have the form 

X (P"l) /2 c 0 

x' (P-1V2 0 

The orthogonality relations (60) for columns 1 and 2 give (p —1)/2 + 
c(p—1)/2 + c'(p —1)/2 = 0, so c + c' = —1. Similarly, d + d' = —1. The orthogonality of 
X with Xi gives (p — l)/2 + c(p —l)/2 + d(p —1)/2 = 0, so c + d = —1. These relations 
imply that c! = d,d' = c. Hence the last two rows have the form 

X c -1-c 0 

x' ( p - l ) / 2 -1-c c 0 

and it remains to determine c. We need to distinguish two cases: 

Case 1. ( — 1/p) = 1, that is, — 1 is a quadratic residue mod p, or equivalently, p = 1 
(mod4) (BAI, p. 133). In this case (J ?) is conjugate to (_} ?) = (} ? ) _ 1 . Then c is real. 
Then the orthogonality relation (60) applied to the second and third columns gives 
(p - 1 )/2 - 2c(l + c) = 0, which implies that c = ( - 1 ±y/p)/2. 

Case 2. ( — 1/p) = — 1, —1 is a non-square modp, so p = 3 (mod 4). In this case, 
(I J) is not conjugate to its inverse and hence c$M. Then x' = X*> s o c = — 1 — c. Then 
the orthogonality relation (60) for the second and third columns gives 
(p - 1 )/2 + c2 + (1 + c)2 = 0, which implies that c = ( - 1 ± v ^ ) / 2 -

These two cases complete the character tables, although we do not know which 
determination of the signs gives the character x of p = aG. We can amalgamate the two 
cases by writing p* = (— \/p)p. Then in both cases we have 

(112) c = ( - l ±VP*)/2. 

We now apply the induced character formula (85) to the character x of P- Since D is a 
cross section of G relative to /C, we obtain 

(113) ( - 1 ±j?)/2 = X(*L j ) = I C*,C = e 2 * i / p 

where S is the set of positive integers less than p that are squares modulo p. 
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We proceed to apply formula (113) to give a proof of the law of quadratic reciprocity 
of elementary number theory. We introduce the Gauss sum 

where 1 ^ x < p - 1. Since 1 + Cx = 0 (by the factorization Xp - 1 = ]~If= o W - CO), w e 

obtain from (113) the formula 

(115) g2=p*. 

Now let q be an odd prime #p. We note that (p*/q) = p*^" 1 ) / 2 (modg) (BAI, p. 129, 
exercise 13). We now work in the ring R of integers of the cyclotomic field Q(f) and use 
congruences modulo qR (BAI, pp. 278-281). We have 

(116) (^j^g^imodqR). 

Since for uteR, (Eui)q = YM* (modqR), we have 

M y ) -

; ) ? ( ; > - ( ! 

Hence 

p*\ 
—Jg = 9q = ( j j 9 (mod (jfjR). 

Then (p*/q)g2 = {q/p)g2 and (p*/#)P* = (q/p)P*- Since the coset of p* = (— l/p)p is a 
unit in .R/gR, this implies that (p*/q) = (<?/p). Since the coset of 2 is a unit, it follows 
that (p*/q) = (q/p). Hence 

- 1 V ^ 1 ) / 2 /p 

y W 
= (_ l ) [ (9 -D / 2 ] [ ( /> - l ) / 2 ] 

V?. 
which is the law of quadratic reciprocity whose first proof was published by Gauss in 
1801. 

I am indebted to D. R. Corro for pointing out this example of a Frobenius 
group with its application to the reciprocity law. The derivation following the 
formula g2 = p* is classical (apparently first given by Jacobi in 1827). See 
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Seeks Beweise des Fundamentaltheorems uber quadratische Reste von Carl 
Friederich Gauss in W. Ostwald's "Klassiker der exacten Wissenschaften," pp. 
107-109. 

EXERCISES 

1. Show that if G is a Frobenius group with complement if, then the Frobenius 
kernel is the only normal subgroup of G satisfying G = KH, K nH = 1. 

2. Show that if G is a dihedral group of order 2m, m odd, generated by a and b such 
that am = 1, b2 = 1, bab'1 = a'1, then G is a Frobenius group. 

3. A subset S of a group G is called a T.I. set (trivial intersection set) if S ^ 0 and 
for any geG, either 9S = S or 9SnScz{l}. Show that if S is T.I., then 
NG(S) = {g e G\S9 = S} is a subgroup containing S. Show that if G is a Frobenius 
group with Frobenius complement H, then if is a T.I. set. 

4. (Brauer-Suzuki.) Let 5 be a T.I. set in G and let N = NG(S). Suppose that cp and 
\j/ are complex class functions on N such that cp and ^ are 0 outside of S and 
cp{\) = 0. Show that (i) cpG(̂ r) = <̂ (gr) for any g ^ 1 in S, and (ii) (^1^)^ = 

5. (Brauer-Suzuki.) Let S, G, and N be as in exercise 4 and let ..., i//m be complex 
irreducible characters of N such that ^ ( 1 ) = ••• = \j/m{l). Show that there exists 
s = ± l and complex irreducible characters Xi>--->Xm °f ^ s u c n m a t 

6. Let G be a Frobenius group with Frobenius complement H and Frobenius kernel 
K. Assume K is abelian. Use exercise 8, p. 63 of BAI to show that if p is an 
irreducible representation of G, then either (i) K cz kerp or (ii) p is induced from 
a degree one representation of K. Conclude that G is an M-group if and only if H 
is an M-group. (This result holds without the hypothesis that K is abelian.) 

Sketch of proof: Suppose that (i) fails. Then, by Clifford's theorem, there exists 
an irreducible constituent X of pK such that X is not the unit representation X1 of 
K. We claim that TG(X) = K. Otherwise, by Corollary 2, p. 304, there exists an 
xeG — K = [JgeG

9H such that XX = X. But H acts fixed-point-freely on K; so does 
9H for any g (since K < 3 G). Thus x induces a fixed-point-free automorphism of 
K, so by the exercise cited 

K = {xkx-^'^keK}. 

Then 

Xixkx-'k'1) = Xixkx'^Xik'1) 
= JCA(feM(fc)-1 

^(/cW/c)-1 

= 1. 
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Hence K cz ker A, contrary to X # Xx. Thus Tfi(A) = K and so (ii) follows from 
Corollary 4 on p. 305. 

7. Let F be a finite field with g = pm elements, p a prime. Define the following 
subgroups of GL2(F): 

Show that if Dn ^ 1, then Tn is a Frobenius group with Frobenius complement Dn 

and Frobenius kernel K. 
(Note: These groups have been used by W. Feit to obtain an estimate for the 

number of solutions in F('° of an equation of the form E i ^ r = 0, cteF*. See 
Feit, p. 140, in the references below.) 

C. W. Curtis and I. Reiner, Representation Theory of Finite Groups and Associative 
Algebras, Wiley-Interscience, New York, 1962. 

W. Feit, Characters of Finite Groups, Benjamin, New York, 1967. 

I. M. Isaacs, Character Theory of Finite Groups, Academic, New York, 1976. 
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6 

Elements of Homological 
Algebra with Applications 

Homological algebra has become an extensive area of algebra since its 
introduction in the mid-1940's. Its first aspect, the cohomology and homology 
groups of a group, was an outgrowth of a problem in topology that arose from 
an observation by Witold Hurewicz that the homology groups of a path-
connected space whose higher homotopy groups are trivial are determined by 
the fundamental group n1. This presented the problem of providing a 
mechanism for this dependence. Solutions of this problem were given 
independently and more or less simultaneously by a number of topologists: 
Hopf, Eilenberg and MacLane, Freudenthal, and Eckmann [see Cartan and 
Eilenberg (1956), p. 137, and MacLane (1963), p. 185, listed in References]. All 
of these solutions involved homology or cohomology groups of n1. The next 
step was to define the homology and cohomology groups of an arbitrary 
group and to study them for their own sake. Definitions of the cohomology 
groups with coefficients in an arbitrary module were given by Eilenberg and 
MacLane in 1947. At the same time, G. Hochschild introduced cohomology 
groups for associative algebras. The cohomology theory of Lie algebras, which 
is a purely algebraic theory corresponding to the cohomology theory of Lie 
groups, was developed by J. L. Koszul and by Chevalley and Eilenberg. These 
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disparate theories were pulled together by Cartan and Eilenberg (1956) in a 
cohesive synthesis based on a concept of derived functors from the category of 
modules over a ring to the category of abelian groups. The derived functors 
that are needed for the cohomology and homology theories are the functors 
Ext and Tor, which are the derived functors of the hom and tensor functors 
respectively. 

Whereas the development of homological algebra proper dates from the 
period of the Second World War, several important precursors of the theory 
appeared earlier. The earliest was perhaps Hilbert's syzygy theorem (1890) in 
invariant theory, which concerned free resolutions of modules for the ring of 
polynomials in m indeterminates with coefficients in a field. The second 
cohomology group i f 2 (G, C*) with coefficients in the multiplicative group C* 
of non-zero complex numbers appeared in Schur's work on projective 
representations of groups (1904). More general second cohomology groups 
occurred as factor sets in Schreier's extension theory of groups (1926) and in 
Emmy Noether's construction of crossed product algebras (1929). The third 
cohomology group appeared first in a paper by O. Teichmidler (1940). 

In this chapter we shall proceed first as quickly as possible to the basic 
definition and results on derived functors. These will be specialized to the most 
important instances: Ext and Tor. In the second half of the chapter we shall 
consider some classical instances of homology theory: cohomology of groups, 
cohomology of algebras with applications to a radical splitting theorem for 
finite dimensional algebras due to Wedderburn, homological dimension of 
modules and rings, and the Hilbert syzygy theorem. Later (sections 8.4 and 
8.5), we shall present another application of homology theory to the Brauer 
group and crossed products. 

6.1 A D D I T I V E A N D A B E L I A N CATEGORIES 

A substantial part of the theory of modules can be extended to a class of 
categories called abelian. In particular, homological algebra can be developed 
for abelian categories. Although we shall stick to modules in our treatment, we 
will find it convenient to have at hand the definitions and simplest properties 
of abelian categories. We shall therefore consider these in this section. 

We recall that an object 0 of a category C is a zero object if for any object A 
of C, hom c (v4,0) and hom c (0 ,y l ) are singletons. If 0 and 0' are zero objects, 
then there exists a unique isomorphism 0 - > 0 ' (exercise 3, p. 36). If 
A, £ e o b C , we define 0A B as the morphism Oq^O^q where 0AG is the unique 
element of homc(y4,0) and 00B is the unique element of hom c (0, l?) . It is easily 
seen that this morphism is independent of the choice of the zero object. We 
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call 0^ B the zero morphism from A to B. We shall usually drop the subscripts 
in indicating this element. 

We can now give the following 

D E F I N I T I O N 6.1. A category C is called additive if it satisfies the following 
conditions: 

AC1. C has a zero object. 
AC2. For every pair of objects (A,B) in C, a binary composition + is 

defined on the set homc(A,B) such that (homc(A,B), + ,0AB) is an 
abelian group. 

AC3. If A, B, C e ob C,ffuf2 e h o m c U , B), and g,gug2 e h o m c ( £ , C ) , then 

( 0 i + 0 2 ) / = Qif+Qif 
gifi+fi) = gfi+gfi-

AC4. For any finite set of objects {Au .. .,An} there exists an object A and 
morphisms pf.A^ Ap ij :Aj-+A,l^j^ n, such that 

( 1 ) Pjij = U> Pkh = ° i f J ^ k 

YijPj = 1A-

We remark that AC2 means that we are given, as part of the definition, an 
abelian group structure on every hom c (^4 ,5) whose zero element is the 
categorically defined 0 A B . AC3 states that the product fg, when defined in the 
category, is bi-additive. A consequence of this is that for any A, 
(homc(^4,^4), + ,-,0,1 = 1^) is a ring. We note also that AC4 implies that 
(A,{pj}) is a product in C of the Aj9 1 ^ j ^ n. For, suppose £ e o b C and we 
are g i v e n 5 - Aj9 1 < n. P u t / = E ^ e h o m c ( 5 , A). Then pkf = fk by (1) 
and if pkf =fk for 1 • < k ^ n, then (1) implies that / ' = ZOZ = / Hence / is 
the only morphism from B to A such that pkf = fk, 1 < k ^ n, and (A, {pj}) is a 
product of the Ay In a similar manner we see that (A,{ij)) is a coproduct of 
the 4 , . 

It is not difficult to show that we can replace AC4 by either 
AC4'. C is a category with a product (that is, products exist for arbitrary 

finite sets of objects of C), or 
AC4". C is a category with a coproduct. 

We have seen that AC4=^AC4' and AC4" and we shall indicate in the 
exercises that AC 1-3 and AC4' or AC4" imply AC4. The advantage of AC4 is 
that it is self-dual. It follows that the set of conditions defining an additive 
category is self-dual and hence if C is an additive category, then C o p is an 
additive category. This is one of the important advantages in dealing with 
additive categories. 
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If R is a ring, the categories .R-mod and mod-ft are additive. As in these 
special cases, in considering functors between additive categories, it is natural 
to assume that these are additive in the sense that for every pair of objects 
A, B, the map F of hom(A,B) into hom(FA, FB) is a group homomorphism. In 
this case, the proof given for modules (p. 98) shows that F preserves finite 
products (coproducts). 

We define next some concepts that are needed to define abelian categories. 
Let C be a category with a zero (object), f: A -» B in C. Then we call k :K A 
a kernel off if (1) k is monic, (2) fk = 0, and (3) for any g:G A such that 
fg = 0 there exists a g' such that g = kg'. Since k is monic, it is clear that g' is 
unique. Condition (2) is that 

is commutative and (3) is that if the triangle in 

G 

is commutative, then this can be completed by g' :G -* K to obtain a 
commutative diagram. It is clear that if k and k! are kernels of / , then there 
exists a unique isomorphism u such that k! = ku. 

In a dual manner we define a cokernel off as a. morphism c:B -> C such that 
(1) c is epic, (2) cf = 0, and (3) for any h:B -» FL such that hf = 0 there exists h' 
such that h = h'c. 
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If / : A -+ B in K-mod, let K = k e r / in the usual sense and let k be the 
injection of K in A. Then k is monic, fk = 0, and if g is a homomorphism of G 
into y l such that fg = 0, then gG c K. Hence if we let g' be the m a p obtained 
from g by restricting the codomain to K, then g = kg'. Hence k is a kernel of/ 
Next let C = B/fA and let c be the canonical homomorphism of B onto C. 
Then c is epic, cf = 0, and if h:B ^ H satisfies hf = 0, t h e n / 4 c z ker fa. Hence 
we have a unique homomorphism h':C = B/fA if such that 

c C = B/fA 

w 

H 

is commutative. Thus c is a cokernel o f / i n the category .R-mod. 
We can now give the definition of an abelian category 

D E F I N I T I O N 6.2. A category C is abelian if it is an additive category having 
the following additional properties: 

AC5. Every morphism in C has a kernel and a cokernel. 
AC6. Every monic is a kernel of its cokernel and every epic is a cokernel of 

its kernel. 
AC7. Every morphism can be factored as f = me where e is epic and m is 

monic. 
We have seen that if JR is a ring, then the categories .R-mod and mod-R are 

additive categories satisfying AC5. We leave it to the reader to show that AC6 
and AC7 also hold for .R-mod and mod-R. Thus these are abelian categories. 

EXERCISES 

1. Let C be a category with a zero. Show that for any object A in C, (A, 1A,0) is a 
product and coproduct of A and 0. 

2. Let C be a category, (A,p1,p2) be a product of A1 and A2 in C, (B,ql9q2) a 
product of B1 and B2 in C, and let h^.Bi -> At. Show that there exists a unique 
f:B->A such that hiqi = pif. In particular, if C has a zero and we take 
{B,quq2) = (4i, l, 4 l ,0), then this gives a unique ii'.Ai^-A such that 
Pih — 1,4,> Pih = 0. Similarly, show that we have a unique i2 :A2^ A such that 
Pi*2 = 0, p2i2 = i A z . Show that (i1p1 +i2P2)*i = *'i a n d (hPi + i2Pi)h = z2- Hence 
conclude that i±pt + i2p2 = 1A. Use this to prove that the conditions AC1-AC3 and 
AC4'oAC4. Dualize to prove that AC1-AC3 and AC4"<^AC4. 
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3. Show that if A and B are objects of an additive category, then 0A B = 00 B 0 A O , where 
0,4)0 is the zero element of hom(^4,0), 00B is the zero element of hom(0,f?), and 0AB 

is the zero element of the abelian group hom(^4, B). 

4. Let (Ai n A2.p1.p2) be a product of the objects A± and A2 in the category C. If 
fj:B-+ Aj, denote the unique/: B Ax Ii A2 such that pjf = fby/i II f2. Similarly, 
if (A1UA2,ii,i2) is a coproduct and gjiAj-^C, write g1Ug2 for the unique 
g:Ai UA2-+ C such that gij = g^ Note that if C is additive with the ij and pj as in 
A C 4 , then/i Tlf2 = i\f + 12/2 and g1Ug2 = Q\P\ + ^2^2- Hence show that if ii, 
h,PuP2 are as in A C 4 , so ^4 = Ai U A2 = A± UA2, then 

(glUg2)(flnf2) = glf1+g2f2 

(from £ -> C). Specialize Ax= A 2 = 0, #i = # 2 = l c to obtain the formula 

/ i + / 2 = ( i c u i c ) ( / 1 n / 2 ) 

for the addition in hom c (5, C) . 

5. Use the result of exercise 4 to show that if F is a functor between additive 
categories that preserves products and coproducts, then F is additive. 

6.2 C O M P L E X E S A N D H O M O L O G Y 

The basic concepts of homological algebra are those of a complex and 
homomorphisms of complexes that we shall now define. 

D E F I N I T I O N 6.3. If R is a ring, a complex (C,d) for R is an indexed set 
C = {Ci} of R-modules indexed by Z together with an indexed set d = { d J i e Z } 
of R-homomorphisms d^.C^ Ci^1 such that di^ldi = 0 for all i. / / (C,d) and 
(C, d') are R-complexes, a (chain) homomorphism of C into C is an indexed set 
cc = { a f | i e Z } of homomorphisms a^C,- —>• C\ such that we have the commutativity 
of 

(2) 

for every i. More briefly we write ad = d'a. 

These definitions lead to the introduction of a category jR-comp of 
complexes for the ring R. Its objects are the R-complexes (C,d), and for every 
pair of jR-complexes (C,d), (C',d'), the set hom(C, C) is the set of chain 

http://A2.p1.p2
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homomorphisms of (C,d) into (C\d'). It is clear that these constitute a 
category, and as we proceed to show, the main features of jR-mod carry over to 
i^-comp. We note first that hom(C, C) has a natural structure of abelian 
group. This is obtained by defining a + /J for a , /?ehom(C, C ) by 
{<x + P)i = oLi + fii. The commutativity oci_1di = d'^, f}i_1di = d'{p{ gives 
(oii-i+Pi-Jdi = dfai + /?I),soa + /?ehom(C, C). Since hom i ? (C f , C-) is an abelian 
group, it follows that hom(C, C) is an abelian group. It is clear also by referring to 
the module situation that we have the distributive laws y(oc + /3) = ya + yfi, 
(a + p)5 = ad + fid when these products of chain homomorphisms are defined. 
If (C,d) and (C',df) are complexes, we can define their direct sum (C © C\d © d') 
by (C + C'\ = Q © C'u dt © d[ defined component-wise from Q © C[ to Ci_1 © 
C'i-! as (xf,x-) ~» (^x^djxj). It is clear that (di-1®d[-1){dt © d-) = 0, so 
(C © C , <i © <f) is indeed a complex. This has an immediate extension to direct 
sums of more than two complexes. Since everything can be reduced to the module 
situation, it is quite clear that if we endow the hom sets with the abelian group 
structure we defined, then the category i^-comp becomes an abelian category. 

The interesting examples of complexes will be encountered in section 4. 
However, it may be helpful to list some at this point, although most of these 
will appear to be rather special. 

E X A M P L E S 

1. Any module M becomes a complex in which Ct = M, ieZ, and di = 0: Ct -» Ct_v 

2. A module with differentiation is an .R-module equipped with a module 
endomorphism S such that S2 = 0. If (M,<5) is a module with differentiation, we obtain 
a complex (C,d) in which Ct = 0 for i < 0, C t = C 2 = C 3 = M, Cj = 0 for j > 3, 
d2 = d3 = 5, and d{ — 0 if / 2,3. 

3. Let (M,<5) be a module with a differentiation that is Z-graded in the following 
sense: M = ® f 6 z ^ i where the Mf are submodules and <5(Mf) c= M f _ x for every f. Put 
Q = M( and J£- = (5|M£-. Then C = {Cj, J = {tfj constitute an R-complex. 

4. Any short exact sequence 0 -» M' -> M M" -> 0 defines a complex in which 
Ct = 0, / ^ 0, d .= M", C2 = M, C 3 = M', C7 = 0 if ; > 3, d2 = ft J 3 - a, ^ = 0 if 

We shall now define for each i e Z a functor, the zth homology functor, from 
the category of K-complexes to the category of JR-modules. Let (C,d) be a 
complex and let Zt(C) = ker di9 so Zt(C) is a submodule of Cf. The elements of 
Zt are called i-cycles. Since dtdi + 1 = 0, it is clear that the image di + 1Ci+1 is a 
submodule of Z ( . We denote this as Bt = Bt(C) and call its elements i-
boundaries. The module Ht = Ht(C) = ZijBi is called the zth homology module 
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of the complex (C,d). Evidently, Ci + 1^-^Ci-^Ci_1 is exact if and only if 
Ht{C) = 0 and hence the infinite sequence of homomorphisms 

" ' Ct _ ! +— C{ <— Ct + i <— • • • 

is exact if and only if Ht(C) = 0 for all z. 
Now let a be a chain homomorphism of (C,d) into the complex (C',d'). The 

commutativity condition on (2) implies that aiZi cz Z\ = Zt(C) and a(-(5f) cz 
B'^B^C). Hence the map z ^ a ^ + i?;, z^-eZ^, is a homomorphism of Z{ 

into H• = Ht(C) = Z'JB'i sending Bt into 0. This gives the homomorphism at of 
Ht(C) into Hi(C) such that 

(3) ẑ  + S ^ a ^ + Bi. 

It is trivial to check that the maps (C, d) ^Ht{C\ hom(C, C')-> 
hom(H f (C), HiiC)), where the latter is a~>a f , define a functor from 
R-comp to R-mod. We call this the ith homology functor from R-comp to 
R-mod. It is clear that the map a ^ oct is a homomorphism of abelian groups. 
Thus the zth homology functor is additive. 

In the situations we shall encounter in the sequel, the complexes that occur 
will have either Ct = 0 for i < 0 or Ct = 0 for i > 0. In the first case, the 
complexes are called positive or chain complexes and in the second, negative or 
cochain complexes. In the latter case, it is usual to denote C-t by O and d_t by 
dl. With this notation, a cochain complex has the appearance 

if we drop the C~\ i> 1. It is usual in this situation to denote kerd1 by Z{ 

and d l - 1 C l _ 1 by Bl. The elements of these groups are respectively i-cocycles 
and i-coboundaries and Hl = Zl/Bl is the zth cohomology group. In the case of 
H°, we have H° = Z° . A chain complex has the form 0 <- C 0 C x £ C 2 <- • • •. 
In this case if 0 = C0/d1C1 = c o k e r ^ . 

EXERCISES 

1. Let a be a homomorphism of the complex (C,d) into the complex (C\d'). Define 
C'i = Ct-1 © CJ, ie Z, and if xf_ i e Cj_i, xj e CJ, define d"(x*_ i,xj) = 
(—dt-iX/_ i, a;- i X / _ i + d'iXi). Verify that (C", d") is a complex. 

2. Let (C, be a positive complex over a field F such that X dim C£ < oo 
(equivalently every Ct is finite dimensional and C„ = 0 for n sufficiently large). 
Let ri = dim Ci9 p{ = dimiJf(C). Show that £ ( - l)l"p£ = E ( - l)1'^. 
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3. (Amitsur's complex.) Let S be a commutative algebra over a commutative ring K. 
Put S° = K, Sn = S®--'®S, n factors, where (x) means ® K . Note that for any n 
we have n + 1 algebra isomorphisms 3\ 1 ^ i ^ n +1, of 5" into Sn + 1 such that 

X i ® * • - ® x „ ^ x t 0 " -®xi_1®l(g)xi(g)- • -®xn. 

For any ring R let C/(JR) denote the multiplicative group of units of R. Then 
^ ( S , ) c [ / ( S , + 1 ) . Define d":l / (S„)- 1/(S„ + 1 ) , n ^ - 1 , by 

d»U= f ] (r3^)(_1)' 
i = 1 

(e.g., d2u = (61u)-1(32u){53u)-1). Note that if i ^ j , then 3i + 13j = 3j3l and use 
this to show that dn + 1dn = 0, the map w->l. Hence conclude that 
{Z7(S"), <in|n ^ 0} is a cochain complex. 

6.3 L O N G EXACT H O M O L O G Y SEQUENCE 

In this section we shall develop one of the most important tools of 
homological algebra: the long exact homology sequence arising from a short 
exact sequence of complexes. By a short exact sequence of complexes we mean 
a sequence of complexes and chain homomorphisms C ' ^ C ^ C" such that 
0 d; ^» Ci A Ct -> 0 is exact for every i e Z, that is, OLI is injective, /}* is surjective, 
and ker p( = imat. We shall indicate this by saying that 0 —»C —» C —• C" —> 0 is 
exact. We have the commutative diagram 

- • i — 

in which the rows are exact. The result we wish to prove is 

T H E O R E M 6.1. Let 0 -» C ^> C C" -> 0 be an exact sequence of complexes. 
Then for each ieZ we can define a module homomorphism 
Ai'.HiiC") Hi_1(C) so that the infinite sequence of homology modules 

(4) • • • - Hi(C)^ Hi{C)-^ Hi{C")-^ X(C)^> Hi-AC) • • • • 

is exact. 
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Proof. First, we must define At. Let z "eZ f (C" ) , so d"z" = 0. Since pt is 
surjective, there exists a cieCi such that pici = z'[. Then pi^1dici = 
df'jSfC; = <i"z" = 0. Since k e r / ? ^ = ima,- , ! and at_x is injective, there exists 
a unique z'i_1eC'i_1 such that ai_1z/

i_1 = d f c f . Then a i _ 2 d j _ 1 z ' i _ 1 = 
^ - i a ^ i z j . i = di_1dici = 0. Since a f _ 2 is injective, d,

i_1z,

i^1=0 so 
z-_x eZ^^C). Our determination of z-_! can be displayed in the formula 

(5) ^- lear 1 !^- 1 ^) ) 

where a n d ^-IO denote inverse images. We had to make a choice 
of C;e /? f

_ 1 (z") at the first stage. Suppose we make a different one, say, 
cieP^1(zf(). Then Pfi = PiCt implies that cf = ĉ  + a ^ , c-eCJ. Then 
a i - i(z£- I +^£ci) — DICI + diOLiC'i =• df(cf + afcj) = d f c f . Thus the replacement of by 

replaces z j _ ! by z'i_1-\-d'ic'i. Hence the coset z'l_1~\-Bi_x{C) in H^^C) is 
independent of the choice of ct and so we have a map 

(6) z ^ z ^ + Z ^ f C ) 

of Zf(C") into H^^C). It is clear from (5) that this is a module 
homomorphism. Now suppose z'{eB{(C"), say, z" = d"+yc"+uc"+1 eC"+1. 
Then we can choose c i + 1 , e C i + 1 so that pi + 1ci + 1 = c " + 1 and then 
PA+iCi+i = d"+xpi+1ci+1 =d"+1c"+1 =z,;.Hencedi + lci + 1epr1(Zi)znd since 

= 0 , we have z-_.x = 0 in (5). Thus B^C") is in the kernel of the 
homomorphism (6) and 

(7) A^zJ' + B ^ C ' O - z i - . + B i - a C ) 

is a homomorphism of HfC") into t (C). 
We claim that this definition of At makes (4) exact, which means that we 

have I: im a,- = ker /?,, II: im Pt = ker A,-, and III: im A,- = ker a-_ x . 
L i t is clear that pidi = 0, so im a t - c kerft. Suppose z f e Z ( ( C ) and 

^ ( Z f + B ^ C ) ) = 0, so /^z,- = D"+xc"+l,c"+l e C " + 1 . There exists a c i + 1 e C j + 1 

such that Pi+1ci+1 = c"+1 and so pi(zi-di+1ci + 1) = DI + 1c-+1-D-+xpi+1ci + 1 = 
0. Then there exists z- e CJ such that (Xfzj — zf— DI+ICI+I. Then o^_i<i|z[— 
d ^ z - = DIZI — DIDI+ICI+I = 0. Hence djzj = 0 and zj e Z£(C'). Now ai(z--r-JSf(C')) 
= OQZ- + # ; ( C ) = Zj — + 1 + B j ( C ) = ZI + Bi{C). Thus ẑ  + Bj(C) G im 0LT and 
hence ker pt CZ im OCJ and hence ker PI = im at. 

II. Let z £ e Z f ( C ) and let z'l = ptzt. Then At(zl+ Bt{C")) = 0 since z ^ r V/) 
and <i;Z; = 0, so a f _ x 0 = <2£zf. Thus A f /? f(z f+i?£(C)) = 0 and im/?f <= ker A£. Now 
suppose z ' / eZ^C") satisfies At(z" +Bt(C")) = 0. This means that if we choose 
c £ e C £ so that ptct = z'l and z'i_1 eC'i^1 so that oci_1z'i_1 = dtct, then z £ _ 2 = d-c-
for some cjeCJ. Then d£c£ = a ^ z ^ ! = a ^ d - c - = dt-afcj and d£(c£ — a£c|) = 0. 
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Also PiiCi — otiC'i) = ptct = z". Hence, if we put zt = ct — atc'u then we shall have 
z.eZfC) and +B^C)) = fo^B^C") = zJ' + B^C"). Thus k e r A f c z i m f t 

and hence ker Af = im /?f. 
III. If z't-! e Zi-i(C') and z<_± +Bt-^C) e im A,, then we have a z'[ e Z{(C") 

a n d a Q G Q such that fact = z" and af_iZf_i = dtCi. Then a f_ i ( z j_ 1 +J5 f _ 1 ( C ) ) 

= a i - i Z ' - i + ^ - i ^ ) = 0. Hence im At cz ker a*-!. Conversely, let z'i-1

Jr 

Bi-xiC)eker a f _ i . Then a f - i z - - ! = ^ c f 9 cteCi. Pu t z" = /?fcf. Then d"z" = 
d'ipiCt = pi-idiCi = Pi-iCLi-iz'i-1 = 0, so z'l e Zj(C"). The definition of Af shows 
that Ai(zi +Bi(C")) = z'i-1 + Bi-1(C). Thus ker 5i_i c im Af and hence 
ker = im A*. • 

The homomorphism At that we constructed is called the connecting 
homomorphism of H^C") into Hi_1(C) and (4) is the long exact homology 
sequence determined by the short exact sequence of complexes 
0 -> C -> C -» C" -» 0. An important feature of the connecting homomorphism 
is its naturality, which we state as 

T H E O R E M 6.2. Suppose we have a diagram of homomorphisms of complexes 

D' y D 8 

which is commutative and has exact rows. Then 

A, 
J J i O - j 

(9) 

• 0 

• 0 

is commutative. 

By the commutativity of (8) we mean of course the commutativity of 
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for every i. The proof of the commutativity of (9) is straightforward and is left 
to the reader. 

EXERCISE 

1. (The snake lemma.) Let 

0 
0 

0 

r K' r K y 
' k » 

/ 

K 

r 

' k » 

/*' r F* y r 

M M" * 

y 

s' 

r v' 

8 

y f V 

8" 

y r 
N" 

N' 

W h 

N 

h" 

r 
N" 

y 

C 

y f y y y 

C 
C 

y r y r y 

0 0 0 

be a commutative diagram of module homomorphisms with exact columns and 
middle two rows exact. Let x"EK" and let yeM satisfy fiy=f"x". Then 
vgy = g"\xy = g"f"x" = 0 and there exists a unique z' e N' such that v'z' = gy. 
Define Ax" = h'z'. Show that Ax" is independent of the choice of y and that 
A : K " -» C is a module homomorphism. Verify that 

C - 4 C" 

is exact. Show that if p! is a monomorphism, then so is K' and if v is an 
epimorphism, then so is y. 

6.4 H O M O T O P Y 

We have seen that a chain homomorphism a of a complex {C,d) into a 
complex (C',d') determines a homomorphism at of the zth homology module 
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Ht(C) into Ht(C) for every ieZ. There is an important relation between chain 
homomorphisms of (C,d) to (C,d') that automatically guarantees that the 
corresponding homomorphisms of the homology modules are identical. This is 
defined in 

D E F I N I T I O N 6.4. Let a and P be chain homomorphisms of a complex (C,d) 
into a complex (C , d'). Then a is said to be homotopic to P if there exists an 
indexed set s = {st} of module homomorphisms s f : Cf C'i + 1 , ieZ, such that 

<*i-Pi = d'i + iSi + Si-idi-

We indicate homotopy by oc ~ p . 

If a ~ p , then af = Pt for the corresponding homomorphisms of the 
homology modules Ht(C) -+ Ht(C). For, if z^ZfC), then SLt i Z f + B,. ~> a f z f + J5; 
and pi'.Zi + B^piZi + B'i. Hence 

SLiiZi + Bi) = ctiZt + B'i = (pi + d,

i + lsi + si_1di)zi + B'i 

= (PiZi + dl^StzJ + Bl = P^ + B'i = fazt + Bd-

It is clear that homotopy is a symmetric and reflexive relation for chain 
homomorphisms. It is also transitive, since if a ~ P is given by 5 and P ~ y is 
given by t, then 

o^i-pi = d'i+^ + Si-idi 

Pi-7i = d'i+Ji + ti-^t. 

Hence 

Thus s + t = {si + tt} is a homotopy between a and y. 
Homotopies can also be multiplied. Suppose that a ~ p for the chain 

homomorphisms of (C,d) -»(C',d') and y ~ 3 for the chain homomorphisms 
(C,d') -* (C",d"). Then yoc ~ dp. We have, say, 

Multiplication of the first of these by yt on the left and the second by p t on the 
right gives 

y^i-ySi = ytd'i+iSi+yts^idi = ^ + ^ + ^ + 7 ^ . ^ 
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(by (2)). Hence 

y.oc. - 8$. = d[,

+1 (y • + l S i + 1 tpt) + (y t st _ 1 +1 1 _ x ft _ x )dt. 

Thus ya ~ <5/? via w = {ut} where w£ = y£ + ± s £ + t£jff£. 

6.5 R E S O L U T I O N S 

In the next section we shall achieve the first main objective of this chapter: the 
definition of the derived functor of an additive functor from the category of 
modules of a ring to the category of abelian groups. The definition is based on 
the concept of resolution of a module that we now consider. 

D E F I N I T I O N 6.5. Let M be an R-module. We define a complex over M as a 
positive complex C = (C, d) together with a homomorphism e: C0 -» M, called an 
augmentation, such that &d1 = 0. Thus we have the sequence of homomorphisms 

(10) ^Cn^Cn_1^'--^C1

d-XCo^M-*0 

where the product of any two successive homomorphisms is 0. The complex C, e 
over M is called a resolution of M if (10) is exact. This is equivalent to 
Ht(C) = 0fori>0 and H0(C) = C0/d1C1 = C 0 /ke ra ^ M. A complex C,s over 
M is called projective if every C£ is projective. 

We have the following important 

T H E O R E M 6.3. Let C,s be a projective complex over the module M and let 
C',s' be a resolution of the module M\p a homomorphism of M into M'. Then 
there exists a chain homomorphism a of the complex C into C such that 
ps — efoc0. Moreover, any two such homomorphisms oc and P are homotopic. 

Proof The first assertion amounts to saying that there exist module 
homomorphisms a£ j i > 0, such that 

C n cn -2 

dn * 

( I D « n - l <*n-2 

. . . • J 
f r d'n-i y 

I—" » J 
f • 

C'-o 

« 0 

M 

M' 

is commutative. Since C 0 is projective and C'0 M' ^0 is exact, the 
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homomorphism pe of C 0 into M' can be "lifted" to a homomorphism 
a 0 : C 0 - * C ' 0 so that /J,S = e'ot0. Now suppose we have already determined 
a 0 , . . . , a „ _ ! so that the commutativity of (11) holds from C 0 to Cn-X. We have 

2dn-1dn = 0. Hence &n-idnCn cz k e r ^ _ x = imdj, = d'nCn. We 
can replace Cn-1 by d'nC'n for which we have the exactness oiCn ->d'nC'n^ 0. By the 
projectivity of Cn we have a homomorphism ocn: Cn -» CJ, such that d'noin = cnn-idn. 
This inductive step proves the existence of a. Now let a and /? satisfy the conditions. 
Let y = a —/?. Then we have 

&'y0 = S'OCQ — S'PQ = jus — fie = 0, 

d'nyn = yn-idn, n ^ l . 

We have the diagram 

c'i' 

To 

M' 

Since £'y0 = 0, y0C0 cz d^C^ and we have the diagram 

d\ 
• J ^ 

with exact row. As before, there exists a homomorphism s0 : C 0 -> Ci such that 
7 0 = J i s 0 . Suppose we have determined s0,..., s„_ x such that s f : C£ -» CJ + x and 

7f = d| + 1 s f + s i _ 1 d f , 0 ^ i ^ n — 1. 

Consider yn — sn-idn. We have d'n(yn — sn-1dn) = yn-1dn — d'nsn-1dn = 
(yn-i — d,„sn-i)dn = sn-2dn-1dn = 0. It follows as before that there exists a 
homomorphism s„: C„-> CJ,+ i such that d'n+1sn = yn — sn-idn. The sequence 
of homomorphisms s0,Si,... defines a homotopy of oc to /?. This completes 
the proof. • 

The existence of a projective resolution of a module is easily established. In 
fact, as we shall now show, there exists a resolution (10) of M that is free in the 
sense that the modules Ct are free. First, we represent M as a homomorphic 
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image of a free module C 0 , which means that we have an exact sequence 
ker s - V C 0 ^ M - ^ 0 where C 0 is free and i is the injection of ker e. Next we 
obtain a free module Cx and an epimorphism n of C1 onto kere. If we put 
d1 = in: C1 C0, we have the exact sequence Cx -» C 0 -4 M 0. Iteration of 
this procedure leads to the existence of an exact sequence 

•c 4 r 
di 

where the Ct are free. Then (C,d) and e constitute a free resolution for M. 
All of this can be dualized. We define a complex under M to be a pair D,^ 

where D is a cochain complex and n is a homomorphism M -+ D° such that 
d°n = 0. Such a complex under M is called a coresolution of M if 

(12) 0 - + M -

is exact. We have shown in section 3.11 (p. 159) that any module M can be 
embedded in an injective module, that is, there exists an exact sequence 
0 - > M - 4 Z ) ° where D° is injective. This extends to 0 M -> D° A coker n 
where coker n = D°/nM and n is the canonical homomorphism onto the 
quotient module. Next we have a monomorphism nx of coker n into an 
injective module D1 and hence we have the exact sequence 0 -» M -4 D° ^ D1 

where d° = n^n. Continuing in this way, we obtain a coresolution (12) that is 
injective in the sense that every Dl is injective. The main theorem on 
resolutions can be dualized as follows. 

T H E O R E M 6.4. Let (D,n) be an injective complex under M, {D\n') a 
coresolution of M', X a homomorphism of M' into M. Then there exists a 
homomorphism g of the complex D' into the complex D such that nX = g°n' 
Moreover, any two such homomorphisms are homotopic. 

The diagram for the first statement is 

The proof of this theorem can be obtained by dualizing the argument used 
to prove Theorem 6.3. We leave the details to the reader. 
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6.6 DERIVED F U N C T O R S 

We are now ready to define the derived functors of an additive functor F from 
a category R-mod to the category Ab. Let M be an .R-module and let 

0< 

be a projective resolution of M. Applying the functor F we obtain a sequence 
of homomorphisms of abelian groups 

(13) 0< -FM< FCn 

F(di) 

-FC, 
F(d2) 

Since F(0) = 0 for a zero homomorphism of a module into a second one and 
since F is multiplicative, the product of successive homomorphisms in (13) is 0 
and so FC = {FCt}, F(d) = {F(dt)} with the augmentation Fs is a (positive) 
complex over FM. If F is exact, that is, preserves exactness, then (13) is exact 
and the homology groups Ht(FC) = 0 for i ^ 1. This need not be the case if F 
is not exact, and these homology groups in a sense measure the departure of F 
from exactness. At any rate, we now put 

(14) 

This definition gives 

(15) 

LnFM = Hn(FC), n > 0. 

H0(FC) = FC0/F(d1)FC1 

since we are taking the terms FCt = 0 if i < 0 . 

Let M' be a second jR-module and suppose we have chosen a projective 
resolution §^M'±—C0 ^-C\ • • • of M', from which we obtain the abelian 
groups Hn(FC), n ^ 0. Let JLL be a module homomorphism of M into M'. Then 
we have seen that we can determine a homomorphism a of the complex (C, d) 
into (C , d') such that ps = e'a0. We call a a chain homomorphism over the 
given homomorphism \i. Since F is an additive functor, we have the 
homomorphism F(oc) of the complex FC into the complex FC such that 
F(fi)F(e) = F(£f)F(<x0). Thus we have the commutative diagram 

0-* 

Then we have the homomorphism F(an) of Hn(FC) into Hn(FC). This is 
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independent of the choice of a. For, if ft is a second homomorphism of C into 
C over /x, /? is homotopic to a, so there exist homomorphisms s„:C„ -+C'n + 1 , 
n ^ 0, such that ccn — /3n = d'n + isn + sn_ idn. Since F is additive, application o f F t o 
these relations gives 

F(*n)-F(P„) = F ( j ; + J F ( s J + F(s n _ J F ( < g . 

Thus F(a) - F()8) and hence F ( a J = F ^ J . We now define LnF(p) = F\an). 
Thus a homomorphism p\M-^M' determines a homomorphism LnF(p): 
Hn(FC)-+Hn(FC). We leave it to the reader to carry out the verification 
that LnF defined by 

(LnF)M = Hn(FC), M e ob R-mod 
(LnF)(/i) = F K ) , pehomR(M,M') 

is an additive functor from i^-mod to Ab. This is called the nth left derived 
functor of the given functor F. 

We now observe that our definitions are essentially independent of the 
choice of the resolutions. Let C be a second projective resolution of M. Then 
taking fi = 1 in the foregoing argument, we obtain a unique isomorphism rjn of 
Hn(FC) onto Hn(FC). Similarly, another choice C of projective resolution of 
M' yields a unique isomorphism r\'n of Hn(FC) onto Hn(FC) and LnF is 
replaced by rj,

n(LnF)rj~1. 
From now on we shall assume that for every .R-module M we have chosen a 

particular projective resolution and that this is used to determine the functors 
LnF. However, we reserve the right to switch from one such resolution to 
another when it is convenient to do so. 

We consider next a short exact sequence 0 -> M ' A M i M" 0 and we 
shall show that corresponding to such a sequence we have connecting 
homomorphisms 

A„ .LnFM" -» Ln_1FM', n^l, 

such that 

L0F(fi) L0F(x) A i 

0 < L0FM" < L0FM < L0FM' < LXFM" < • • • 

is exact. For this purpose we require the existence of projective resolutions of 
short exact sequences of homomorphisms of modules. By a projective 
resolution of such a sequence 0 M' -> M -> M" ->0 we mean projective 
resolutions C, a', C, e, C", s" of M', M, and M" respectively together with chain 
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homomorphisms i:C -> C, p:C -» C" such that for each n, 0 -> CJ, -
C n -» C '̂ -> 0 is exact and 

(16) 

is commutative. 
We shall now prove the existence of a projective resolution for any short 

exact sequence of modules M" 0. We begin with projective 
resolutions C, s', and C", s" of M' and M " respectively: 

(17) 
'' • C'2 -* Ci C'0 M ' 0 

We let C„ = C ; e C n = l , 2 , 3 , . . . , i X = ( ^ 0 ) for xj, e Cn, pnxn = x^ for 
x w = {x'nix'n). Then 0 -» Cn -» CJ, © CJ,' Q —> 0 is exact and C„ is projective. 
We now define ex 0 = a&'x'Q + crx'o, d„x„ = (dJX + 6nx^,d„x^) where cr:C'o M', 
f9 w :Q -> CJ,_! are to be determined so that C, e is a projective resolution of M 
which together with C, s' and C " , e" constitutes a projective resolution for the 
exact sequence M" -> 0. 

We have si0x'0 = s(x'o,0) = ae'x'0. Hence commutativity of the left-hand 
rectangle in (16) is automatic. Also z"p0x0 = e"x'o and fisx0 = f}(ae!x'0 + GX'Q) = 
PGXQ. Hence commutativity of the right-hand rectangle in (16) holds if and only 
if 

(18) e" = j8a. 

We have sd1x1 = e^d^x^ + f^x'/jd'/x'/) = ae'fljx'/ + od'[x![. Hence sdx = 0 if and 
only if 

(19) ae'0! + ad'l = 0. 

Similarly, the condition dn-xdn = 0 is equivalent to 

(20) d'^ + e^d'^o. 
Now consider the diagram 

M' • 
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Since C0' is projective there exists a O:CQ - » M ' such that (18) holds. Next we 
consider 

/ 

C, r~> M -
1 as 

• M" 

Since efC0 = M' the row is exact, and since C'[ is projective and fiad'l = z"d'[ = 0, 
there exists a fl^C'/ -> C'0 such that (19) holds (see exercise 4, p. 100). Next we 
consider 

/ 

e2/ 
/ 

/ 

-Oid'i 

c ; — C o 

Here again the row is exact, C2' is projective and s'O^ = 0 since ocs'9^2 = 
— ad'[df2 = 0 and ker a = 0. Hence there exists 92: C2' -> Ci such that (19) holds 
for n = 2. Finally, the same argument establishes (20) for n > 2 using induction 
and the diagram 

C" 

C ' 

/ 

d' C' ' C J , _ 3 

It remains to show that • • • C2 C1 -+ C0 -+ M -> 0 is a resolution. For this pur­
pose we regard this sequence of modules and homomorphisms as a complex C 
and similarly we regard the modules and homomorphisms in (17) as complexes 
C and C". Then we have an exact sequence of complexes 0 -» C C -> C" -> 0. 
Since H^C) = 0 = ff£(C") it follows from (4) that HT(C) = 0. Then C provides 
a resolution for M which together with the resolutions for M and M" gives a 
projective resolution for 0 -> M' -»M M" 0. 

We can now prove 

T H E O R E M 6.5. Let F be an additive functor from i^-mod to Ab. Then for any 
short exact sequence of R-modules O ^ M ' ^ M - i M" -> 0 and any 
n = 1,2,3, . . . there exists a connecting homomorphism An\LnFM" Ln_lFMr 

such that 

(21) 0< -L0FM" 
LoF(l 

L O F M J ^ L L 0 F M ' < -L1FM" 

is exact. 
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Proof. We construct a projective resolution C, s', C, e, C", &", i, p for the 
given short exact sequence of modules. For each n ^ 0, we have the short exact 
sequence of projective modules 0 -» C'n ^ Cn ^> CJ,' -» 0. Since CJ,' is projective, 
this splits and consequently, 0 -> FC'n

 F^l) FCn

 F ( - 5 } FC„ -> 0 is split exact. Thus 
we have a short exact sequence of complexes 0 -> F(C')F-^F(C)F^> F(C") 0. 
The theorem follows by applying the long exact homology sequence to this 
short exact sequence of complexes. • 

Everything we have done can be carried over to coresolutions, and this gives 
the definition and analogous results for right derived functors. We shall now 
sketch this, leaving the details to the reader. 

Again let F be a functor from K-mod to Ab. For a given ^-module M, we 
choose an injective coresolution 0 M -4 D° ^ D1 ^ D2 -» • • •. Applying F, 
we obtain 0—^ FM FDoF^ FD1 F-^X]FD2 —>• • • and we obtain the 
complex FD = {FD1}, F(d) = {F{d1)}. Then we put (R"F)M = Hn(FD), n ^ 0. 
If M' is a second .R-module, (D',nf) a coresolution of M', then for any 
homomorphism 1:M'M we obtain a homomorphism RnF(A): 
(RnF)M/ -> (RnF)M. This defines the right derived functor of the given 
functor F. The results we obtained for left derived functors carry over. In 
particular, we have an analogue of the long exact sequence given in Theorem 
6.5. We omit the details. 

EXERCISES 

1. Show that if M is projective, then L0FM = FM and LnFM = 0 for n > 0. 

2. Show that if F is right exact, then F and L0F are naturally equivalent. 

6.7 EXT 

In this section and the next we shall consider the most important instances of 
derived functors. We begin with the contravariant hom functor hom( — ,N) 
defined by a fixed module N, but first we need to indicate the modifications in 
the foregoing procedure that are required in passing to additive contravariant 
functors from jR-mod to Ab. Such a functor is a (covariant) functor from the 
opposite category R-mod o p to Ab, and since arrows are reversed in passing to 
the opposite category, the roles of injective and projective modules must be 
interchanged. Accordingly, to define the right derived functor of a con­
travariant functor G from i^-mod to Ab, we begin with a projective resolution 
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0 ^ M < — CQ<—C1<r—--- of the given module M. This gives rise to the sequence 
O-^GM^GCo^GCi—• and the cochain complex (GC,G(d)) where 
GC = {GQ} and G(d) = (G(^)} . We define (£"G)M = Hn(GC). In particular, we 
have (R°G)M = ker (GC 0 -» G C J . For any i u e h o m J ? ( M ' , M ) we obtain a 
homomorphism (iTG) 0 ) : (RnG)M (RnG)Mr and so we obtain the nth rigrto 

derived functor RnG of G, which is additive and contravariant. Corresponding to a 
short exact sequence 0 M' -> M -» M" 0 we have the long exact cohomology 
sequence 

(22) 0 -> # ° G M " -+ R°GM -> R°GM' -> RlGM" ~> RlGM ^ R1GM' -+ • • • 

where RnGM' -> Rn + 1GM" is given by a connecting homomorphism. The 
proof is almost identical with that of Theorem 6.5 and is therefore omitted. 

We now let G = hom( —, N) the contravariant hom functor determined by a 
fixed R-module N. We recall the definition: If Meob.R-mod, then 
h o m ( - , A O M = homR(M,TV) and if a e h o m R ( M , M ' ) , h o m ( - , N ) ( a ) is the 
map a* of hom R (M' ,N) into hom#(M,AO sending any /? in the former into 
floce homR(M,N). hom( — ,N)M is an abelian group and a* is a group 
homomorphism. Hence hom( — ,N) is additive. Since ( a 1 a 2 ) * = t r i e 

functor hom( — ,A0 is contravariant. We recall also that this functor is left 
exact, that is, if M' A M A M" -> 0 is exact, then 0 -> hom(M / / , iV) 
£ hom(M, iV) £ hom(M / , AT) is exact (p. 105). 

The nth right derived functor of hom( —, N) is denoted as Ext"( — ,N); its 
value for the module M is Ext" (M, AO (or Ext^(M, N) if it is desirable to 
indicate R). If C, 8 is a projective resolution for M, then the exactness of 
Ci -> C 0 A M 0 implies that of 0 -> hom(M, AT) 4 h o m ( C 0 , N) -> 
hom(Ci ,N) . Since Ext°(M,N) is the kernel of the homomorphism of 
hom(C 0 , N) into h o m ( C 1 ? N) it is clear that 

(23) Ext°(M, N) ^ hom(M, N) 

under the map 8*. 
Now let 0 M ' -> M M" -» 0 be a short exact sequence. Then we obtain 

the long exact sequence 

0 Ext°(M", AO -> Ext 0 (M, AT) -» Ext °(M',iV) 
* -> Ext 1 ( M A O -> Ex t J (M,N) •••. 

If we use the isomorphism (23), we obtain an imbedding of the exact sequence 
0 hom(M", N) hom(M, N) hom(M', N) in a long exact sequence 

(25) 
0 hom(M",iV) hom(M ,A0 hom(M ' ,A0 

-* Ext 1 (M", AT) Ext 1 (M, JV) -» • • •. 
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We can now prove 

T H E O R E M 6.6. The following conditions on a module M are equivalent: 
(1) M is projective. 
(2) Ext" (M,N) = Ofor alln^l and all modules N. 
(3) Ext 1 (M, N) = 0 for all N. 

Proof. (1)=>(2). If M is projective, then O ^ M ^ C 0 = M<-0<- - - - - is a 
projective resolution. The corresponding complex to calculate Extw(M,iV) is 
0 -> hom(M, N) hom(M, N) -* 0 -» • • •. Hence Ext"(M, N) = 0 for all n ^ 1. 
(2) => (3) is clear. (3) => (1). Let M be any module and let 0 -> K A p A M 0 
be a short exact sequence with P projective. Then (25) and the fact that 
Ext x (P , N) = 0 yield the exactness of 

(26) 0 hom(M, N) -+ hom(P, N) -> hom(K, N) -+ Ex t 1 (M, N) 0. 

Now assume Ext 1 (M,N) = 0. Then we have the exactness of 0—•hom(M,iV) 
—>hom(P, N ) ^ h o m ( X , N ) - ^ 0 , which implies that the map rf of hom(P,N) 
into hom(X,AT) is surjective. Now take N = K. Then the surjectivity of 
w* on hom(K,K) implies that there exists a Cehom(P, 1£) such that l x = ^n. 
This implies that the short exact sequence 0 -> K splits. Then 
M is a direct summand of a projective module and so M is projective. • 

The exact sequence (24) in which 0-+K A p 4 M - > 0 i s exact, M is arbitrary 
and P is projective gives the following formula for Ext x (M, N): 

(27) Ex t x (M, N) = coker n* = hom(X, A0/im(hom(P, N)). 

We shall use this formula to relate Ext 1 (M,iV) with extensions of the module 
M by the module N. It is this connection that accounts for the name Ext for 
the functor. 

If M and iV are modules, we define an extension of M by N to be a short 
exact sequence 

(28) 0->N A £ i > M - > 0 . 

For brevity we refer to this as "the extension £." Two extensions Ex and E2 

are said to be equivalent if there exists an isomorphism y:Ex E2 such that 
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is commutative. It is easily seen that if y is a homomorphism from the 
extension ^ to £ 2 making (29) commutative, then y is necessarily an 
isomorphism. Equivalence of extensions is indeed an equivalence relation. It is 
clear also that extensions of M by N exist; for, we can construct the split 
extension 

(30) 0 -> N i> M@N A M -» 0 

with the usual i and p. 
We shall now define a bijective map of the class E(M,N) of equivalence 

classes of extensions of M by with the set Ext 1 (M,iV). More precisely, we 
shall define a bijective map of E(M,N) onto coker n* where 
0 - > X A p ^ M - > 0 is a projective presentation of M and n* is the 
corresponding map hom(P,N) ^>hom(K,N) (n*(X) = Xn). In view of the 
isomorphism given in (27), this will give the bijection of E(M,N) with 
Ex t 1 (M, AO-

Let 0 - > N A £ - ^ M - > 0 be an extension of M by N. Then we have the 
diagram 

without the dotted lines. Since P is projective, there is a homomorphism 
X:P -> £ making the triangle commutative. With this choice of X there is a 
unique homomorphism p:K N making the rectangle commutative. For, if 
xeK, then fiXnx = snx = 0. Hence XnxekQr/3 and so there exists a unique 
yeN such that ay = Xnx. We define p by x y. Then it is clear that p is a 
homomorphism of K into iV making the rectangle commutative and p is 
unique. Next, let X' be a second homomorphism of P into £ such that f$X' = e. 
Then P(X'—X) = 0, which implies that there exists a homomorphism T:P -+ N 
such that /T — A = ar. Then X'n = (X + ax)n = a(p + xr]). Hence p'= p + xn 
makes 

A" I 
i *n 

N 
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commutative. Since x e h o m ( P , A 0 , xneimn*. Thus p and p! determine the 
same element of coker n* and we have the map sending the extension E into 
the element p + imn* of coker rj*. It is readily seen, by drawing a diagram, that 
the replacement of E by an equivalent extension E' yields the same element 
^ + im77*. Hence we have a map of E(M,N) into coker??*. 

Conversely, let pehom(K, N). We form the pushout of n and p (exercise 8, 
p. 37). Explicitly, we form N ® P and let / be the submodule of elements 
( — p(x),rj(x)), XEK. Put E = (N®P)/I and let a be the homomorphism of N 
into E such that oc(y) = (y,0) + I. Also we have the homomorphism of N@P 
into M such that (y, z) ^ s(z),ye N, zeP. This maps / into 0 and so defines 
a homomorphism /? of E = (N © P)/I into M such that (y,z) + I ~> s{z). We 
claim that A E - ^ M ^ O is exact. First, if a(y) = (y,0) + I = 0, 
then (y,0) = ( — p(x),n(x)), xeK, so rj(x) = 0 and x = 0 and y = 0. Thus 
a is injective. Next, Pay = P((y,0) + I) = e(0) = 0, so pa = 0. Moreover, 
if j8((j;,z) + 7) = 0, then g(z) = 0 so z = n(x), xeK. Then 
(j/, z) + / = (j; + /i(x), 0) 4- / = a(y + /i(x)). Hence ker /? = im a. Finally, /? is 
surjective since if ueM, then w = e(z), z e P , and j8((0,z) + J) = e(z) = w. If we 
put A(z) = (0,z) + 7, then we have the commutativity of the diagram (31). 
Hence the element of coker rj* associated with the equivalence class of the 
extension E is /u + imrj*. This shows that our map is surjective. It is also 
injective. For, let E be any extension such that the class of E is mapped into 
the coset fi + imrj*. Then we may assume that E ~»\i under the original map 
we defined, and if we form the pushout E' of \i and rj, then E' is an extension 
such that E' ^ fi. Now since E' is a pushout, we have a commutative diagram 
(29) with Ex = E' and E2 = E. Then E and E' are isomorphic. Evidently, 
this implies injectivity. 

We state this result as 

T H E O R E M 6.7. We have a bijective map of Ext1 (M,N) with the set E(M, N) 
of equivalence classes of extensions of M by N. 

We shall study next the dependence of Ext"(M, AO on the argument N. This 
will lead to the definition of a functor Ext"(M, —) and a bifunctor Ext". Let 
M,N,N' be R-modules and a homomorphism of Af into AT. As before, let 
C = {Cf}, s be a projective resolution of M. Then we have the diagram 

0 • hom(M, N) > hom(C0, N) • • • • 
(32) I | 

0 • hom(M, N') • hom(C0, N') > • • • 

where the horizontal maps are as before and the vertical ones are the left 
multiplications /3L by /?. It is clear that (32) is commutative and hence we have 
homomorphisms of the complex h o m ( C , A 0 m t 0 the complex hom(C,AT); 



6.7 Ext 351 

consequently, for each n ^ 0 we have a homomorphism \T of the 
corresponding cohomology groups. Thus we have the homomorphism 
J":Ext"(M,A0 Extn(M,N'). It is clear that this defines a functor Ext"(M, - ) 
from i^-mod to Ab that is additive and covariant. 

If oc e hom(M', M), we have the commutative diagram 

hom(M,A0 >hom(M',A0 
I 1 

hom(M, N') • hom(M', N'), 

which gives the commutative diagram 

Ext"(M,iV) >Extn(M',A0 
I i 

Ext"(M, N') > Ext"(M', N'). 

This implies as in the case of the hom functor that we can define a bifunctor 
Ext" from K-mod to Ab (p. 38). 

Now suppose that we have a short exact sequence 0 N' N -» N" -+ 0. As 
in (32), we have the sequence of homomorphisms of these complexes: 
hom(C ,AO -> hom(C ,A0 -+ hom(C,AT"). Since Ct is projective and 
0 i s exact, 0-+ h o m ( Q , A T ) - + h o m ( Q , N ) h o m ( C f , N " ) - > 0 
is exact for every i. Thus 0 -> hom(C, N') -> hom(C, A) -> hom(C, N") -> 0 is 
exact. Hence we can apply Theorem 6.1 and the isomorphism of hom (M, AO 

with Ext°(M, N) to obtain a second long exact sequence of Ext functors: 

(33) 0 hom(M, AT) -+ hom(M, A/") -+ hom(M, A/") -> Ext 1 (M, JV') 
Ext x (M, N) -> Ext 1 ( M X ' ) -» • • •. 

We shall call the two sequences (24) and (33) the long exact sequences in the 
first and second variables respectively for Ext. 

We can now prove the following analogue of the characterization of 
projective modules given in Theorem 6.6. 

T H E O R E M 6.8. The following conditions on a module N are equivalent: 
(1) N is injective. 
(2) Ext"(M, AO = Ofor all n ^ 1 and all modules M. 
(3) Ex t 1 (M, AO = Ofor all M. 

Proof. (1)=>(2). If N is injective, the exactness of 0 <- M <- C0 <-Ci <- • • • 
implies that of 0 ^ hom(M, AO h o m ( C 0 , N) -> h o m ( C 1 ? JV) -» • • •. This 
implies that Exf (M, N) = 0 for all n ^ 1. The implications (2)=>(3) are 
trivial, and (3) =>(1) can be obtained as in the proof of Theorem 6.6 by using 
a short exact sequence 0 - > A f - > Q - > L - > 0 where Q is injective. We leave it 
to the reader to complete this argument. • 
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The functors Ext"(M, —) that we have defined by starting with the functors 
Ext"( — ,N) can also be defined directly as the right derived functors of 
hom(M, —). For the moment, we denote the value of this functor for the 
module M as Extn(M,N). To obtain a determination of this group, we choose 
an injective coresolution 0 -> N -4 D° ^ D1 -> • • • and we obtain the cochain 
complex h o m ( M , Z ) ) : 0 - > h o m ( M , Z ) 0 ) ^ h o m ( M , D 1 ) ^ - - - . Then Ext"(M ,A0 

is the nth cohomology group of hom(M, D). The results we had for Ext can 
easily be established for Ext. In particular, we can show that Ex t 0 (M, AO 

= hom(M, N) and we have the two long exact sequences for Ext analogous 
to (24) and (33). We omit the derivations of these results. Now it can be 
shown that the bifunctors Ext" and Ext" are naturally equivalent. We shall 
not prove this, but shall be content to prove the following weaker result: 

T H E O R E M 6.9. Ext"(M, N) ^ Ext"(M, N)for all n, M, and N. 

Proof. If n = 0, we have Ext 0 (M, AO ^ hom (M, AO ^ Ex t 0 (M, N). Now let 
0 - > K - * P - + M - » 0 be a short exact sequence with P projective. Using the 

long exact sequence on the first variable for Ext and Ext 1 (P, AO = 0 we obtain 
the exact sequence 0 hom(M, N) hom(P, N) -» hom(K, N) -» Ext 1 (M, N) 

^ 0 . This implies that Ext 1 (M, N) ^ hom(X, AT)/im hom(P, N). In (27) we 
showed that E x t ^ M , N) ^ hom (K, N)/im hom(P, N). Hence E x t ^ M , ^ ) ^ 

Ext x (M,N). Now let n > 1 and assume the result for n—1. We refer again 
to the long exact sequence on the first variable for Ext and obtain 

0 = E x t " - 1 ( P , AO -> E x t " ~ \ K , N) Ext"(M,iV) -> Ext"(P, N) = 0 

from which we infer that Ext"(M ,A0 ^ Ext"1'1 (K,N). Hence Ext"(M, N) = 

Extn~\K,N) ^Extn~\K,N). The same argument gives Ext"(M,N) ^ 

Ext" ~ \K, N). Hence Ext"(M, N) ^ Ext"(M, N). • 

EXERCISES 

1. Let R = D, a commutative principal ideal domain. Let M = D/(a), so we have the 
projective presentation 0-»D->£>->M-»0 where the first map is the 
multiplication by a and the second is the canonical homomorphism onto the 
factor module. Use (27) and the isomorphism of hom^D, N) with N mapping rj 
into rjl to show that Ext1 (M, AO ~ N/aN. Show that if N = D/(b), then 
Ext1 (M, AO = D/(a,b) where (a, b) is a g.c.d. of a and b. Use these results and the 
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fundamental structure theorem on finitely generated modules over a p.i.d. (BAI, 
p. 187) to obtain a formula for Ext1 (M,N) for any two finitely generated modules 
over D. 

2. Give a proof of the equivalence of Extn(M, —) and Extn(M, —). 

3. Show that in the correspondence between equivalence classes of extensions of M 
by N and the set Ext1 (M, AO given in Theorem 6.7, the equivalence class of the 
split extension corresponds to the 0 element of Ext1(M, N). 

4. Let N&Ei^M,i = 1,2, be two extensions of M by N. Form E1@E2 and let F 
be the submodule of El®E2 consisting of the pairs (z1,z2), zteEi such that 
Pizi = ^2Z2- Let K be the subset of E1®E2 of elements of the form (oqy, — a2y), 
yeN. Note that K is a submodule of F. Put E = F/K and define maps a:N -> E, 
P-.E-+M by ocy = (aiy,0) + K = (0,-a2y) + K, fi((z1,z2)j-K) = /]1z1=p2z2. 
Show that a and /? are module homomorphisms and N E -» M, so we have an 
extension of M by A". This is called the Baer sum of the extensions N^Ei -W M. 
Show that the element of Ext1 (M, AO corresponding to the Baer sum is the sum 
of the elements corresponding to the given extensions. Use this and exercise 3 to 
conclude that the set of equivalence classes of extensions of M by N form a group 
under the composition given by Baer sums with the zero element as the class of 
the split extension. 

6.8 TOR 

If M Gmod-P, the category of right modules for the ring R, then M®R is the 
functor from P-mod to Ab that maps a left P-module N into the group 
M®RN and an element rj of homR(N,N') into l®w. M®R is additive and 
right exact. The second condition means that if AT -> N AT" -> 0 is exact, 
then M®AP M®N M®N" 0 is exact. The nth left derived functor of 
M ® ( = M ® j R ) is denoted as T o r „ ( M , - ) (or T o r * n ( M , - ) ) . To obtain 
Tor„(M, AO we choose a projective resolution of Af: 0 <— N A C 0 <— • • • and form 
the chain complex M ® C = { M ® C j . Then Tor n (M, AO is the nth homology 
group Hn(M®C) of M ® C . By definition, To r 0 (M,A0 = ( M ® C 0 ) / i m ( M ® C 1 ) . 
Since M ® is right exact, M ® C 1 - » M ® C o - > M ® A / ' - > 0 is exact and hence 
M ® N = (M ® C 0 ) / im(M ® C J = Tor0(M,N). 

The isomorphism T o r 0 ( M , N) = M®AT and the long exact sequence of 
homology imply that if 0 -» A/"' AT -> A/"/; 0 is exact, then 

(34) 0 < - M ® ^ - M ® iV <- M ® AT' T o r x (M, N J < - Tor x (M, AT') < - • • • 

is exact. 
We recall that a right module M is flat if and only if the tensor functor M ® 

from the category of left modules to the category of abelian groups is exact (p. 
154). We can now give a characterization of flatness in terms of the functor 
Tor. The result is the following analogue of Theorem 6.6 on the functor Ext. 
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T H E O R E M 6.10. The following conditions on a right module M are 
equivalent: 

(1) Mis flat. 
(2) Tor n (M, N) = Ofor alln^i and all {left) modules N. 
(3) Tovx{M,N) = 0 for all N. 

Proof. (1)=>(2). If M is flat and 0 <- N <- C0 <- C1 <- • • • is a pro­
jective resolution of N, then 0 ^ M ® N ^ M ® C o < - M ( g ) C i < - ' - " is exact. 
Hence T o r n ( M , A ) = 0 for any n>l. (2)=>(3) is clear. (3)=>(1). Let 
0 i \ P - > AT-» AT"-» 0 be exact. Then the hypothesis that Tor1(M,N') = 0 
implies that 0 -> M ® N' -> M ® N M ® AT -+ 0 is exact. Hence M is flat. • 

We consider next the dependence of Tor„(M,A) on M. The argument is 
identical with that used in considering Ext". Let a be a homomorphism of the 
right module M into the right module M' and as before let 
0<— N^C0 <—Ci <— • • • be a projective resolution for the left module N. Then 
we have the commutative diagram 

0 < - M ®N+-M ®C0^~M ® C 1 < — • • 
(35) i i j 

0 < - M ' ®N+-M' ® C 0 < - M ' ® Ct <-• • • 

where the vertical maps are a ® l N , a ® l C o , a ® l C l , etc. Hence we have a 
homomorphism of the complex {M®Ct} into the complex {M'®C £ } and a 
corresponding homomorphism of the homology groups Tor n (M,A0 into 
Tor„(M',A0- I n this way we obtain a functor Tor,7( — ,N) from mod-R, the 
category of right modules for the ring R, to the category Ab that is additive 
and covariant. 

We now suppose we have a short exact sequence of right modules 
0 -> M' M M" -» 0 and as before, let C, e be a projective resolution for 
the left module A. Since the C f are projective, 0 -> M ' ® Cf -> M ® C£ -> 
M" ® Ci -> 0 is exact for every i. Consequently, by Theorem 6.1 and the 
isomorphism of Tor 0 (M, N) with M ® N we obtain the long exact sequence 
for Tor in the first variable: 

(36) 0^M"®N^M®N<-M'®N+-
T o r ^ M " , A) < - T o r ^ M , N ) <- T o r ^ M ' , N)<r----. 

Finally, we note that as in the case of Ext, we can define functors 

Tor„(M,A) using a projective resolution of the first argument M. Moreover, 

we can prove that Tor„(M, N) = Tor n (M, N). The argument is similar to that 

we gave for Ext and Ext and is left to the reader. 
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EXERCISES 

1. Determine Tor 1

z (M,N) if M and N are cyclic groups. 

2. Show that T o r ^ M , N) is a torsion group for any abelian groups M and N. 

6.9 C O H O M O L O G Y OF G R O U P S 

In the remainder of this chapter we shall consider some of the most important 
special cases of homological algebra together with their applications to 
classical problems, some of which provided the impetus to the development of 
the abstract theory. 

We begin with the cohomology of groups and we shall first give the original 
definition of the cohomology groups of a group, which, unlike the definition of 
the derived functors, is quite concrete. For our purpose we require the concept 
of a G-module, which is closely related to a basic notion of representation 
theory of groups. If G is a group, we define a G-module A to be an abelian 
group (written additively) on which G acts as endomorphisms. This means 
that we have a map 

(37) (g,x)<->gx 

of G x A into A such that 

g(x + y) = gx + gy 

(38) (0i02)* = QiiQix) 

lx = x 

for 0,01,02 £ G, x,y G A. As in representation theory, we can transform this to a 
more familiar concept by introducing the group ring Z[G] , which is the free Z-
module with G as base and in which multiplication is defined by 

(39) £.«9g)(LPl,h) = '£«gphgh 

where 0Lg,pheZ. Then if A is a G-module, A becomes a Z[G]-module if we 
define 

(40) (£agg)x = ^(gx). 

The verification is immediate and is left to the reader. Conversely, if A is a 
Z[G]-module, then A becomes a G-module if we define gx as (lg)x. 

A special case of a G-module is obtained by taking A to be any abelian 
group and defining gx = x for all geG, xeA. This action of G is called the 
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trivial action. Another example of a G-module is the regular G-module 
A = G[Z] in which the action is h&oigg) = Y,^ghg. 

Now let A be a G-module. For any n = 0 , 1 , 2 , 3 , . . . , let Cn(G, A) denote the 
set of functions of n variables in G into the module A. Thus if n > 0, then 
C"(G, A) is the set of maps of G x G x • • • x G into A and if n = 0, a map is just 
an element of A. Cn(G,A) is an abelian group with the usual definitions of 
addition and 0: If/,/ ' e C"(G, A), then 

(/+/') (gi,--->9n)=f(9i>--->9n)+f'(9i>--->9n) 
0 ( ^ 1 , . . . , ^ ) = o. 

In the case of C°(G, ,4) = A, the group structure is that given in A. 
We now define a map 8( = Sn) of Cn(G,,4) into C n + 1(G,y4). If feCn(G,A), 

then we define 8f by 

< 5 / ( # l , - • • , # „ + ! ) = 0 l / ( 0 2 , - - - , 0 » + l ) 
n 

(41) + E (-1)if(gu--->9i-udi9i+i>--->gn+i) 

+ (-ir+1f(gi,...,gn). 

For w = 0 , / i s an element of 4̂ and 

( 4 2 ) a / f o ) = 

For n = 1 we have 

(43) 8f(g1,g2) = gj^-fig^+figt) 

and for n = 2 we have 

(44) Sf(gl9g29g3) = ^ 1 / ( ^ 2 ^ 3 ) - / f e i ^ ^ a J + Z t e i ^ ^ 3 ) - / f e i ^ i ) -

It is clear that (5 is a homomorphism of C"(G,,4) into C" + 1 ( G , ^ ) . Let Zn(G,A) 

denote its kernel and Bn+1(G,A) its image in C n + 1 (G ,^1) . It can be verified that 
S2f = 0 for every fsCn{G,A). We shall not carry out this calculation since 
the result can be derived more simply as a by-product of a result that we shall 
consider presently. From 8(5f) = 0 we can conclude that Zn(G,A) =5 Bn(G,A). 
Hence we can form the factor group Hn(G,A) = Zn(G,A)/Bn(G,A). This is 
called the nth cohomology group of G with coefficients in A. 

The foregoing definition is concrete but a bit artificial. The special cases of 
H1(G,A) and if2(G,^4) arose in studying certain natural questions in group 
theory that we shall consider in the next section. The general definition was 
suggested by these special cases and by the definition of cohomology groups of 
a simplicial complex. We shall now give another definition of Hn(G, A) that is 
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functorial in character. For this we consider Z as trivial G-module and we 
consider Extn(Z,A) for a given G-module A. We obtain a particular 
determination of this group by choosing a projective resolution 

(45) o ^ Z ^ C o ^ - C i * — • • 

of Z as trivial Z[G]-module. Then we obtain the cochain complex 

(46) 0 hom(C 0 , A) -» h o m ( C 1 ? A) • • • 

whose nth homology group is a determination of Ext"(Z, A). 
We shall now construct the particular projective resolution (45) that will 

permit us to identify Extn(Z,A) with the nth cohomology group Hn(G,A) as we 
have defined it. We put 

(47) C n = Z [ G ] ® Z " - ® z Z [ G ] . 

Since Z[G] is a free Z-module with G as base, Cn is a free Z-module with base 
go®9i ®'"' ®9m 9iG G. We have an action of G on Cn defined by 

(48) g(x0® •• • ® x n ) = gx0®x±® •' • ®*„, 

which makes C„ a Z[G]-module. This is Z[G]-free with base 

(49) (gi,..-,gn) = ® - - - ® # „ , ^ e G . 

We now define a Z[G]-homomorphism d„ of C„ into Cn_1 by its action on the 
base {(#! , . . . ,#„)}: 

n-l 

(5°) + £ (-1)i(gi>---,gi-i>gigi+ugi+2,--',gn) 
i 

+ ( - 1 ) % ! , . . . , ^ ) 

where it is understood that for n = 1 we have di(#i) = g± — l e C 0 = Z[G]. 
Also we define a Z[G]-homomorphism e of C 0 into Z by e(l) = 1. Then 
e(g) = s(gl) = gl = 1 and s(£agg) = J]ocg. We proceed to show that 
0 « — Z^-C 0 <A(^ 1 • • i s a projective resolution of Z. Since the Q are free 
Z[G]-modules, projectivity is clear. It remains to prove the exactness of the 
indicated sequence of Z[G]-homomorphisms. This will be done by defining a 
sequence of contracting homomorphisms: 
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By this we mean that the st are group homomorphisms such that 

es_! = l z , < i 1 5 0 + 5 _ 1 a = 1 C q , 

4 + A + ^ - l ^ = lCn, n ^ l . 

We observe that {1} is a Z-base for Z, G is a Z-base for C 0 = Z [ G ] , and 
{ 0 o ( # i > - = 0 o ® 0 i ® • • • ® 0 j 0 f e G } is a Z-base for Cn, n ^ l . Hence we 
have unique group homomorphisms s_x: Z C 0 , s „ : Cn_1 -» C„ such that 

^ 5 _ i l = l, 5 o 0 o = (0oX 

S„ 0 O ( # 1 > - = (90>Qu-'-,9n)> n > 0 -

If n > 0, we have 

dn+iSn9o(gi>-->9n) = dn + 1(g0,gl9...,gn) 
n-1 

= 9o(9l,--->9n)+ Z ( - 1 ) i + 1 f e o 5 - - - ^ f ^ i + l 5 - - - ^ n ) 

+ ( - i ) B + 1 t o 0 > - . ^ » - i ) 

Sn-ldn9o{9l,---,9n) = S „ - i 0 r A ( 0 i , . . . , 0 n ) 

n - 1 

= Sn-l9o9l(9l>-->9n) + Z ( - 1 ) ^ _ 1 0 o ( 0 1 , . . . ? 0 ^ + 1 , . . . , 0 n ) 
1 

+ ( - l ) X - 1 0 O ^ l ? - - - ^ n - l ) 

n - 1 

= (9o9~i,92>--->9n) + Z (-1Y(9o,9w-,9i9i + u--',9n) 
I 

+ ( - l ) N ( 0 O > # l > - - - > # n - l ) ' 

Hence dn + 1 s n g 0 ( g l 9 . . . ^ J + ^ - ^ o t e i , • • • , 0 * ) = 0o(#i,• • • T h i s shows 
that the third equation in (51) holds. Similarly, one verifies the other two 
equations in (51). 

We can now show that the Z[G]-homomorphisms s, dn satisfy sdx = 0, 
dndn + 1 = 0, n ^ l . By (49), Cx is free with base { ( 0 ) = l®g\geG). Since 
sd1(g) = s(g — 1) = 1 — 1 = 0 , the first equality holds. Thus if we put e = d0, 
then we have dndn + i = 0 for n = 0. We note also that snCn for n > 0 contains 
the set of generators {(go,g1,..',gn)} f ° r C« + i as Z[G]-module. Hence it 
suffices to show that dndn + 1sn = 0 if n > 0, and we may assume dn_xdn = 0. 
Then 

dndn + isn = d „ ( l - 5 n _ 1 d w ) = d „ - ( l - 5 n _ 2 d „ _ i ) d n = s n _ 2 d n _ 1 d B = 0. 

We can regard (45) as a Z-complex and the sequence of maps s . ^ S o , ^ , . . . 

as a homotopy between the chain homomorphism of this complex into itself 
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that is the identity on every Cx•with the chain homomorphism that is 0 on 
every Ct. Then these chain homomorphisms define the same homomorphisms 
of the homology groups. It follows that the homology groups of the Z-complex 
(45) are all 0. This means that (45) is exact and hence we have proved 

T H E O R E M 6.11. Let Cn = Z[G}®"-• ®Z[G] , n ^ 0, and let e : C D Z be 
the I]_G~\-homomorphism such that e l -="l , dn:Cn->Cn_u the Z[G]-
homomorphism such that (50) holds. Then C = {Cn}, and e constitutes a free 
resolution for Z regarded as trivial G-module. 

To calculate Ext n(Z ,^4) for any Z[G]-module we can use the resolution C,e. 
Then Ext"(Z, A) is the nth homology group of the complex 

(53) 0 -> hom(C 0 , A) -> h o m ( C l 3 A) -» • • •. 

Since {{gl9...9gn)\gteG} is a Z[G]-base for Cn, we have a bijection of 
hom(C„,,4) with the set Cn(G,A) of functions of n variables in G into A, which 
associates with any fe hom (Cn, A) its restriction to the base {(gu... ,gn)}. The 
map hom(Cn,A)-^hom(Cn + 1,A) is right multiplication by dn + 1; that is, i f / i s 
a Z [G]-homomorphism of Cn into A, then its image under hom(C„,,4)-> 
hom(C„+i ,y4) is the homomorphism x^f(dn+1x). If we take x to be the 
element (gu . . . , # „ + 1 ) of Cn + 1 , then this map is 

n 

fe1,...,^+1)^/fe1(02,...,^+1) + £ ( - i y ( 0 i 5 . . . , ^ + i , . . . , 0 „ + i ) 
i 

+ (-\r + \gu...,gn)) 

n 

= 9i(f(92>---,9n + i)) + E (-lYf(j9u---,9i9i+i>--->9n + i) 
1 

+ ( - l ) n + 1 / ( 0 1 , - . . , 0 „ ) 

= Sf(j9i>--->9n + i)-

Thus we have the following commutative diagram 

hom(C„, A) • hom(C„ + 1,A) 
(54) I i 

Cn(G,S) >Cn + 1(G,A) 
3 

where the vertical arrows are group isomorphisms. Since the product of 
hom(Cn^uA) hom(Cn,A) and hom(Cn,A)^hom(Cn + 1,A) is 0, we have 
S2 = 0. Hence 0 ^ C°(G, A) C^G, A) ^ C2(G, A) - is a cochain complex 
and this is isomorphic to the cochain complex 0—> hom(C0,^4) -» 
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hom(Cl9A)->hom(C2,A)-+---. It follows that these two complexes have 
isomorphic homology groups. We therefore have 

T H E O R E M 6.12. Bn(G,A) is a subgroup of Zn{G,A) and Hn(G, A) 
= Zn(G,A)/Bn(G,A) ^ Extn(Z,A). 

We shall now switch from the original definition of the cohomology groups 
of G with coefficients in A to the groups Ext"(Z, A). From now on we use the 
definition Ext"(Z,^4) for the nth cohomology group of G with coefficients in A. 
This definition has the advantage that it makes available the functorial results 
on Ext for the study of cohomology groups of a group. Also it offers 
considerably more flexibility since it permits us to replace the resolution of Z 
that we have used by others. Some instances of this will be given in the 
exercises. 

We shall now look at the cohomology group Hn(G,A) for n = 0,1,2. We 
prove first 

T H E O R E M 6.13. H°(G,A) = AG, the subgroup of A of elements x satisfying 
gx = x, g e G. 

Proof We recall that Ext°(M, N) ^ hom(M, N). Hence H°(G,A)^ 
homZ|-Gj(Z,y4), the group of Z[G]-module homomorphisms of Z into A. 
If rj is such a homomorphism, rj is determined by n(l) and if n(l) = 
xeA, then x = n(l) = n(gl) = grj(l) = gx, geG. Conversely, if xeA satisfies 
gx = x, geG, then the map n such that n(n) = nx is a Z[G]-homo­
morphism of Z into A. It follows that hom(Z, A) is isomorphic (under 
n ~>w(l))to AG. • 

We remark that this proposition can also be proved easily by using the 
definitions of Z°(G,A), B°(G,A), and Z°(G9A)/B°(G9A). We leave it to the 
reader to carry out such a proof. 

If A is a G-module, a map / of G into A is called a crossed homomorphism 
of G into A if 

( 5 5 ) f(gh) = gf(h)+f(g), g,heG. 

If xeA, then the m a p / defined by 

(56 ) f(g) = gx-x 

is a crossed homomorphism of G into A since 

gf(h)+f(g) = g{hx-x) + gx-x = ghx-x =f(gh). 
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A crossed homomorphism defined by (56) is called principal. It is clear that the 
crossed homomorphisms form an abelian group under addition of maps and 
that the principal ones form a subgroup. Comparison with (42) and (43) shows 
that the first of these groups is Z1(G,A) and the second is BX(G, A). Hence the 
factor group is (isomorphic to) the first cohomology group of G with 
coefficients in A. 

We have encountered crossed homomorphisms in Galois theory in 
considering Speiser's equations and their additive analogue (BAI, pp. 2 9 7 -
299). We recall these results, the first of which constituted a generalization 
of Hilbert's Satz 90. Let £ be a finite dimensional Galois extension field of the 
field F, G the Galois group of E/F, so G is finite and |G| = \E\F~]. We have the 
natural actions of G on the additive group E of E and on the multiplicative 
group £ * of non-zero elements of E. If we consider the additive group of E as 
G-module, then a crossed homomorphism is a map / of G into E such that 

/(dn) =f(d) + gf M- Theorem 4.32 of BAI (p. 297) states that any such crossed 
homomorphism is principal. Thus we have the result H1(G,E) = 0: The first 
cohomology group of the Galois group G of E/F with coefficients in E is 0. 
Now consider the action of G on E*. Since the composition in £ * is 
multiplication, a crossed homomorphism of G into £* is a map / of G into £* 
such that 

(57) f[gh) = (gf(h))f(g). 

These are Speiser's equations as given in (75), p. 297 of BAI. Speiser's 
theorem is that such a n / i s principal, that is, it has the fo rm/ (g ) = (gu)u~x for 
some ueE*. Thus Speiser's theorem is the homological result that 
H1(G,E^) = 1 (using multiplicative notation). 

If G is a group and A is an abelian group written multiplicatively on which 
G acts by automorphisms, then the group C2(G,A) is the group of functions of 
two variables in G to A with multiplication as composition. Z2(G,A) is the 
subgroup o f / e C2(G,A) such that 

(58) f(g,h)f(gh,k) = (gf(h,k))f(g,hk), g,h,keG. 

This is clear from (44). Such a map is called a factor set. The subgroup 
B2(G,A) is the subgroup of maps of the form / where f(g,h) = 
u(g)gu(h)u(gh)~1 where u is a map of G into A. The group Z2(G,A)/B2(G,A) 
is the second cohomology group of G with coefficients in A. We shall give an 
interpretation of this group in the next section. 

We shall conclude this section by proving the following result on 
cohomology groups of finite groups. 

T H E O R E M 6.14. / / G is a finite group, A a G-module, then every element of 
Hn(G,A), n > 0, has finite order a divisor of\G\. 

file:///E/F~
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Proof. Let feCn(G, A) and consider the formula (41) for Sf We let gn + 1 range 
over G and sum the corresponding formulas. If we denote 

lLgeGfteu-->Gn-u9) bY "(#1, • • •, 0n-1), t h e n SlHCe ILgeof (91> • • • > 9n-U 9n9) = 
u(gl9...,gn-iX the result we obtain is 

n-1 

YJ5f(g1,...,gn,g) = gxu{g2,...,gn) + £ (-l)lu(gu...,gtgi+1,...,gn) 
g i=i 

+ ( - i r u ( 9 u - - - , g n - l ) + (-^ + 1\G\f(gu--,9n) 

= du{g1,...,gn) + {-\f^\G\f{gl,...,gn). 

Hence if 5f = 0, then \G\f(g1,...,gn)=±5u(gli...9gn)eBn{G,A). Then 
|G|Z"(G, A) c= Bn(G, A), so |G|if"(G, A) = 0, which proves the theorem. • 

An immediate consequence of this result is the 

COROLLARY. Let G be a finite group, A a finite G-module such that 
(|G|, \A\) = 1. Then Hn(G,A) = Ofor every n > 0. 

This is clear since \A\f = 0 for every fe Cn(G,A). 

EXERCISES 

1. Let B be a right module for Z[G]. Define the 7 i th homology group of G with 
coefficients in B , n ^ 0, as Hn(G,B) = Tor„(5,Z) where Z is regarded as a trivial 
G-module. Show that H0(G,B) = B / B G where B G is the subgroup of B generated 
by the elements xg — x, x e B . 

2. Let e be the homomorphism of Z[G] into Z defined in the text and let I = kere. 
Show that I is a free Z-module with base {g — 1 \g e G, g ^ 1}-

3. Let A and B be G-modules. Show that A®zB is a G-module with the action such 
that g(x®y) = gx0gy, 

4. Let A be a G-module and let ^4f denote the abelian group A with the trivial G-
action. Show that Z[G](x)z^ and Z[G]®z>4t are isomorphic as G-modules. 
(iJirct: Show that there is a module isomorphism of Z[G](x)z,4 onto Z[G~]®zAt 

such that x -> g®g~1x, g eG, xe A.) 

5. Use exercise 4 to prove that if A is a G-module that is Z-free, then Z[G](x)zyl is 
Z[G]-free. 

6. Let 7 = kerg, £ :Z[G] -> Z, as in the text and put F = J(x)zJ(x)z • •• ®ZI, n factors. 
Show that the short exact sequence ()->/•-> Z[G] - i Z - > 0 , where the first map is 
inclusion, yields a short exact sequence 0•-» r + 1 -> Z[G](x)zJ" 7" -> 0. Let d„ 
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be the homomorphism of Z[G](x)z/ n into Z[G](g)zJ" 1 that is the composite of 
Z [G]® 2 J" -* In and /" -» Z[G](x) z /"- 1 . Note that 

#f e G. Show that 

O ^ Z ^ Z [ G ] ^ Z [ G ] ® / ^ Z [ G ] ( x ) / 2 < - - - -

is a free resolution for Z. 

7. Let G = (g}, the cyclic group of finite order m generated by the element g. Note 
that Z [ G ] ^ Z [ t ] / ( r - l ) , t an indeterminate. Let D = g-1, N = 

• • * +0 m ~ 1 . , and let D', JV' denote multiplication by D and JV respectively in 
Z[G]. Show that 

0<_z^-Z[GT| ^ Z [ G ] ^-Z[G] £1. • • 

is a free resolution for Z. 

8. Use exercise 7 to show that if A is a G-module for the cyclic group of order 
m < oo, then 

H2"(G,^) = ^G/JV,4, W > 0 , 

H2n + 1(G,A) = (ArmAN)/DA, n ^ 0, 

where Ann^JV = {xe^4|JVx = 0}. 

6.10 EXTENSIONS OF G R O U P S 

By an extension of a group G by a group A we shall mean a short exact 
sequence 

(59) l - > A - i > E A G - » l . 

Thus i is injective, p is surjective, and ker p = zA Hence <i £ . If 
1 - > ^ 4 ^ » £ ' ^ » G - * 1 is a second extension of G by A, then we say that this is 
equivalent to (59) if there exists a homomorphism h:E Ef such that 

is commutative. It follows easily, as for modules (p. 348), that in this case h is 
an isomorphism. 
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We restrict our attention to extensions of a group G by an abelian group. 
With such an extension, we can associate an action of G on A by 
automorphisms and an element of the cohomology group H2(G,A) where A is 
regarded as G-module by the action we shall define. It will be helpful in these 
considerations to denote the elements of G by small Greek letters and those of 
A and E by small Latin letters. 

We first define the action of G on A. Let aeG, xeA. Choose an element 
seE such that ps = a and consider the element s(ix)s~1. Since iA<z E, 
5 ( i x ) 5 _ 1 si A and since i is injective, we have a unique element ye A such that 
s(ix)s~1 = iy. To obtain y we made a choice of an element seE such that 
ps = a. Let s' be a second element such that ps' = a. Then p(s's~1) = 1 and 
hence s's~1 = ia, aeA, and s' = (ia)s. Since iA is abelian, we have 
s'(ix)s'~l = (ia)s(ix)s~1(ia)~1 = s (zx)s _ 1 . Thus the element y is independent of 
the choice of 5 and hence we can put ax = y. Our definition is 

(61) crx = y where ps = a, s(ix)s~1 = iy. 

It is straightforward to verify that the definition of ax gives an action of G 
on A by automorphisms: (a,a2)x = a1(a2x), lx = x, a(xy) = (ax)(ay). 
Except for the fact that A is written multiplicatively, we have defined a G-
module structure on A. We shall now call this a G-module even though we 
retain the multiplicative notation in A. 

Our next step is to choose for each aeG an element saeE such that psa = a. 
Thus we have a map s: G -» E, a ~> such that ps^ = CT for all a (or ps = 1G). 

Let a,xeG and consider the element s ^ s " 1 of £. Applying p to this 
element gives 1. Hence there is a unique element kaxeA such that 
SosTs~x = iK,r or 

(62) sasT = {iK>T)sar. 

If p e G also, then 

SpOvA) = sp(ifcff>T)sffT = sp{ikfftT)s-1spsar = iipKJSpS^ 

= i(pka,T)i(kPi(TT)sP(TT = i(p(KtT)kPt„)sp(TT. 

Similarly, (spsff)sT = i(kPj(Tkp(T)T)sp(TT. Hence, the associative law in E implies that 

( 6 3 ) kP,*kpo,T = (pK^kp,^. 

These relations show that the map k.GxG^ A such that (a, T) ~» fcff>r is an 
element of Z2(G,A) as defined in the classical definition of H2(G,A) given at 
the beginning of section 6.9. 
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We now consider the alteration in fc that results from changing the map s 
to a second one s' satisfying ps' = 1 G . Then for any aeG, p(s'(Ts~1) = 
(ps'f f)(psf f)~1 = aa~1 = 1. Hence there exists a unique wa e A such that s ^ s " 1 = 
iuG or s'ff = {iu^sa. Thus we have a map u:a ~>uaof G into A such that 

(64) 5^ = (iua)sff9 aeG. 

Conversely, if u is any map of G into A, then 5' defined by (64) satisfies 
ps' = 1 G . By (64), we have s'as'x = (iua)sa(iux)sx = i(ua(aux))sasx 

= i{ua(aux)kG>x)s(JX = i(ua(aux)k(JiXu~x

1)s'(Jx. Hence k is replaced by k! where 

(65) k'a>x = u^au^u'1^. 

This shows that k! and k determine the same element of H2(G,A). Hence the 
extension determines a unique element of H2 (G, A). 

It follows directly from the definitions that if the extensions 
A G ^ l and 1->A^+E'^+G-+1 are equivalent, then they 

determine the same module action of G on A and the same element of 
H2(G,A). To prove the converse we shall show that the multiplication in E is 
determined by the action of G on A and the map fc. Let eeE and put 
a = peeG, f = e(s a)~1. Then pf = peipsj'1 = aa'1 = 1. Hence / = ix for a 
uniquely determined element xeA. Then we have the factorization 

(66) e = (ix)sa, xeA, aeG. 

It is clear that the elements xeA, and aeG are uniquely determined by the 
given element e. Now let (iy)sr, where ye A and x e G, be a second element of E. 
Then 

(67) (zxK(z>K - z(*(<rj>)KsT = i{x(ay)ka^sGX. 

Now suppose the extensions l ^ i i £ 4 G - ^ l and l^A^E'^G-^l 
determine the same module structure and the same element of H2(G,A). Then 
we can choose maps s and 5' of G into E and E' respectively such that ps = 1 G , 
pV = 1 G and for any a,xeG we have 5 ( T 5 R = (ikax)sax, s'as'x = (ifkax)s'(TX. Then we 
have (67) and (i'x)s/

a(ify)s'x = i'(x{ay)kax)s'ox. It follows that the map h: 
(ix) (sa) ~»(i'x) (s'a) is a homomorphism of E into £ ' so that (60) is 
commutative. Hence the extensions are equivalent. 

We shall now state the following basic 

T H E O R E M 6.15. Two extensions of G by an abelian group A are equivalent if 
and only if they determine the same action of G on A and the same element of 
H2(G,A). Let G be a group, A a G-module, and let M denote the set of 
extensions of G by A having a given G-module A as associated module. Then we 
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have a 1-1 correspondence between the set of equivalence classes of extensions of 
G by A contained in M with the elements ofH2(G, A). 

Proof The first statement has been proved. To prove the second, it suffices to 
show that given a G-module A and a map k of G x G into A satisfying (63.) 
there exists an extension 1-^A^E^G-^l whose associated action of G on 
A is the given one and whose element of H2(G, A) is the one determined by k. 
We put E = AxG, the set of pairs (x,a), xeA, aeG, and we define a 
multiplication in E by 

(68) (x, CT) (y, x) = (x(ay)k(TiT, ax). 

Then it is immediate from (63) that this multiplication is associative. If we put 
p = a = 1 in (61), we obtain k x l k l x = k l r k l T . Hence klT = k l v Then 

so 1 = (k±\, 1) is a left unit in E. To prove that E is a group with 1 as unit, it 
suffices to show that any element (x, a) of E has a left inverse relative to 1 
(BAI, p. 36, exercise 10). This follows from 

(fcr.î Aff

flr"1^"1^"1)(^^>= (fcr.i^A^"1^"1)^"1^-^^!) = (fcr,i,i>-
Hence £ is a group: Let i: x ^ (xk^l, 1), p:(x,a) ^ a. Then i is a 
homomorphism of A into £ and p is a homomorphism of E into G. It is clear 
that i is injective and p is surjective. Moreover, iA = ker p. Hence 
l - > ^ . - > £ - ^ G - > l is an extension of G by A To determine the module 
action of G on A determined by this extension, we note that p(l,o) = a so 
we must calculate (1, a)ix(l, a)'1 = (l,a)(xki},l)(l,a)~1 = (l,<7)(xfcr,i, 1) 
( ^ " j t l f f ^ " 1 ) ? We have seen that k1>p = k l t l and if we put a = x = 1 in 
(63), we obtain fcp,ifcp,i = {pki3i)kPii. Hence kPi\ = pfci.i. Now put a = p~x, 
x = p in (63). This gives kPtP-^kitP= (pkp-^)kPti9 so kPiP-^kltl = (pkp-\p)kpA. 
Thus we have 

( 6 9 ) FEI,P = ^ 1 , 1 , fcP,I = M U ,
 kp,P-lh,i = (pkp~\p)kpA. 

Now (l,cr) (/C["Jx,l) = ((o-fc^J)C7XFEFF)1,(7) = (crx,cr) and 

( c r x , ^ ^ ^ ; - 1 ^ ^ - 1 ) = ( ( a x ) 4 u ) _ 1 4 f f - > J " 1 * . . . - ! , ! ) 

^((^^^^^^^^^^.-^^^((^rj,!) 
(by (69)). Hence the module action is the given one. Now let 5 be the map 
a~> (1,CT), so ps = 1G. We have (1,CT)(1,T) = (fcA>T,<NR) = ( /CFJ /C^ , 1) (1, C-T), so 
5 f f 5 T = {ikox)sax. Hence the element of H2(G,A) associated with this extension is 
that determined by k. This completes the proof. • 
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The foregoing result in a slightly different form is classical. It was proved by 
Schreier, who first considered the problem of extensions as the problem of 
describing all of the groups that have a given normal subgroup A (not 
necessarily commutative) with given factor group G. 

An extension (59) is said to be split if there exists a group homomorphism 
s:G ->E such that ps = 1 G . Then (sa) (sx) = sax for any a,xeG and hence kQX 

determined by (62) is 1. Thus the element of H2(G,A) associated with a split 
extension is 1. Conversely, if this is the case, then we have a map s : G - > £ 
satisfying ps = 1G for which the kGX are all 1, which means that s is a 
homomorphism. Thus the split extensions are those for which the associated 
element of H2(G,A) is 1. Evidently this implies that H2(G,A) = 1 if and only if 
all extensions of G by A with the given G-module structure on A split. By the 
corollary to Theorem 6.14 (p. 361), this is the case if G and A are finite and 
(|G|,|A|) = 1. 

If A o E and E/A = G for arbitrary (not necessarily abelian) A, then we 
have the extension 1 ̂  /I A £ A G -> 1 where z is the injection of A in E and p 
is the natural homomorphism of E onto G. It is readily seen from the 
definition that this extension splits if and only if there exists a subgroup S of E 
such that E = SA, S n A = 1. In this case E is said to be the semi-direct product 
of S and A. The result just indicated is that if A is abelian and A and G are 
finite with (\A\, |G|) = 1, then E = SA and S n A = 1 for a subgroup S of E. 
This result, which was obtained by homological methods, can be sup­
plemented by a little group theory to prove the following theorem due to H. 
Zassenhaus. 

T H E O R E M 6.16. Let E be a finite group, A a normal subgroup of E such that 
(\A\, \E/A\) =- 1. Then E is a semi-direct product of A and a subgroup S. 

Proof Let \A\ = m, \E/A\ = n. It suffices to show that there exists a subgroup 
S such that \S\ = n. For, if S is such a subgroup, then S n A is a subgroup 
whose order divides \S\ = n and \A\ = m. Then S n A = 1. Also since A^E, 
SA is a subgroup whose order is a multiple of |5| and \A\ and so is a multiple of 
mn = \E\. Let p be a prime divisor of m and let if be a Sylow p-subgroup of A. 
Then if is also a Sylow p-subgroup of E. The set Syl p of Sylow p-subgroups of 
E is {gHg~1\g e E] (BAI, p. 80), Since A^ E this is also the set of Sylow p-
subgroups of A. Hence if N is the normalizer of if in E then |Sylp| = [F:AT] = 
\_A:N n A~\. Thus 

|£|/|JV| = W/|AT n 4 
and hence 

n=[E\A~\ = |£ | / |4 | = IM/IAf n 4 | = [N\N n 4 ] . 

On the other hand, \N n so (\N n A|, |iV/iV n 4|) = 1. If |AT| < \E\ we 
can use induction on order to conclude that N and hence E contains a subgroup 
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of order n. Now suppose \N\ = \E\. Then N = E and H <3 £ . The center Z of if 
is non-trivial (BAI, p. 76). Since Z is a characteristic subgroup of if, Z<3 E and 
i / Z < E/Z. Since (E/Z)/(A/Z) ^ we can apply induction to conclude that 
E/Z contains a subgroup L / Z of order n. Since Z is abelian and |Z| is a power 
of p, the result we established by homology implies that L contains a subgroup 
S of order n. This completes the proof. • 

EXERCISES 

1. Let 1 A -4 £ -4 G 1 be an extension of G by the abelian group A and let if 
be the set of equivalences h of this extension: the automorphisms of E that make 

E 

commutative. Show that if is a subgroup of Aut£ that contains the inner 
automorphisms by the elements of iA. Show that the latter set is a normal 
subgroup J of if and H/J ^ H\G,A). 

2. (Schreier, Eilenberg and MacLane.) Let l - ^ A E - ^ G - ^ l b e a n extension of G 
by the group A (not necessarily abelian) and let Z be the center of A. Let s be a 
map cr ~> 5CT of G into £ such that psa = a and let (p(sa) be the automorphism 
x ~» j ; of 4̂ such that sff(ix)5~1 = iy. Show that if s' is a second map of G into £ 
satisfying ps^ = a,aeG, then <p(s^)e(Inaut;4)<p(sff) and (p(s'a)\Z = <p(sff)|Z. Show 
that :<T (Inaut A)(j9(sff) is a homomorphism of G into kut A/lmiuX A and 
<rc = <p(sa)c,ceZ, defines an action of G on Z by automorphisms. 

Show that if <J,TEG, then sasT = i(fcff>T)sffT where kax is a uniquely determined 
element of A. Show that if we put cp(a) = <p(sa), then 

(70) (p{<T)(p(z) = h.M^ 

where Ikax is the inner automorphism x ~> k(T}Txk~z

1 in A. Show that 

(71) kp,akpa,x = (^)feff,t)fep,ar 

and 

(72) <?(!) = f/<M-

Conversely, suppose G and A are groups and is a map of G x G into A and <p 
a map of G into Aut^4 such that (70)-(72) hold. Let E = AxG and define a 
product in E by 

(73) (X,(7)0>,T) = (x(cp(ff)y)kat„ffx) 
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Show that £ is a group with unit (/cj~j, 1) and that if i is the map x (x/q,i, 1) 
and p is the map (x, a) ^ a, then l - » ^ 4 - ^ £ - 4 G - > - l i s a n extension of G by A. 

Let l - > , 4 - + £ - ^ G - > l and l - > ^ 4 - ^ £ ' ^ G - ^ l b e extensions of G by A such 
that the associated homomorphisms of G into Aut ,4/Inaut A and hence the 
associated actions of G on Z are the same, Show that the maps 5 and 5' (for G to 
E) can be chosen so that cp(sc) = cp'(s'a) (cp' defined analogously to cp). Let k'a%x be 
defined by s'as'x = i'iKJs'^ and put / ( < 7 , T ) = KjXk~x. Show that / (a , T) e Z and 
/ : (o-, T) ^ / ( c , T) is a 2-cocycle for G with values in Z (where the action of G is as 
defined before). Use this to establish a 1-1 correspondence between the set of 
equivalence classes of extensions of G by A, all having a fixed associated 
homomorphism of G into Aut ,4/Inaut ,4 with H2{G,Z). 

3. Let G be finite and let # 2 (G,C*) be the second cohomology group of G with 
coefficients in the multiplicative group C* of non-zero elements of C where the 
action of G on C* is trivial. The group # 2 (G,C*) is called the Schur multiplier of 
G. Use Theorem 6.14 to show that if [7] is any element of H2(G, C*), then the 
representative cocycle y can be chosen to have values that are nth roots of unity, 
n = \G\. Hence conclude that H2(G, C*) is a finite group. 

4. Let p be a projective representation of a group G. By definition, p is a 
homomorphism of G into the projective linear group PGL(V) of a finite 
dimensional vector space V/F (exercise 4, p. 256). As in the exercise cited, for 
each geG, let p(g) denote a representative of the coset p(g)ePGL(V), so 
u{gigi) = yg 1,92^(9i)K92) where ygug2eF*9 the multiplicative group of F. Show that 
J'-idi^Qi) ^ ygug2 *s a 2-cocycle of G with coefficients in F* where the action of G on F* 
is trivial. Show that if we make a second choice of representatives p'(g)e GL(V) for the 
p(g),geG, then the resulting 2-cocycle / determines the same element of H2 (G, i7*) as 
y. Hence show that we can associate with p a unique element [y] of H2(G, F*). Note 
that if [y] = l,thenwemaytakey9 l ) 3 2 = l,gte G. Then we have ̂ ^ 2 ) = p(g1)p{g2), 
so p is essentially an ordinary representation. In this case we shall say that p splits. 

5. Let the notations be as in the last exercise and let A be a subgroup of F* 
containing the ygu92 for a particular choice of the cocycle y. Construct the 
extension E of G by A corresponding to y as in the text. Write the elements of E 
as (g,a) geG, aeA. Then (g^a,) (g2,a2) = {g1g2,ygug2a1a2). Note that 
iA = {(l,a)} is contained in the center of E. Show that jl{g,a) = ap(g) defines a 
representation of E acting on V such that p(g, 1) = p(g). 

6. Let E be an extension of G by A such that iA cz Z(G), the center of E. Let p be a 
representation of E acting on a finite dimensional vector space over an 
algebraically closed field F. For geG define p(g) to be the element of PGL(V) 
having representative p(g, l)eL(V). Show that p is a projective representation of 
G. 

Note: The preceding exercises 3-6 give a slight indication of a rich connection 
between the Schur multiplier and projective representations of a finite group. This was 
developed in three papers by Schur. The reader may consult Huppert's Endliche 
Gruppen, Springer-Verlag, Berlin-Heidelberg-New York, 1967, pp. 628-641 for an 
account of Schur's theory, with references. 
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6.1.1 C O H O M O L O G Y O F A L G E B R A S 

The definitions of homology and cohomology modules for an (associative) 
algebra, which are due to Hochschild, are based on the concept of a bimodule 
for an algebra. Let A be an algebra over a commutative ring K. We have 
defined a (left) module M for A (as K-algebra) to be an abelian group written 
additively that is both a K-module and an ^.-module in the usual ring sense 
such that k(ax) = (ka)x = a(kx), keK, aeA, xeM (p. 211). One has a similar 
definition for a right (algebra) ,4-module M : M is a K-module, a right bi­
module in the usual sense such that k(xa) = (kx)a = x(ka), keK, aeA, xeM. 
Now let A and B be algebras over K. Then we define an (algebra) A-B-
bimodule M to be a left A -module and a right ^-module such that the K-
module structures given by A and by B are the same and (ax)b = a(xb), aeA, 
beB,xeM. 

There is a simple device for reducing the study of /1-5-bimodules to that of 
modules for another algebra. Let Bop be the opposite algebra of B and form 
the algebra A®Bop where ® stands for ® K . Let M be an v4-£-bimodule, x an 
element of M. Then we have the map of A x B into M sending (a, b) ~> axb e M. 
This is K-bilinear, so we have a K-linear map of A®B into M such that 
Y.a<i®bi - r E ^ x ^ - The main point of this is that for a given J^Jai®bieA®Bop 

and a given x e M we have a well-defined product CLai®bt)x — Y,aiXbteM. 
Direct verification shows that this renders M an algebra y4(x)jBop-module. 
Conversely, if M is given as an / l ® £ o p - m o d u l e , then ax = (a®\)x, 
xb = (l®b)x, kx = kx for aeA, beB, keK, make M an (algebra)/!-B-
bimodule. It is clear from this that we can pass freely from the point of view of 
/1-jB-bimodules to that of yl(x)5o p-modules and conversely. 

If M and N are modules for the algebra A, a homomorphism rj of M into N 
is a homomorphism of abelian groups satisfying rj(kx) = k(rjx), rj(ax) = a(rjx), 
keK, aeA. Since kx = (kl)x, the first of these conditions is superfluous, so the 
notion coincides with that of homomorphisms of M into N in the sense of 
modules for the ring A. On the other hand, it is natural to endow homA(M,N) 
with a K-module structure rather than just the abelian group structure we 
have considered hitherto. This is done by defining kn, keK, rjehom(M,N) by 
(kn)x = k(rjx). It is clear that in this way hom(M,A0 becomes a X-module. 
Similarly, if M is a right A -module and N is a left A -module for the algebra A, 
then M®AN is a K-module. In place of the usual functors hom / 1 (M, —), 
homA( — ,N), ®AN, etc., to the category of abelian groups, we now have 
functors to K-modules. Moreover, these are not only additive but also K-
linear in the sense that the maps between the iC-modules involved in the 
definitions are K-homomorphisms. Similar remarks apply to the derived 
functors. All of this is quite obvious and would be tedious to spell out in detail. 
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We shall therefore say nothing more about it and shall replace abelian groups 
by modules in what follows when it is appropriate to do so. 

We now consider a single algebra A and the category of A A b i m o d u l e s 
(homomorphisms = A ^homomorph i sms ) . Equivalently we have the cate­
gory of A® K-4 o p -modules. We shall now write Ae for A ® Aop. Evidently A 
itself is an v4-^4-bimodule relative to the left and right multiplications in A . 
Thus A is an A-modu le in which we have 

(74) {YJai®bi)x = Yaixbi 

for ah XGA, b^A0*. Evidently A is cyclic as A-modu le with 1 as generator. 
Hence we have an A-homomorphism 

(75) e:5>i<8>&*~> (Z^®^-)1 = Z^&i 

of Ae onto A. 
We are now ready to define the homology and cohomology modules of an 

algebra A. Let M be an y4-v4-bimodule ( = A-module) . Then we define the nth 
cohomology module Hn(A,M) of A with coefficients in M as Extn

Ae(A,M) and the 
nth homology module Hn(A,M) of A with coefficients in M as Tor;f (^4,M). In 
both cases A is regarded as A-module in the manner defined above. 

We now assume that A is i£-free (projective would suffice). We shall define a 
free resolution of A as A-modu le such that the determination of Hn(A, M) by 
this resolution can be identified with the original definition of Hn(A,M) as 
given by Hochschild for algebras over fields. Let X0 = A®KA, 
Xx = A ®KA ®KA and, in general, Xn = A ®K ® • • • ®KA with n + 2 factors. If 
M and N are A A b i m o d u l e s , then M®KN is an v4-v4-bimodule in which 
a(x®y) = ax®y, (x®y)a = x®ya, aeA,xeM,yeN (Proposition 3.6, p. 135). 
It follows that Xn is an ^4-^4-bimodule in which 

a(x0® ••• ®xn + 1) = ax0®x1®-- - ®xn+1 

(x0® ••• ®xn + 1)a = x0® ••• ®xn®xn + 1a. 

It is clear from the definitions that X0 = A®KA ^ Ae, X1 = A®KA®KA 
~ Ae ® A and for n > 1, Xn ^ Ae ® Xn_2

 a s A-modules . The isomorphism 
Ae ® Xn_2 -> Xn maps (a ® b) ® x ~> a ® x ® b, x e l n _ 2 . Since A is X-free, 
the Xn are K-free. It follows that X0 ~ A\ Xx^Ae®A and Xn =Ae®Xn-2 

are A-free. 
It is clear from the usual argument with tensor products that we have a 

unique K-homomorphism dn of Xn into Xn_x such that 

n 

(77) dn(x0 ®"'®xn + 1) = £ ( - 1 ) % ®---® xtxi+1 ®"-®xn+1. 
o 
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It is clear from the definition of the left and right /4-actions that this is an A-A-
bimodule, hence, /4 e -homomorphism of X„ into Xn_v Together with the 
augmentation s:X0-+ AWQ have the sequence of / l e -homomorphisms 

(78) 0^-A^Xo^X,^-"'. 

We shall show that this is exact, which will prove that (78) is a free resolution 
of A as yle-module. We obtain a proof of exactness in a manner similar to that 
given for the complex employed in the group case (p. 357). We define a 
contracting homomorphism 

(79) A'^tXo^X^-, 

that is, a sequence of K-homomorphisms st such that 

(80) es^1 = lA, diSo + S-ifi = 1*0, dn+1sn + sn^xdn= lXn, n^l. 

We define sn,n^ — 1, to be the K-homomorphism such that 

(81) 5 n ( x 0 ® ••• ® x n + 1 ) = l (x )x 0 ® ®x„ + 1 . 

Then it follows directly from the definition that (80) holds. As in the group 
case (p. 358), this implies that (78) is exact and hence this is a free resolution of 
A with e as augmentation. 

For a given /l-zl-bimodule M we now have the cochain complex 

(82) 0 homAe(X0, M) \iomAe(Xu M) -> • • • 

whose cohomology groups are the cohomology groups of A with coefficients 
in M. Now we have the sequence of isomorphisms h o m ^ e ( X n , M ) 
^ homAe{Ae® X „ _ 2 , M ) ^ homAe{Xn-2 ®Ae,M) = homK{Xn-2,homAAe,M)) 
(see p. 136) ^ hom^Xn-2, M). We can also identify homK(Xn- 2 , M) with the K-
module of ^-linear maps of A x • • • x A, n times, into M. Such a map has Ax-- - xA 
as domain and M as codomain and is a iC-homomorphism of A into M if all but one 
of the arguments is fixed. Hence the isomorphism above becomes an isomorphism 
onto the i£-moduleC"(/l, M)ofrc-linearmaps/oL4 x • • • x A into M. We now define 
f o r / e Cn(A, M), 8fe C" + 1(A, M) by 

< 5 / ( x i , . . . , x n + i ) = x 1 / ( x 2 , . . . , x n + 1 ) 

+ (~ 1)Y(X1> • - • >Xi-l,XiXi+l>Xi + 2> • • • >Xn+l) 
i=l 

+(-ir+if(xu...,xn)x„+1, 
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xt e A. Then one can check the commutativity of 

homA.{X„,M) -* homA,{X„ + 1,M) 
(84) | | 

C(A,M)^Cn + 1(A,M) 
d 

where the vertical maps are the indicated isomorphisms. It follows that 

(85) 0 -> C°(A, M) i c ^ M ) - ^ -

is a cochain complex isomorphic to (82). Hence it has the same cohomology 
groups and consequently we have the following 

T H E O R E M 6.17. Let A be an algebra over K that is K-free, M an A-A-
bimodule, Cn(A, M), n ^ 0, the K-module of n-linear maps of Ax • • • x A,n times, 
into M. ForfeCn(A,M) define SfeCn + 1(A,M) by (83). Let Zn(A,M) = ker 8 on 
Cn(A,M), Bn(A, M) = 8Cn~1{AiM). Then Bn(A, M) is a submodule ofZn(A,M) 
and Zn(A,M)/Bn(A,M) ^ Hn(A,M), the nth cohomology module of A with 
coefficients in M. 

Although some of the results we shall now indicate are valid without this 
restriction, we continue to assume that A is K-free. Following the pattern of 
our discussion of the group case, we now consider Hn(A,M) for n = 0,1,2, 
using the determination of these modules given in Theorem 6.17. 

As usual, it is understood that C°(A,M) is identified with the module M. 
Taking ueM, the definition of Su gives (5u)(x) = xu — ux, xeA. Hence 
Z°(A,M) is the submodule of M of u such that ux = xu, xeA. Since 
C - 1 ( v 4 , M ) = 0, we see that H°(A,M) is isomorphic to the submodule of M of 
u such that ux = xu, xeA. 

Next let feC1 (A,M). Then Sf(x,y) = xf (y)—f (xy)+f(x)y, x,yeA and 
3f = 0 if and only i f / i s a K-homomorphism of A into M such that 

(86) f(xy) = xf(y)+f(x)y. 

It is natural to call such an / a derivation of A into the A A b i m o d u l e M. If 
ueM,u determines the inner derivation 5u such that 

(87) (5u)(x) = xu — ux 

These form a submodule Inder(^4, M) of the module Der(v4, M) of derivations 
of A into M. The special case n = 1 of Theorem 6.17 gives the isomorphism 

(88) H\A,M) ^ Der (X,M)/ Inder (^ ,M) . 
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Now let feC2 (A,M). Then 

(3f) (x,y, z) = xf (y9 z)-f(xy9 z) + / ( x , yz)-/(x, y)z 

and 5f = 0 if and only if 

(89) xf(y9z)+f(x9yz) =f(xy,z)+f(x,y)z, 

x,y,zeA. The set offe C2(A,M) satisfying this condition constitutes Z2(A,M). 
This contains the submodule of maps Sg, geC1(A9M) and 
(Sg) (x,y) = xg(y) — g(xy) + g(x)y. The quotient of Z2(A9M) by this submodule 
is isomorphic to H2(A, M). 

The second cohomology group of an algebra in the form Z2(A, M)/B2(A9 M) 
made its first appearance in the literature in proofs by J. H. C. Whitehead and 
by Hochschild of a classical structure theorem on finite dimensional algebras 
over a field: the so-called Wedderburn principal theorem. We shall give a 
sketch of a cohomological proof of this theorem, leaving the details to be filled 
in by the reader in a sequence of exercises at the end of the chapter. 

Let A be a finite dimensional algebra over a field F, N = rad A. Then iV is a 
nilpotent ideal in A and A = A/N is semi-primitive. The Wedderburn principal 
theorem asserts that if A is separable in the sense that AE is semi-primitive for 
every extension field E/F9 then A contains a subalgebra S such that A = S+N 
and S n N = 0, that is, A = S®N as vector space over F (not as algebra direct 
sum!). 

To prove the theorem one first reduces the proof to the case in which 
N2 =. 0. This is done by introducing B = A/N2 (N2 is an ideal) whose radical 
is N/N2 and (N/N2)2 = 0. If N2 ^ 0, then the dimensionality [B :F ] < \_A:F\ 
so we may assume that the theorem holds for B. It follows easily that it holds 
also for A. 

Now assume iV2 = 0. We can choose a subspace V of A such that 
A = V@N. This is equivalent to choosing a linear map s of A into A such that 
ps = l^i for p, the canonical map x ^ x + N of A onto A. Then V = sA and s is 
injective. Any element of A can be written in one and only one way as s(a) + x, 
aeA, XGN. Since AT is an ideal and N2 = 0, we have the multiplication 

If we define ax = s(a)x9 xa = xs(a)9 then N becomes an /l-/4-bimodule. Since 

ps(a)s(b) = ps(a)ps(b) = <2&and ps(ab) = ab, we have 

where f(a, b) e N. The map / e Z2(A9 N). Replacing s by the linear map t:A^ A 

(90) (s(a) + x) (s(b) +y) = s(a)s(b) + s(a)y + xs(b). 

(91) s(a)s{b) = s(ab)+f(a,b) 
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such that pt=lz replaces / b y a cohomologous cocycle. Moreover, i f / = 0 in 
(91), then S = s(A) is a subalgebra such that A = S©A. Then Wedderburn's 
principal theorem will follow if we can prove that H2(A,N) = 0 for any 
separable algebra A and any ,4-,4-bimodule N. A proof of this is indicated in 
the following exercises. 

EXERCISES 

1. First fill in the details of the foregoing argument: the reduction to the case 
iV2 = 0, the reduction in this case to the proof of H2(A, N) = 0. 

2. Let A be a finite dimensional separable algebra over a field F. Show that there 
exists an extension field E/F such that AE = M n i (£)©M„ 2 (£)© • • • ©M„s(£). (The 
easiest way to do this is to use the algebraic closure F of F as defined in section 8.1. 
However, it can be done also without the algebraic closure.) 

3. Use exercise 2 to show that Ae = A®FAop is finite dimensional semi-simple. 

4. Show that any module for a semi-simple artinian ring is projective. 

5. Use exercises 3 and 4 to show that if A is finite dimensional separable, then A is a 
projective Ae-modu\e. Hence conclude from Theorem 6.6, p. 347, that 
H"(A, M) = 0 for any n ^ 1 and any M. (This completes the proof of the 
theorem.) 

6. (A. I. Malcev.) Let A = S(&N where N = rad ,4 and S is a separable subalgebra 
of A. Let T be a separable subalgebra of A. Show that there exists a zeN such 
that ( l - z ) T ( l - z ) - 1 aS. 

7. Let A be an arbitrary algebra and let J = ker s where e is the augmentation 
Ae -> A defined above. Show that J is the left ideal in Ae generated by the 
elements a ® 1 — 1 (x)a. 

8. Show that A is A-projective if and only if there exists an idempotent eeAe such 
that {a(g)l)e = (1(g)a)e, aeA. 

6.12 H O M O L O G I C A L D I M E N S I O N 

Let M be a (left) module for a ring JR. There is a natural way of defining 
homological dimension for M in terms of projective resolutions of M. We say 
that M has finite homological dimension if M has a projective resolution C,e for 
which C n = 0 for all sufficiently large n. In this case the smallest integer n such 
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that M has a projective resolution 

• • • 0 - + 0 ^ C n ^ - - - C o ^ M - > 0 

is called the homological dimension, h .d imM, of M. It is clear from this 
definition that M is projective if and only if h.dim M = 0. We recall that such a 
module can be characterized by the property that Ext"(M,iV) = 0 f ° r a ^ 
modules N and n ^ 1. The following result contains a generalization of this 
criterion. 

T H E O R E M 6.18. The following conditions on a module M are equivalent: 
(1) h .d imM < n. 
(2) Extn + 1 (M,N) = Ofor all modules N. 
(3) Given an exact sequence 0 —• Cn -> C n _ 1 — C 0 -> M —• 0 m which 

every Ck,k<n, is projective, then Cn is projective. 

Proof. (1)=>(2). The hypothesis is that we have a projective resolution 
• • • 0 - » 0 - > C „ C o - » M - > 0 . Then we have the complex 0 -> h o m ( C 0 , N) 
- » h o m ( C l 5 N) hom(C„, AT) -> 0 -» • • •. The cohomology groups of this 
cochain complex are the terms of the sequence Ext°(M,AT), Ex t 1 (M, AO,.. . . 
Evidently we have Ext" + 1 (M,N) = 0 and this holds for all N. 

(2) => (3). If we are given an exact sequence with the properties stated in 
(3), we obtain from it a sequence of homomorphisms 

where Dk = im(Ck -» Ck_1) for k> 0, D0 = im(C 0 -» M) = M, Ck->Dk, is 
obtained from Ck-^Ck_1 by restricting the codomain and Dk-^Ck^1 is an 
injection. Then 0 -» Dk -> Ck_1 -> Dk_i -> 0 is exact. Hence the long exact 
sequence for Ext in the first variable gives the exactness of 

E x t ^ C ^ , JV) - ExV(Dk,N) - E x f + 1 ( D , _ 1 ? 7 V ) 
^ E x t i + 1 ( C f c - 1 ? A 0 

for z = 1,2,.. . , 1 ^k ^n. Since C f c _ ! is projective, the first and last terms are 
0. Thus ExV(Dk,N) ^ Exti+1 (Dk_1,N) and hence 

E x t 1 ^ , ^ ) ^ Ext2(!>„_!, AO ^ ••• ^ Ext" + 1(D0,N). 

Assuming (2), we have Extn+1(D0,N) = 0. Hence E x t 1 ^ , AO = 0. Since 
0 Cn -+ Cn_! -* • • • is exact, Dn ^ C n . Thus E x t 1 ^ , N) = 0 for all N, which 
implies that C w is projective. 

(3)=>(1). The construction of a projective resolution for M gives at the 
( n - l ) - s t stage an exact sequence 0 < — M « - C 0 where all of the 
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Ct are projective. Let Cn = ker(C„_ 1 C„_ 2 ) . Then we have the exact 
sequence 0<—M<—C0 <— • • • <— Cn<—0. Assuming (3), we can conclude that 
Cn is projective. Then 0<— M<—C0<— C„<— 0<— O--- is a projective 
resolution, which shows that h.dim M ^ ft. • 

Remarks. The proof of the implication (1)=>(2) shows also that if 
h.dim M ^ n, then Ext k (M, N) = 0 for every k> n and every module A. In a 
similar manner the condition implies that Tor k (M, N) = 0 for all k > n and all 
N. It is clear also that if h.dim M = n, then for any k ^ n there exists a module 
N such that Extf c(M, A) # 0. 

It is clear from the fact that Ext"( —, A) is an additive functor from .R-mod to 
Ab that Ex t f c (M '©M",A) ^ Extk(M\N)®Extk(M",N). An immediate con­
sequence of this and Theorem 6.18 is that M = M'®M" has finite homological 
dimension if and only if this is the case for M' and M". Then h.dim M is the 
larger of h.dim M' and h.dim M". We now consider, more generally, relations 
between homological dimensions of terms of a short exact sequence 
0 -» M' -> M -> M " -» 0. For any module A we have the long exact sequence 

• • • -> Ext k (M", N) -+ Ext k (M, A) -> Extf c(M', A) -> Extf c + 1 (M", A) -+ • • •. 

Suppose h.dim M < ft. Then Ext / c(M, A) = 0 if fc > w and hence 
Ext k (M', A) ^ Ext k + 1 (M" , A) if k > n. Similarly, if h.dim M ' < n, then 
E x t f c + 1 (M", A) ^ Extf c + 1 (M, A) for fc > n and if h.dim M " < n, then 
Ext k (M, A) ^ Ext k (M', A) for > ft. These relations imply first that if any two 
of the three modules M, M', M" have finite homological dimension, then so 
has the third. Suppose this is the case and let h.dim M = n, h.dim M' = n', 
h.dim M" = ft". It is readily seen that the facts we have noted on the Ext's 
imply that we have one of the following possibilities: 

I. n < ri, ft". Then either n = n' = n" or n ^ ft' and ft" = ft' + 1 . 
II. ft' ^ ft", ft' < ft. Then n = ft". 

III. ft" ^ ft', ft" < ft. Then ft = ft'. 

From this it follows that if n > ft', then n" = n; if n < ft', then n" = n' + 1 ; and 
if n = ft', then n" < ft' + 1 . We state these results as 

T H E O R E M 6.19. Let 0 -> M ' M -> M " 0 6e exacr. Tfeen i/ aftj; two o/ 
h.dim M', h.dim M, h.dim M " are finite, so is the third. Moreover, we have 
h.dim M" = h.dim M i/ h.dim M' < h.dim M, h.dim M" = h.dim M ' + 1 z/ 
h.dim M < h.dim M', and h.dim M" ^ h.dim M + 1 z/ h.dim M = h.dim M'. 

The concept of homological dimension of a module leads to the definition of 
homological dimensions for a ring. We define the left {right) global dimension 
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of a ring R as sup h .d imM for the left (right) modules for R. Thus the left 
(right) global dimension of R is 0 if and only if every left (right) .R-module is 
projective. This is the case if and only if every short exact sequence of left 
(right) modules 0 -> M' -> M -> M" -> 0 splits (p. 150) and this happens if and 
only if every left (right) module for R is completely reducible. It follows that R 
has left (right) global dimension 0 if and only if R is semi-simple artinian (p. 
208). Thus R has left global dimension 0 if and only if it has right global 
dimension 0. Otherwise, there is no connection between the left and right 
global dimensions of rings in general. We shall be interested primarily in the 
case of commutative rings where, of course, there is no distinction between left 
and right modules and hence there is only one concept of global dimension. 

A (commutative) p.i.d. .R that is not a field has global dimension one. For, 
any submodule of a free jR-module is free (exercise 4, p. 155). Hence if M is any 
.R-module, then we have an exact sequence 0 ^ i £ - > F - > M ^ 0 in which F 
and K are free. Hence h.dim M < 1 for any .R-module M and the global 
dimension of ,R is ^ 1 . Moreover, it is not 0, since this would imply that R is 
semi-simple artinian and hence that R is a direct sum of a finite number of 
fields. Since R has no zero divisors # 0 , this would imply that # is a field, 
contrary to assumption. 

EXERCISE 

1. Let M be a module over a commutative ring K , L a commutative algebra over K 
that is X-free. Show that h.dimKM = h.dim L M L (h.dimKM = homological 
dimension as K-module). 

6.13 K O S Z U L ' S C O M P L E X A N D HILBERT 'S SYZYGY T H E O R E M 

We shall now consider homological properties of the ring R = F[xu... , x m ] of 
polynomials in indeterminates xt with coefficients in a field F. Our main 
objective is a theorem of Hilbert that concerns graded modules for the ring .R, 
graded in the usual way into homogeneous parts. We consider first the 
decomposition R = F © J where J is the ideal in JR of polynomials with 0 
constant term, or, equivalently, vanishing at 0. This decomposition permits us 
to define an .R-module structure on F by (a+f)b = ab for a,beF,feJ. Note 
that this module is isomorphic to R/J. An important tool for the study of the 
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homological properties of R is a certain resolution of F as K-module, which 
was first introduced by Koszul in a more general situation that is applicable to 
the study of homology of Lie algebras—see the author 's Lie Algebras, pp. 
174-185). 

Koszul's complex, which provides a resolution for F, is based on the exterior 
algebra E(M) for a free module M of rank m over R = F [ x 1 ? . . . , x m ] . We need 
to recall the definitions and elementary facts on exterior algebras that we 
obtained in Chapter 3 (p. 141). Let K be an arbitrary commutative ring, 
M a K-module, and E(M) the exterior algebra defined by M. We recall that M 
is embedded in E(M) and E(M) is graded so that E(M) = K®M®M2®-
We recall also the basic universal property of E(M), namely, x 2 = 0 for every 
xeM, and if / i s a K-homomorphism of M into an algebra A over K such 
t h a t / ( x ) 2 = 0, t h e n / c a n be extended in one and only one way to a K-algebra 
homomorphism of E(M) into A. In particular, the map x ^ — x in M has a 
unique extension to a homomorphism i of E{M) into itself and since x ~* - x 
is of period two, i2 = 1E(M)-

We shall call a K-endomorphism D of E(M) an anti-derivation if 

(92) D(ab) = (Da)b + a(Db), a = ia. 

We require the following 

L E M M A 1. Let D be a K-homomorphism of M into E(M) such that 

Then D can be extended in one and only one way to an anti-derivation of E(M). 

Proof Consider the map 

of M into the algebra A = M2(E(M)). The condition on D implies that / is a 
K-homomorphism such that / (x) 2 = 0. Hence / has a unique extension to an 
algebra homomorphism of E(M) into A. It is clear that the extension has the 
form 

(93) x(Z)x) = (Dx)x, xeM. 

aeE(M) 

where a = ia and D is a K-endomorphism of E(M) extending the given D. The 
condition/(ab) =f(a)f (b) implies that D is an anti-derivation. The uniqueness 
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of the extension follows from the following readily verified facts: 

1. The difference of two anti-derivations is an anti-derivation. 
2. The subset on which an anti-derivation is 0 is a subalgebra. 
3. M generates E(M). 

Now if Dx and D2 are anti-derivations such that DX\M = D2\M = D, then 
D1—D2 is an anti-derivation such that (D1—D2)\M = 0. Since M generates 
E(M), we have Dx ~D2 = 0 and Dx = D2. • 

A particular case in which the lemma applies is that in which D = deM*, 
the K-module of K-homomorphisms of M into K (the dual module of M). 
Since K cz E(M), d can be regarded as a ^ h o m o m o r p h i s m of M into E(M). 
Since K is contained in the center of E(M), it is clear that the condition 
(dx)x = x(dx) of the lemma is fulfilled. Hence we have the extension d that is 
an anti-derivation of E(M). Since dM cz K and d is an anti-derivation, we can 
prove by induction that dM1 c M*" 1 , z ^ 1. We prove next that if d e M * , the 
anti-derivation extension d satisfies 

L E M M A 2. d2 = 0. 

Proof. It is clear from (90) that Dl = 0 for any anti-derivation. Hence dk = 0 
for keK. Then d2M = 0 since dM cz K. We note next that dx = dx = —dx for 
xeM and if aeE(M) satisfies da = —da, then d(ax) = —d(ax) follows from 
the fact that d is an anti-derivation. It follows that da = —da for all a. This 
relation implies that d2Ml = 0, by induction on i. Hence d2 = 0. • 

We now have the chain complex 

(94) O ^ - K ^ - M ^ M V - -

determined by the element deM*. 
We shall require also a result on change of base rings for exterior algebras. 

L E M M A 3. Let M be a module over a commutative ring K, L a commutative 
algebra over K, and let E(M) be the exterior algebra over M. Then 
E(M)L = E(ML). 

Proof. Since M is a direct summand of E(M), we can identify ML with the 
subset of E(M)L of elements S^®^-, lteL, xteM cz E(M). We have x2 = 0 
and hence x^j + XjXi = (xf + x3)2 — x2 — x2 = 0 for xt,XjeM. This implies that 
(Z^®*;)2 = 0 f°r every Y,li®XieML. Let / be an L-homomorphism of ML 
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into an algebra A/L such that / ( x ) 2 = 0, xeML. Now A becomes an algebra 
over K if we define ka, keK, aeA, as (kl)a, (kleL). If xeM, then 
/ : x ^ / ( l ® x ) is a K-homomorphism of M into A/K such that / ( x ) 2 = 0. 
Hence this has an extension to a K-homomorphism / of E(M) into A/K. Then 
we have the homomorphism 1 ® / of E(M)L into (A/K)L and we have the L-
algebra homomorphism of (A/K)L into A/L such that l®a^la. Taking the 
composite we obtain an L-algebra homomorphism of E(M)L into A/L. This 
maps the element l ® x , x e M , i n t o / ( x ) = / ( l ® x ) . Hence it coincides with the 
given I - h o m o m o r p h i s m / o n ML. Thus we have obtained an extension off to 
an algebra homomorphism of E(M)L into A/L. Since M generates E(M), ML 

generates E(M)L. Hence the extension is unique. We have therefore shown that 
E(M)L has the universal property characterizing E(M)L and so we may identify 
these two algebras. • 

We now specialize K to R = F [ x l 5 . . . , x m ] where F is a field and the xt are 
indeterminates. Let V be an ra-dimensional vector space over F, (yu--->ym) a 

base for V/F, E(V) the exterior algebra determined by V. Then 
E(V) = Fl © V® • • • 0 Vm, Vm + 1 = 0, and Vr has the base of (?) elements 
J V where i1 < i2 < • • • < ir (BAI, p. 415). Let M = VR. Then by Lemma 3, 
E(M) = RI © M ® • • • © Mm where M ' has the base {yh • • • j /J over i^. Thus this 
module is free of rank (7) over R. (This can also be seen directly by using the 
same method employed in the case V/F.) Let d be the element of 
M* = homR(M,R) such that dyt = xt, 1 ^ i ^ m, and let d also denote the 
anti-derivation in E(M) extending d. Then we have the chain complex (94) and 
we wish to show that if s is the canonical homomorphism of R into F obtained 
by evaluating a polynomial at (0 , . . . , 0), then 

is a resolution of F as ^-module with s as augmentation. Since F c K c E(M) 
and E(M) is a vector space over F, we can extend e to a linear transformation e 
in E(M)/F so that e(M*) = 0,i^l. Then e£(M) = sR = F and so <fe = 0. Also 
since dE(M) cz dM+ ^ \Ml and dM is the ideal in R generated by the 
elements x( = dyh we have sdM = 0 and so sdE(M) = 0. Thus we have 

(96) sd = 0 = ds. 

Also since Z i ^ i ^ ' is a n ideal in £ (M) and e|jR is an jp-algebra 
homomorphism of R into F, we have 

(95) 

(97) e(afr) = (sa) (sb) 

for A , bsE(M). Thus e is an F-algebra homomorphism of E(M). 
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The proof that (95) is exact is similar to two other proofs of exactness that 
we have given (p. 359 and p. 373). It is based on the following 

L E M M A 4. There exists a linear transformation s in E(M)/F such that 

(98) sd + ds=l-s. 

Proof We use induction on m. If m = 1, then M = Ry and E(M) = Ri@Ry. 
Since (1, x, x 2 , . . . ) is a base for R = F[x] over F, (1, x, x 2 , . . . , y, xy, x2y,...) is a 
base for E{M)/F. We have dx1 = 0, dxly = xi + 1 , i ^ 0, and si = 1, sxi+1 = 0, 
£X

ly = 0. Let 5 be the linear transformation in E(M)/F such that s i = 0, 
sx1 = xi~1y, sxly = 0. Then it is readily checked that (98) holds. We note also 
that 

(99) ss = 0 = ss, is = s = si, si + is = 0 

if i is the automorphism defined before. Now assume the lemma for m — 1 > 0. 
Let Ex be the F-subspace of E(M) spanned by the elements x1

k,x1

ky1, k ^ 0, 
and E2 the F-subspace spanned by the elements xk

2

2 • • • xk^yh • • - yir where kj ^ 0 
and 2 ^ ix < i2 < • • • < ir ^ m. Then it is clear by looking at bases that Ex is a 
subalgebra isomorphic to J E ^ M J , Mt = Ryx, E2 is a subalgebra isomorphic to 
E(M2), M2 = Jf^Ryj, and we have a vector space isomorphism (not algebra 
isomorphism) of EX®FE2 onto E(M) such that u®v ^ uv. We note also that 
E1 and E2 are stabilized by i and by d and the induced maps are as defined in 
E(M). Using induction we have a linear transformation s2 in E2 such that 
s2d-\-ds2 = 1—8. Let sx be the linear transformation in Ex as defined at the 
beginning of the proof. Since E(M) = Et®FE2, there exists a unique linear 
transformation 5 in E(M) such that 

(100) s(uv) = (s1u)v-\-(su) (s2v) 

for ueEu veE2. Then 

ds(uv) = (dstu)v + (z5xw) (dv) + (dsu) (s2v) . 

+ (isu) (ds2v) 

= (dsxu)v + (is^u) (dv) + (su) (ds2v) 

sd(uv) = s((du)v + (iu)dv) 

= (Sidufy + (sdu) (s2v) + (s^u) (dv) + (siu) (s2dv) 

= (sxdu)v + (s^u) (dv) + (aw) (s2dv). 
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Hence 

(ds + sd) (uv) = ((1 - s)u)v + (su) ((1 - s)v) 

= uv — (su)v + (su)v — (su) (sv) 

= (1 — e) (MI;) 

since s is an algebra homomorphism. This completes the proof. • 

We can now prove that the sequence (95) is exact. First, we know that s is 
surjective, so R -* F -> 0 is exact. We have seen also that dM is the ideal in R 
generated by the xt. Since this is the ideal of polynomials vanishing at 
(0 ,0 , . . . ,0) , we have dM = J = kere. Hence M - i -> F -» 0 is exact. It 
remains to show that if zteM\ i ^ 1, and dzt = 0 V then there exists a 
w I + 1 e M l + 1 such that dwi+1=Zi. We have zf = lzt = (1 — s)zt = (sdJrds)zi 

= d(szi) = dw, w = szt. Now we can write w = Y!owh W j e M - 7 ' , then dwjeM^1 

so = z t gives dwi+ x = zt. Thus (95) is exact. 
We summarize our results in 

T H E O R E M 6.20. Let R = F[_xl9... , x w ] , xt indeterminates, F a field, and let 
M be the free R-module with base (yu..., ym), E(M) the exterior algebra defined 
by M. Let d be the anti-derivation in E(M) such that dyi = xt, 1 < i ^ m, s the 
ring homomorphism of R into F such that ef = f(0,...,0). Then dM1 cz Ml~x and 

0<-F^-R^-M^---<-Mm^0^---

is a free resolution of F as R-module. 

We call this resolution the Koszul resolution of F as R-module and the 
complex M°( = R)^-M1 ^-M2 «— • • • the Koszul complex for R. 

Since Mk = 0 for k > ra, we evidently have h.dim F ^ m. We claim that, in 
fact, h.dim F = ra. This will follow from one of the remarks following Theorem 
6.18, by showing that Torm

R(F,F) / 0. More generally, we determine 
Tor r^(jp, F) by using the Koszul resolution of the second F. Then we have the 
complex 

(101) 0^-F®RR^-F(g)RM+-F®RM2 

whose homology groups give To r 0 ^ (F ,F ) , Tor1

R(F,F), Now Mr = R®FVr 

where V is the ra-dimensional vector space over F (as above) and 
F ®R Mr = F ®R {R ®F Vr) ^ (F ®RR) ®FVr = F®FVr= Vr. If we use the 
base {yh • •myir\i1 < i2 < " ' ' < Q f ° r Mr, 1 ^ r < ra, as before, we can follow 
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through the chain of isomorphisms and see that the isomorphism of F ® R Mr onto 
V/F sends *®fyh-yir for aeFJeR into oc(sf)yii--• yir, e/ = / ( 0 , . . . , 0 ) . The 
definition of d gives 

(102) dy, - I l - i r ' . v , . , ! - , , • • • v , : • • • yir. 
1 

Hence (l®d) (oc® lyh • • -j/f r) ~> 0 under our isomorphism. Thus the boundary 
operators in (101) are all 0 and the isomorphism F ®R Mr F r gives the F -
isomorphism 

(103) Toir

R(F,F)^ ^-

In particular, To r m * (F ,F ) ^ F m ^ F. 
The result just proved that h.dim F = m implies that R = F[xu..., x m ] has 

global dimension ^ m . It is not difficult to supplement this result and prove 
that the global dimension of R is exactly m. We shall indicate this in the 
exercises. In the remainder of the section we shall consider a somewhat similar 
result on free resolutions of graded modules for R that is due to Hilbert. Of 
course, Hilbert had to state his theorem in a cruder form than we are able to, 
since the concepts that we shall use were not available to him. 

We recall first the standard grading of R = F [ x l 5 . . . , x m ] as 

(104) F[xl9...,xm~]=R{0)( = Fl)®Ril)®R{2)®---

where Ril) is the subspace over F of /-forms, that is, F-linear combinations of 
monomials of total degree i in the x's. We have R{i)RU) cz R{i+j\ 

If R is a graded ring, graded by the subgroups R(l) of the additive group 
(R = R(0)®R{1)®---, R(i)RU) c R{i+j)), then an .R-module M is said to be 
graded by the subgroups M{i), 1 = 0 , 1 , . . . , of its additive group if 
M = M ( 0 ) © M ( 1 ) © M ( 2 ) © - - - and R(i)MU) cz M(i+j) for every ij. The elements 
of M ( l ) are called homogeneous of degree i. A submodule N of M is called 
homogeneous if N = J^(N n M ( l ) ) , or equivalently, if v = Y,v(i)£N where 
D ( i ) e M ( l ) , then every v{i)eN. Then N is graded by the submodules 
N(i) = N n M ( 0 . Moreover, M/N is graded by the subgroups (M(i) + N)/N and 
(M{i) + N)/N ^ M{i)/(M(i) nN). If M and N are graded ^-modules, a 
homomorphism n of graded modules (of degree 0) is a homomorphism in the 
usual sense of il-modules such that nM(i) cz N{i) for every z. Then the image 
n(M) is a homogeneous submodule of N and kern is a homogeneous 
submodule of M. 

If M is a graded module for the graded ring R, we can choose a set of 
generators {u J for M such that every u a is homogeneous (e.g., {u J = IJ M ( 0 ) . 
Let { e j be a set of elements indexed by the same set / = {a} as {iza} and let L 
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be a free fl-module with base {ex}. Then we have the homomorphism s of L 
onto M such that e a ~> ux. Let L ( 0 be the set of sums of the elements of the form 
aij)ex where aU)eRU) and y + degwa = i. Then it is readily seen that L is graded 
by the L( I ) and it is clear that the epimorphism s is a homomorphism of graded 
modules. It is easily seen also that if N is a graded module and rj:M—»N is a 
homomorphism (of graded modules), then there exists a homomorphism £ 
such that 

P M 

N 
is commutative. 

We now suppose that M is a graded module for R = F [ x l 5 . . . , x m ] . Let 
L = LQ. be a free graded module for which we have an epimorphism e of L 0 

onto M and let i £ 0 = ker e. Then iC 0 is graded and hence we can determine a 
free graded module Lx with an epimorphism sx of Lx onto i£ 0 . Combining 
with the injection of K0 into L 0 we obtain d1:L1-^ L 0 . Again, let = ker dx 

and let L 2 , s2 be a free graded module and epimorphism of L 2 onto Kx, d2 the 
composite of this with the injection of K± into Lv We continue this process. 
Then Hilbert's syzygy theorem states that in at most m steps we obtain a 
kernel Kt that is itself free, so that one does not have to continue. In a slightly 
different form we can state 

HILBERT'S SYZYGY T H E O R E M . Let M be a graded module for 
R = F\_x±,... , x m ] , the ring of polynomials in m indeterminates with coefficients 
in a field F. Let 

be an exact sequence of homomorphisms of graded modules such that every Lt is 
free. Then Km is free. 

The proof will be based on the result that h.dim F ^ m and two further 
results that we shall now derive. As before, F is regarded as an A-module in 
which JF = 0, where J is the ideal of polynomials vanishing at (0 , . . . , 0). Since 
J = Hi > oR(i\ F becomes a graded A-module if we put F(0) = F, F(i) = 0 for 
i ^ 1. We now prove 

L E M M A 5. If M is a graded R-module and M®RF = 0, then M = 0. 
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Proof. We have the exact sequence This gives the exact 
sequence M ®RJ ^ M ®RR-^ M ®RF ^ 0. Since M®RR^ M and M®RF 
= 0, by hypothesis, we have the exactness of M®RJ->M->0. The 
map here sends an element Y,ui®f m t o YfiUt, so the exactness means that 
every element of M can be written in the form Yftut where the uteM and the 
f e J. It follows that M = 0. For, otherwise, let u be a non-zero of M of 
minimum degree ( = highest degree of the homogeneous parts). Then u = YfiUh 

fieJ, UiEM,fi and u{ homogeneous. Since the degrees of the f are > 0 we have 
a w ^ O with deg ut < deg u, contrary to the choice of u. Hence M = 0. • 

The key result for the proof of Hilbert's theorem is 

T H E O R E M 6.21. IfM is a graded module such that T o r / ( M , F) = 0, then M 
is free. 

Proof We can regard M®RF as vector space over F by restricting the action 
of R to F. Then if a , / ? eF and ueM, a(u®f3) = au®fi = u®oc/3. It follows that 
the elements of the form u ® 1, ueM, u homogeneous, span M ®RF as vector 
space over F and so we can choose a base for M ®R F of the form {ut ® 1 \ut e M). 
Let L be a free .R-module with base {bt}. We shall prove that M is free with 
base {ut} by showing that the homomorphism n of L into M such that 
rjbt = ut is an isomorphism. Let C be the cokernel of n. Then we have the 
exact sequence L ^ M - ^ C ^ O and hence we have the exact sequence 
L®RF^M®RF^Xc®RF-»0. The map n®l sends bt®l into ut®l and 
since {ut®l} is a base for M®RF, n® 1 is an isomorphism. Hence C®RF = 0 
and so, by Lemma 5, C = 0. This means that ^ is surjective and L A> M -> 0 is 
exact. Let K now denote ker??. Then we have the exact sequence 
0 - ^ K - > L - > M ^ 0 , which gives the exact sequence Tor x

 R(M, F) ®RF 
^L®RF M ®RF. By hypothesis, T o r / ( M , F) = 0, and we have seen that 
n ® 1 is an isomorphism. Hence K ®R F = 0 and so, again by Lemma 5, K = 0. 
Then, ker = 0 and n is an isomorphism. • 

Since any projective module satisfies the hypothesis Tor iR{M, F) = 0 (Theorem 
6.10, p. 354), we have the following consequence of Theorem 6.21. 

COROLLARY. Any projective R-module for R = F [ x 1 ? . . . , x w ] that is graded 
free. 

We can now give the 

Proof of Hilberfs syzygy theorem. The argument used in the proof of the 
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implication (2)=>(3) in Theorem 6.18, p. 376, shows that Tor i R(Km,F) ^ 

Tor*+i (M,F) . Since h.dim F ^ m , Tor*+ i (M,F) = 0 by one of the remarks 
following Theorem 6.18. Hence Tor i R(Km,F) = 0 and so Km is free by 
Theorem 6.21. • 

EXERCISES 

1. Let K be a commutative ring of finite global dimension m and let K\x~] be the 
polynomial ring in an indeterminate x over K. Let M be a K[x]-module and 
M = K[x]®KM. Note that any element of M can be written in one and only one 
way in the form l®w 0 + x(x)w1 + x 2 ® w 2 + uteM. Note that there is a K[x]-
homomorphism n of M onto M such that/(x)(x)w (x)u for / (x)eK[x] , ueM. 
Show that N = ker rj is the set of elements (x <g) w0 — 1 <g) xw0) 
+ (x2 (x) ux — 1 (x) x 2 w 1 )+ • • • +(x" (x) — 1 (x) x"wn-i)+ *"' a n d that the map 

1 (X) UQ+X (X) l / 1 + X 2 (X) M 2 + * ' ' ~» (X (X) W 0 — 1 (X) XU0) + ( X 2 (X) UJL — 1 (X) X 2 ^ ) - ! - ' ' ' 

is a i£[x] -isomorphism, so we have an exact sequence of K[x]-homomorphisms 
0 ^ M - > M - » M - > 0 . By exercise 1, p. 278, h.dim K [ x ] M = h.dim x M ^ra. Hence, 
by Theorem 6.19, h .d im X M M ^ ra-f 1 and the global dimension of K\_x] < m + 1 . 

2. Prove that if F is a field and x̂  are indeterminates, then the global dimension of 
F [ x l 5 . . . , x m ] is ra. 
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7 

Commutative Ideal Theory: 
General Theory and Noetherian Rings 

The ideal theory of commutative rings was initiated in Dedekind's successful 
"restoration" of unique factorization in the rings of algebraic integers of 
number fields by the introduction of ideals. Some of these, e.g., 1\_sJ — 5], are 
not factorial, that is, do not have unique factorization of elements into 
irreducible elements (see BAI, pp. 141-142). However, Dedekind showed that 
in these rings unique factorization does hold for ideals as products of prime 
ideals (definition on p. 389). A second type of ideal theory, which was 
introduced at the beginning of this century by E. Lasker and F. S. Macaulay, is 
concerned with the study of ideals in rings of polynomials in several 
indeterminates. This has obvious relevance for algebraic geometry. A principal 
result in the Lasker-Macaulay theory is a decomposition theorem with 
comparatively weak uniqueness properties of ideals in polynomial rings as 
intersections of so-called primary ideals (definition on p. 434). In 1921 Emmy 
Noether gave an extremely simple derivation of these results for arbitrary 
commutative rings satisfying the ascending chain condition for ideals. This 
paper, which by its effective use of conceptual methods, gave a new direction to 
algebra, has been one of the most influential papers on algebra published 
during this century. 
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In this chapter we shall consider the ideal theory—once called additive ideal 
theory—which is an outgrowth of the Lasker-Macaulay-Noether theory. In 
recent years the emphasis has shifted somewhat away from the use of primary 
decompositions to other methods, notably, localization, the use of the prime 
spectrum of a ring, and the study of local rings. The main motivation has 
continued to come from applications to algebraic geometry. However, other 
developments, such as the study of algebras over commutative rings, have had 
their influence, and of course, the subject has moved along under its own 
power. 

We shall consider the Dedekind ideal theory in Chapter 10 after we have 
developed the structure theory of fields and valuation theory, which properly 
precede the Dedekind theory. 

Throughout this chapter (and the subsequent ones) all rings are 
commutative unless the contrary is explicitly stated. From time to time, mainly 
in the exercises, applications and extension to non-commutative rings will be 
indicated. The first nine sections are concerned with arbitrary commutative 
rings. The main topics considered here are localization, the method of reducing 
questions on arbitrary rings to local rings via localization with respect to the 
complements of prime ideals, the prime spectrum of a ring, rank of projective 
modules, and the projective class group. The ideal theory of noetherian rings 
and modules is developed in sections 7.10-7.18. Included here are the important 
examples of noetherian rings: polynomial rings and power series rings over 
noetherian rings. We give also an introduction to affine algebraic geometry 
including the Hilbert Nullstellensatz. Primary decompositions are treated in 
section 7.13. After these we consider some of the basic properties of noetherian 
rings, notably the Krull intersection theorem, the Hilbert function of a graded 
module, dimension theory, and the Krull principal ideal theorem. We conclude 
the chapter with a section on 7-adic topologies and completions. 

7.1 P R I M E IDEALS. N I L R A D I C A L 

We recall that an element p of a domain D is called a prime if p is not a unit 
and if p\ab in D implies p\a or p\b in D. This suggests the following 

D E F I N I T I O N 7.1. An ideal P in a (commutative) ring R is called prime if 
P 7^ R and if abePfor a,beR implies either aePorbeP. 

In other words, an ideal P is prime if and only if the complementary set 
Pf = R — P is closed under multiplication and contains 1, that is, P' is a 
submonoid of the multiplicative monoid of R. In congruence notation the 
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second condition in Definition 7.1 is that if ab = O(modP), then a = O(modP) 
or b = O(modP). The first condition is that the ring R = R/P # 0. Hence it is 
clear that an ideal P is prime if and only if R/P is a domain. Since an ideal M 
in a commutative ring R is maximal if and only if R/M is a field and since any 
field is a domain, it is clear that any maximal ideal of R is prime. It is clear also 
that an element p is prime in the usual sense if and only if the principal ideal 
(p)(= pR) is a prime ideal. Another thing worth noting is that if P is a prime 
ideal in R and A and B are ideals in R such that AB cz P, then either AczP 
B cz P. If not, then we have aeA,$P and beB,£P. Then ab e AB cz P, contrary 
to the primeness of P. It is clear by induction that if P is a prime ideal and 
axa2-''aneP, then some ateP and if A±A2•'• An cz P for ideals Au then some 
Ai cz P. 

We recall the elementary result in group theory that a group cannot be a union 
of two proper subgroups (exercise 14, p. 36 of BAI). This can be strengthened 
to the following statement: If Gi, G2, and H are subgroups of a group G and 
H cz (Gi u G2), then either H cz Gi or H cz G2. The following result is a useful 
extension of this to prime ideals in a ring. 

P R O P O S I T I O N 7.1. Let A, h,...,In be ideals in a ring such that at most two 
of the Ij are not prime. Suppose A cz [J\ Ij. Then A cz Ij for some j . 

Proof. We use induction on n. The result is clear if n = 1. Hence we assume 
n > 1. Then if we have A cz Ix u • • • u Ik u • • • u In for some fc, the result will 
follow by the induction hypothesis. We therefore assume A </z I± u • • • u Ik u 
• • • u /„ for k = 1,2,.. . , n and we shall complete the proof by showing that this 
leads to a contradiction. Since A c/z I± KJ - - u I k w • KJ In, there exists an 
akeA,^Ii u • • • u I k u • • • u / „ , k— l,2,...,n. Since A cz (JIJ7 akeIk. If n = 2, 
it is readily seen that (as in the group theory argument) ax + a2eA but 
0 i + a2£Ii u / 2 ? contrary to hypothesis. If n > 2, then at least one of the Ij 
is prime. We may assume it is Ix. Then it is readily seen that 

ax + a2a^ • • • an 

is in A but is not in \Jlj. Again we have a contradiction, which proves the 
result. • 

The foregoing result is usually stated with the stronger hypothesis that every 
Ij is prime. The stronger form that we have proved is due to N. McCoy, 
who strengthened the result still further by replacing the hypothesis that A 
is an ideal by the condition that A is a subrng (BAI, p. 155) of the ring R. 
It is clear that the foregoing proof is valid in this case also. In the sequel we 
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shall refer to Proposition 7.1 as the "prime avoidance lemma." The terminology 
is justified since the contrapositive form of the proposition is that if A and 
Il9...,In are ideals such that A ct Ij for any j and at most two of the Ij are 
not prime, then there exists an ae A such that a$ \Jlj. 

There is an important way of obtaining prime ideals from submonoids of 
the multiplicative monoid of R. This is based on 

P R O P O S I T I O N 7.2. Let S be a submonoid of the multiplicative monoid of R 
and let P be an ideal in R such that (1) P nS = 0. (2) P is maximal with 
respect to property (1) in the sense that if P' is any ideal such that P' p P, 
then P' nS # 0. Then P is prime. 

Proof. Let a and b be elements of R such that a $ P and b$P. Then the ideals 
(a) + P and (b) + P properly contain P and so meet S. Hence we have elements 
plip2tP, xl9x2eR, sl9s2eS such that s1=x1a + p1, s2 = x2b+p2. Then 
s1s2eS and 

s1s2 = x1x2ab + x1ap2+x2bp1+p1p2. 

Hence if ab e P, then 5 X 5 2 e P, contrary to P n S = 0. Thus ab $ P and we have 
shown that a£P,b$P implies ab £ P , so P is prime. • 

If S is a submonoid not containing 0, then the ideal 0 satisfies 0 n S = 0. 
Now let A be any ideal such that AnS = 0 and let A be the set of ideals B of 
R such that B ZD A and B n S = 0. It is an immediate consequence of Zorn's 
lemma that A contains maximal elements. Such an element is an ideal P ZD A 
satisfying the hypotheses of Proposition 7.2. Hence the following result follows 
from this proposition. 

P R O P O S I T I O N 7.3. Let S be a submonoid of the multiplicative monoid of R 
and A an ideal in R such that S n A = 0. Then A can be imbedded in a prime 
ideal P such that S n P = 0. 

Let JV denote the set of nilpotent elements of R. Evidently if zeN so zn = 0 
for some n and if a is any element of R, then (az)n = anzn = 0. Hence az e N. If 
ztENJ = 1,2, and nt is an integer such that z?< = 0, then by the binomial 
theorem for n = n1+n2 — l we have (zt +z2)n = Zo(")^i^2 _ f - This is 0, since if 
i < nx then n — i^ n2, so zx

lzn

2~l = 0 and if i ^ nl9 then clearly z±zn

2~x = 0. 
Thus N is an ideal. We call this ideal the nil radical of the ring R and we shall 
denote it as nilradi^. If z = z + N is in the nil radical of R = R/N, 
N = nilrad R, then zneN for some n and so zmn = 0 for some integer mn. Then 
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zeN and z = 0. Thus n i l radR = 0. We recall that any nil ideal of a ring is 
contained in the (Jacobson) radical rad R (p. 192). We recall also that rad R is 
the intersection of the maximal left ideals of R (p. 193), so for a commutative 
ring rad A is the intersection of the maximal ideals of the ring. The analogous 
result for the nil radical is the following 

T H E O R E M 7.1 (Krull). The nil radical of R is the intersection of the prime 
ideals of R. 

Proof Let N = nilrad R and let N' = f]P where the intersection is taken 
over all of the prime ideals P of R. If ze A , we have zn = 0 for some integer n. 
Then zneP for any prime ideal P and hence z e P . Hence N cz P for every 
prime ideal P, so N cz AT. Now let s<£ A , so s is not nilpotent and 
S = {sn\n = 0,1,2, . . .} is a submonoid of the multiplicative monoid of R 
satisfying S n {0} = 0 . Then by Proposition 7.3 applied to A = 0 there exists 
a prime ideal P such that P nS = 0. Then s£P and s$N'. This implies that 
N' cz N and so A = N' = f | P . • 

If ,4 is an ideal in A, we define the ra'Z radical of A, nilrad (sometimes 
denoted as y/~A\ to be the set of elements of R that are nilpotent modulo A in 
the sense that there exists an integer n such that zneA. This is just the set of 
elements z such that z = z + A is in the nil radical of R = R/A. Thus 

(1) nilrad A = v~1 (nilrad R) 

where v is the canonical homomorphism of R onto R. It follows from this (or it 
can be seen directly) that nilrad A is an ideal of R containing A. It is clear also 
that iteration of the process of forming the nil radical of an ideal gives nothing 
new: nilrad (nilrad A) = nilrad A. 

We have the bijective map B ~> B = B/A of the set of ideals of R containing 
A onto the set of ideals of R = R/A. Moreover, R/B ^ R/B (BAI, p. 107). 
Hence B is prime in R if and only if B is prime in R. Thus the set of prime 
ideals of R is the set of ideals P = P/^4 where P is a prime ideal of R containing 
A. Since f](P/A) = (f)P)/A (BAI, p. 67, exercise 2), and f]P taken over the 
prime ideals of R is the nil radical of R, we have 

( 2 ) i()P)/A = f](P/A) = f)P = n i l r a d P 
= nilrad R/A. 

Hence nilrad A = f]P taken over the prime ideals P of R containing A. We 
state this as 
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T H E O R E M 7.2. The nil radical of an ideal A is the intersection of the prime 
ideals of R containing A. 

EXERCISES 

1. Let Ah 1 ^ i ^ n, be ideals, P a prime ideal. Show that if P ZD [\\Ai9 then P ZD At 

for some i and if P = fyiAu then P = At for some i. 

2. Show that if P is a prime ideal, then S = R — P is a submonoid of the 
multiplicative monoid of R, which is saturated in the sense that it contains the 
divisors of every seS. Show more generally that if { P j is a set of prime ideals, 
then S = .R —(JPa is a saturated submonoid of the multiplicative monoid of .R. 
Show that conversely any saturated submonoid of the multiplicative monoid of R 
has the form R — {JPX, {Pa} a set of prime ideals of R. 

3. Show that the set of zero divisors of R is a union of prime ideals. 

4. (McCoy.) Show that the units of the polynomial ring R\_x], x an indeterminate, 
are the polynomials a0 + a1x+ ••• +anxn where a0 is a unit in .R and every ai9 

i > 0, is nilpotent. (Hint: Consider the case in which R is a domain first. Deduce 
the general case from this by using Krull's theorem.) 

The next two exercises are designed to prove an important result on the radical of a 
polynomial ring due to S. Amitsur. In these exercises ,R need not be commutative. 

5. Let f(x)eR[x] have 0 constant term and suppose f(x) is quasi-regular with 
quasi-inverse g(x) (p. 194). Show that the coefficients of g(x) are contained in the 
subring generated by the coefficients of/(x). 

6. (Amitsur.) Show that R\x~\ is semi-primitive if # has no nil ideals #0 . (Hint: 
Assume that radi^[x] ^ 0 and choose an element ^ 0 in this ideal with the 
minimum number of non-zero coefficients. Show that these coefficients are 
contained in a commutative subring B of R. Apply exercises 4 and 5.) 

7.2 L O C A L I Z A T I O N OF RINGS 

The tool of localization that we shall now introduce is one of the most effective 
ones in commutative algebra. It amounts to a generalization of the familiar 
construction of the field of fractions of a domain (BAI, pp. 115-119). We can 
view this generalization from the point of view of a universal construction that 
is a solution of the following problem: 

Given a (commutative) ring R and a subset S of R, to construct a ring Rs 

and a homomorphism Xs of jR into Rs such that every ls(s), seS, is invertible 
in Rs, and the pair (Rs,^s) *s universal for such pairs in the sense that if n is 
any homomorphism of R into a ring R' such that every n(s) is invertible, then 
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there exists a unique homomorphism fj: Rs-+ Rf such that the diagram 

(3) 

R' 

is commutative. 
Before proceeding to the solution of the problem (which is easy), we shall 

make some remarks about the problem. 

1. Since the product of two elements of a ring is invertible if and only if the 
elements are invertible, there is no loss in generality in assuming that S is a 
submonoid of the multiplicative monoid of R. The solution of the problem for 
an arbitrary set S can be reduced to the case in which S is a monoid by 
replacing the set S by the submonoid (5 ) generated by S. For example, if S is 
a singleton {s}, then we can replace it by ( 5 ) = {sn\n = 0 ,1 ,2 , . . .} . 

2. The special case of the field of fractions is that in which R is a domain 
and S = R*, the submonoid of non-zero elements of ,R. In this case nothing is 
changed if we restrict the rings jR' in the statement of the problem to be fields. 
This is clear since the image under a homomorphism of a field either is the 
trivial ring consisting of one element or is a field. 

3. Since a zero divisor of a ring {0}) is not invertible, we cannot expect Xs 

to be injective if S contains zero divisors. 
4. If the elements of S are invertible in R, then there is nothing to do : We 

can simply take Rs = R and Xs = 1 ^ the identity map on R. Then it is clear 
that fj = Y] satisfies the condition in the problem. 

5. If a solution exists, it is unique in the strong sense that if (R^,^) an(^ 
{R(i\ A^2)) satisfy the condition for the ring ,R and subset <S, then there exists a 
unique isomorphism £: R(

s

1} -+ Rf] such that 

n(D 

is commutative (see p. 44). 
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We now proceed to a construction of a pair ( f l s , / l s ) for any ring R and 
submonoid S of its multiplicative monoid. As in the special case of a domain R 
and its monoid S = fl* of non-zero elements, we commence with the product 
set fl x S of pairs (a,s), aeR, seS. Since the monoid S may contain zero 
divisors, it is necessary to modify somewhat the definition of equivalence 
among the pairs (a,s) that we used in the construction of the field of fractions 
of a domain. We define a binary relation ~ on fl x S by declaring that 
(a^Si) ~ (a2,s2) if there exists an seS such that 

(4) S(s2<2i ~~ s l a 2 ) = 0 

(or ss2ai = ssia2). If fl is a domain and S does not contain 0, then (4) can be 
replaced by the simpler condition s2ax = sxa2. In the general case it is readily 
verified that ~ is an equivalence relation. We denote the quotient set defined 
by this equivalence relation as fls and we denote the equivalence class of (a, s) 
by a/s. 

We define addition and multiplication in the set fls by 

(5) ajs1 +a2/s2 = (s2ax +sla2)/s1s2 

and 

(6) teiAi) (a2/s2) = a^Js^. 

It is a bit tedious but straightforward to check that these compositions are 
well-defined and that if we put 0 = 0/1 ( = 0/s for any seS) and 1 = 1 / 1 ( = s/s, 
seS), then (fls, -+-,*, 0, 1) is a ring. We leave the verifications to the reader. 

We now define a map Xs (or XS

R) of fl into fls by 

(7) Xs:a^a/1. 

It is clear from (5) and (6) and the definition of 1 in fls that As is a 
homomorphism of fl into fls. Moreover, if seS, then As(s) = s/1 has the 
inverse 1/s since ( s / 1 ) ( 1 / s ) = 5 / 5 = 1 . Now let rj be a homomorphism of fl into 
A' such that rj(s) is invertible for every seS. It is readily verified that 

(8) fj:a/s ^ n(a)r}(s)~l 

is well-defined and this is a homomorphism of Rs into fl'. Moreover, 
fjXs(a) = fj(a/l) = rj(a). Thus we have the commutativity of (3). The uniqueness 
of fj is clear also since a/s = (a/1) (1/s) = ( a / 1 ) ( s / 1 ) " 1 and hence any fj 
satisfying the commutativity condition satisfies fj(a/s) = ^(/ l s (a)/ ls(s) _ 1 ) = 
rj(a)rj(sy1. Thus fj is the map we defined in (8) and (fl 5 , As) is a solution of 
the problem we formulated at the outset. We shall call (Rs, As) (or simply Rs) 
the localization of fl at S. 
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We shall now study relations between Rs and Rs, for S', a submonoid of the 
monoid S. Note first that Xs(s') is invertible in Rs, s'eS'. Hence we have a 
unique homomorphism £s, s : Rs> -»Rs such that Xs = Cs',s^s" Now suppose 
that AS/(s) is invertible in Rs,, seS. Then we also have a unique 
homomorphism ( s s > : R s JRS, such that As> = CSjS,/ls. It follows that 
Cs,s'Cs',s = IRS. and Cs',sCs,s' = U s . Hence (S',s and £s,s' are isomorphisms. We 
shall now show that in general if S' cz S, then Rs is, in fact, a localization of 
Rs>. We state the result in a somewhat imprecise manner as follows. 

P R O P O S I T I O N 7.4. Let S' be a submonoid of S and let S/S' = {s/s'\seS, 
sf 6 S'}. Then S/S' is a submonoid of the multiplicative monoid of Rs> and we have 
canonical isomorphisms ofRs and (Rs')xs.{S) a n ^ °f (Rs')xs,{S) and (Rs)s/s-

Proof We shall obtain the first isomorphism by showing that (RS')xs.(S) has 
the universal property of Rs. First, we have the composite homomorphism 
^xs.(S)^s' °f R m t o (Rs')xs,{S) obtained from the sequence of homomorphism 

XS' AAS.(S) 

R • Rs, > (Rs')xs,(sy 

Now let n be a homomorphism of R into R' such that n(s) is invertible, seS. 
Since 5" c r S, we have a unique homomorphism ij' of .R5, into R' such that 

= n. If s e S , then 77'(^(s)) = n(s) is invertible in R'. Accordingly, by the 
universal property of (RS')xs\s) w e have a unique homomorphism fj of (Rs>)xs.(S) 
into such that fj^xs,(s) — Then ^ ^ ( 5 ) ^ 5 ' = ti'^s' — Moreover, fj is the 
only homomorphism of (RS')xs.{S) m t o ^ ' satisfying f j ^ s ' ) = n- For, this 
condition implies that {fjXXs,{s))Xs> = fj'Xs>, which implies that fjAXs,(s) = by the 
universality of (RS,,XS.). Then we obtain the uniqueness of fj by the universality 
of {{Rs.)x s\s)Axs.{S))' Thus {{RS')xs\s)> ^xs,(S)^s') has the universal property of 
(RS,XS) and so we have the required isomorphism. 

The isomorphism of (Rs')xs.(S) and (Rs)s/s' c a n be seen by observing that 
AS>(S) is a submonoid of S/S'. Hence we have the canonical homomorphism of 
(Rs')xs.(S) i n t 0 (Rs')s/s- I f s e S > s'eS'> t h e n s/s' = (s/Vis'/l)'1 in Rs, and 
hs.(S)(s/l) and XXs,{s)(s,/l) are invertible in (K s > ) a s , ( s ) - H e n c e hs,(S)(s/s') is 
invertible. It follows from the result we obtained above that the canonical 
homomorphism of {Rs')xs.{s) m t o (Rs')s/sf *s an isomorphism. • 

EXERCISES 

1. Let S and T be submonoids of the multiplicative monoid of R. Note that 
ST = {st\seS,teT) is the submonoid generated by S and T. Show that 
RST = (Rs)xS{T)-
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2. Let a,beR. Show that (R<a>)<m ^ R(ab>. 

3. Let S be a submonoid of the multiplicative monoid of A. If a,beS, define 
(a) < {b} if a\b in S. In this case there is a unique homomorphism C<fl><fe> of 
R(a>-+R(b} such that X(b> = ( < f l > t < 6 > / l < a > . Show that A s = limA< f l > (with respect 
totheC's). 

7.3 L O C A L I Z A T I O N OF M O D U L E S 

It is important to extend the concept of localization to A-modules. Let M be a 
module over R, S a submonoid of the multiplicative monoid of R. We shall 
construct an R s -module Ms in a manner similar to the construction of Rs. We 
consider M xS the product set of pairs (x,s), xeM, seS, and we introduce a 
relation ~ in this set by ( x ^ s j ~ (x2,s2) if there exists an seS such that 

(9) s(s2X1—S1X2) = 0. 

The same calculations as in the ring case show that ~ is an equivalence. Let 
Ms denote the quotient set and let x/s be the equivalence class of (x, 5 ) . We can 
make Ms into an A s -module by defining addition by 

(10) xjs1 +x2/s2 = ( s 2 X! + s 1 x 2 ) / s 1 s 2 

and the action of Rs on Ms by 

(11) (a/s)(x/t) = ax/st. 

We can verify as in the ring case that (10) and (11) are well-defined, that + 
and 0 = O/5 constitute an abelian group, and that (11) defines a module action 
of Rs on Ms. We shall call the A s -module Ms the localization of M at S or the 
S-localization of M. 

Although we are generally interested in Ms as A s -module , we can 
also regard Ms as A-module by defining the action of R by 
a(x/s) = (a/1) (x/s) = ax/s. Since a ^ a/1 is a ring homomorphism, it is clear 
that this is a module action. We have a map Xs (or XS

M if it is necessary to 
indicate M) of M into Ms defined by x ~ » x / l . This is an A-module 
homomorphism. The kernel of Xs is the set of x e M for which there exists an 
s e S such that sx = 0, that is, if ann x denotes the annihilator ideal in R of x, 
then ann x n S ^ 0. It is clear that Xs need not be injective. For example, if M 
is a Z-module and S = Z —{0}, then the torsion submodule of M is mapped 
into 0 by Xs. It is clear that if S includes 0, then Ms = 0 and ker ls = M. 
Another useful remark is 

P R O P O S I T I O N 7.5. / / M is a finitely generated module, then Ms = 0 if and 
only if there exists an seS such that sM = 0. 
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Proof. If sM = 0, every x/t = 0 = 0/1 since s(lx) = s(t0) = 0. Conversely, 
suppose M 5 = 0 and let { x l 5 . . . , x j be a set of generators for M. Then x t / l = 0 
implies there exists an steS such that s f x f = 0. Then sxt- = 0 for s = f l i ^ J 
hence sx = 0 for any x = J / jX*, r t E R - Thus sM = 0. • 

Let f:M ^ N be a homomorphism of R-modules of M into A. Then we 
have a corresponding R s - h o m o m o r p h i s m / s of Ms into A s defined by 

(12) fs(x/t) =f(x)/t. 

Again we leave the verifications to the reader. The maps M ~> Ms,f -+fs define 
a functor, the S-localization functor, from the category of R-modules to the 
category of R s -modules. We shall now show that this functor is naturally 
isomorphic to the functor RS®R from R-mod to R s -mod. Thus we have 

P R O P O S I T I O N 7.6. For every R-module M we can define an Rs-isomorphism 
nM of Ms onto Rs(g)RM that is natural in M. 

Proof. We show first that there is a map nM of Ms into RS®RM such that 

(13) x / s~>( l / s )®x. 

Suppose x1/s1 = x2/s2, which means that we have an SES such that 
s s 2 x i = ssxx2. Then 

{1/S1)®X1 = (SS2/SS2S1)®X1 = 

= ( 1 / 5 S 2 5 1 ) ® S 5 2 X 1 

= ss1(l/ss2s1)®x2 

= ( 1 / 5 2 ) ® X 2 . 

Hence (13) is well-defined. Direct verification shows that nM is a group 
homomorphism. We note next that we have a well-defined map of the product 
set RsxM into Ms such that 

(14) (a/s,x) ax/s. 

To check this we have to show that if ajs^ = a2/s2 in RS, then 
^I^AI = a2x/s2. Now if ajsi = a2/s2, then we have an SES such that 
sa1s2 = sa2s1. Then sa^s2x — sa2s^x, which implies the required equality 
a i x A i =

 a 2 x / s i - Direct verification shows that (14) satisfies the condition for a 
balanced product of the R-modules RS and M. Hence we have a group 
homomorphism n'M of RS®RM into Ms sending (a/s)®x into ax/s. Following 

= SS2(l/sS2S1)(g)X1 

= (1/SS2S1)®SS1X2 

= [ss1/ss2s1)(g)x2 
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this with rjMwQ obtain (l/s)®ax = (a/s)®x. On the other hand, if we apply rjM 

to x/s, we obtain (l/s)®x and the application of n'M to this gives x/s. It follows, 
that rjMrj'M is the identity map on RS®RM and rj'MrjM is the identity on MS. 
Hence nM is a group isomorphism and so is rj'M = rj^1. Direct verification 
using the definitions shows that rjM and hence rj^1 is an ,Rs-map, hence an Rs-
isomorphism. It remains to show the naturality, that is, the commutativity of 

Ms i ^ R s ® R M 

1 0 / 

for a given £ - h o m o m o r p h i s m / : M N. This follows from the calculation 

(1®/>7M(XA) = ( W ) ( ( l / s ) ® x ) = ( l / s )®/ (x) , 

>7;v/s(*A) = rjN(f(x)/s) = (l/s)®f(x\ 

which completes the proof. • 

This result gives rise to a useful interplay between tensor products and 
localization. We recall first that the functor N®R is right exact, that is, 

f a i®f l®g 

exactness of M ' -4 M -> M" -> 0 implies that of JV ®RM'—>N ® M—>N ® M" 
-> 0. Applying this with N = Rs in conjunction with Proposition 7.6 
shows that M'S^MS^ M's -> 0 is exact. Next we prove directly that if 0 —• M' i M is exact, then 0 -> Ms ^ M s is exact. Suppose fs{x'/s) = 0, so / (x ' ) /s = 0. 

Then we have a teS such that £/(x') = 0. Then f{tx') = 0 and since / is 

injective, tx' = 0 and hence x'/s = 0. Hence k e r / s = 0 and so 0 -> M's-> M s is 
exact. We can now apply Proposition 7.6 to conclude that 0 > Rs® RM' 

—>RS®RM is exact. We recall that this is the definition of flatness for 
Rs as jR-module (p. 153). Hence we have the important 

P R O P O S I T I O N 7.7. Rs is aflat R-module. 

We remark also that we have shown that if 0 -> M' -» M -» M" ^ 0 is an 
exact sequence of ^-modules , then 0 M'S -> MS -» M's -> 0 is an exact 
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sequence of R s -modules. Thus the S-localization functor from R-mod to Pe­
rnod is exact. 

Now let AT be a submodule of M. Then the exact sequence 0 N M 
where i is the injection gives the exact sequence 0 Ns Ms and the 
definition shows that is is the injection of Ns. We have the exact sequence 
0 -> N -4 M A- M/JV -> 0 where v is the canonical homomorphism. Hence we 
have the exact sequence 0 -> A s ^ M s ^ (M/N)s -> 0, which shows that 
Ms/Ns = (M/N)s. More precisely, the foregoing exactness shows that the map 

(15) x/s + A s ^ ( x + A)/s 

is an isomorphism of Ms/Ns with (M/N)s. 
If M and A are R-modules and / is a homomorphism / : M - » A , then we 

have the exact sequence 

0 k e r / A M ^ A A coker / -* 0 

where coke r / = A / / (M) . Hence we have the exact sequence 

(16) 0 - ( k e r / ) s 4 Ms ^ Ns ^ ( c o k e r / ) s - 0. 

This implies that ( k e r / ) s is k e r / s . Also (coker f)s = (N/f(M))s = Ns/f(M)s = 
Ns/fs(M) = coker fs. 

We recall next that we have an R s - isomorphism of Rs(g) R(M® RN) onto 
(Rs ® uM) ® * s ( R s ® AO sending 1 ® R(x ® #y) into (1 ® *x) ® ^ ( 1 ® Ry) (exercise 
13, p. 148). Hence, by Proposition 7.6, we have an R 5 - isomorphism of 
(M®RN)S onto Ms®RsNs such that 

(17) (x®Ry)/l^(x/l)®Rs(y/l). 

Now let M be an R s -module. Then M becomes an R-module by defining ax 
for aeR to be (a/l)x. It is clear that if / is a homomorphism of M as R s -
module, t h e n / i s an R-homomorphism. Now consider Ms where M is regarded 
as an R-module. Since s/1 is invertible in Rs for seS, sx = (s/I)x = 0 for xeM 
implies x = 0. Hence the homomorphism Xs:x~* x/1 of M into Ms is a 
monomorphism. Since x/s = (1/s) (x/1), Xs is surjective. Thus we can identify 
M as R s -module with the S-localization Ms of M as R-module. 

7.4 L O C A L I Z A T I O N A T THE C O M P L E M E N T OF A P R I M E I D E A L 

L O C A L - G L O B A L RELATIONS 

We recall that an ideal P in R is prime if and only if the complement, R — P of 
P in R, is a submonoid of the multiplicative monoid of R. Of particular 
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importance are localizations with respect to such monoids. We shall usually 
write MP for MR-P, fP for fR-P, etc. and call MP the localization of M at the 
prime ideal P. 

We consider first a correspondence between the ideals of R and RP and we 
shall begin by considering more generally the ideals in R and in Rs for any 
submonoid S. Let A' be an ideal in Rs. Then 

(18) j(A') = {aeR\a/seA' for some seS} 

is an ideal in R. Clearly {j{A'))s = A'. Again, if we begin with an ideal A in R, 
then it is easily seen that As = Rs if and only if A contains an element of S. For 
this reason it is natural to confine our attention to the ideals A of R that do 
not meet S. 

We observe next that if P is a prime ideal of R such that P nS = 0 , then 
j(Ps) = P. For, let aej(Ps). Then we have an element peP and elements s,teS 
such that a/s = p/t. Hence we have a u e S such that uat = ups e P. Since ut e S 
and S nP = 0 , this implies that aeP. Hence j(Ps) <= P. Since the reverse 
inclusion j(As) = 5 , 4 holds for any ideal A, we have j(Ps) = P. It is straight­
forward to verify two further facts: If P is a prime ideal of R such that 
P nS = 0, then Ps is a prime ideal in Rs and if P' is a prime ideal in Rs, then 
j(P ') is prime in R that does not meet S. We leave this to the reader. Putting 
together these results we obtain 

P R O P O S I T I O N 7.8. The map P Ps is bijective and order-preserving from 
the set of prime ideals of R, which do not meet S with the set of prime ideals 
of Rs. The inverse map is P' ~>j(P') {defined by (18)). 

We now consider the important case of localization at a prime ideal P. Since 
Qn(R — P) = 0 means Q <= P, the foregoing result specializes to 

P R O P O S I T I O N 7.9. The map Q ~> QP is a bijective order-preserving map of 
the set of prime ideals Q contained in P with the set of prime ideals of RP. The 
inverse map is P' ~»j(P')-

It is clear that PP contains every prime ideal of RP. It is clear also that the 
elements not in PP are units in RP and since RP PP, no element of PP is a 
unit. Thus PP is the set of non-units of RP and hence RP is a local ring with 
rad RP = PP as its only maximal ideal. We repeat the statement of this result as 

P R O P O S I T I O N 7.10. RP is a local ring with r&dRP = PP as its only maximal 
ideal. 
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This fact accounts for the central importance of localization: It often permits 
a reduction of questions on commutative rings and modules over such rings to 
the case of local rings, since in many important instances a result will be valid 
for R if it holds for every RP, P a prime ideal in R. The following result gives 
some basic properties of modules that hold if and only if they hold at all the 
localizations at prime ideals. 

P R O P O S I T I O N 7.11. (1) Let M be an R-module. If M = 0, then Ms = 0 for 
every localization and if MP = 0 for every maximal P, then M = 0. (2) If M and 
N are R-modules and f is a homomorphism of M into N, then f injective 
(surjective) implies thatfs is injective (surjective) for the localizations at every S. 
On the other hand, iffP is injective (surjective) for every maximal ideal P, then fis 
injective (surjective). (3) If M is flat, then so is every Ms and if MP is flat for 
every maximal ideal P, then M is flat. 

Proof (1) Evidently M = 0 implies Ms = 0. Now assume M # 0 and let x be 
a non-zero element of M. Then ami x ^ R, so this ideal can be imbedded in a 
maximal ideal P of R. We claim that x/1 / 0 in MP, so MP / 0. This is clear 
since x/1 is the image of x under the canonical homomorphism of M into MP 

and if x/1 = 0, then a n n x n (R — P) ^ 0 - Since a n n x cr P, this is ruled out. 
(2) Let f:M-+N. Then we have seen that k e r / s = ( k e r / ) s and coker 

fs ^ ( c o k e r / ) s for any submonoid S of the multiplicative monoid of R. Since a 
homomorphism is injective (surjective) if and only if its kernel (cokernel) is 0, (2) 
is an immediate consequence of (1). 

(3) Suppose that M is a flat .R-module and 0 N' ^> iV is an exact sequence 
of jR s-modules. Regarding N' and N as .R-modules, we see that 
0 -> M ®RN' -> M ®RNis exact. Then 0—• (M(g) RN')S

 ( - ^ ' (M®RN)S is exact, 
and by (16), 0 — > M s ® R s N ' s M s ® R s N s is exact. We have seen that N's 

and Ns can be identified with N' and N respectively. Hence 0 Ms®RsNf 

Ms®RsN is exact and so Ms is ^ 5 -f lat . Now suppose that M is an jR-module 
such that MP is # P -f lat for every maximal ideal of P of Let O ^ F i i V 
be an exact sequence of .R-modules and consider M®RN'-^+M®RN. 

Since MP is flat and 0 N'Ph NP is exact, 0^MP®R NP^>MP®R NP 

( I®/P) P P 

is exact. Then 0^(M®RN')P >(M®RN)P is exact. Since this holds for 

every maximal P, 0—>M® R N' -^>M®RN is exact by (2). Hence M is flat. • 

EXERCISES 

1. Show that the nil radical of Rs is (nilradi^)5. 
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2. Show that if P is a prime ideal of R, then RP/PP is isomorphic to the field of 
fractions of the domain R/P. 

3. Show that if R is a factorial domain (BAI, p. 141) and S is a submonoid of the 
multiplicative monoid of R not containing 0, then R s is a factorial domain. 

4. Let {P;|l ^ K w } b e a set of prime ideals in R and let S = (]l(R-Pi). Show that 
any prime ideal of R s has the form Ps where P is a prime ideal contained in one 
of the Pt. 

7.5 P R I M E S P E C T R U M OF A C O M M U T A T I V E R ING 

Let R be a commutative ring and let X = X(R) denote the set of prime ideals 
of R. There is a natural way of introducing a topology on the set X that 
permits the introduction of geometric ideas in the study of the ring R. We 
proceed to define this topology. 

If A is any subset of R, we let V(A) be the subset of X consisting of the 
prime ideals P containing A. Evidently V(A) = V(I(A)) where 1(A) is the ideal 
generated by A and since the nilradical of an ideal / is the intersection of the 
prime ideals containing / , it is clear that V(I) = F (nilrad / ) . Also if P is a 
prime ideal containing IJ2 for Il9I2 ideals, then either P => or P ZD I2. 
Hence V(IJ2) = F f / ^ u V(I2). We can now verify that the sets V(A\ A a 
subset of R, satisfy the axioms for closed sets in a topological space: 

(1) 0 and X are closed sets, since 0 = V({1}) and X = V({0}). 
(2) The intersection of any set of closed sets is closed, since if {Aa} is a set 

of subsets of R, then 

H V(AX) = V({J(AJ). 

(3) The union of two closed sets is closed, since we can take these to be 
Viii) and V(I2), Ij ideals, and then V(IX) u V(I2) = F ( / 1 / 2 ) . 

We shall call X equipped with this topology the prime spectrum of R and 
denote it as Spec P . The subset X m a x of X consisting of the maximal ideals of 
R with the induced topology is called the maximum spectrum. This will be 
denoted as MaxspecP. Such topologies were first introduced by M. H. Stone 
for Boolean rings and were considered by the present author for the primitive 
ideals of an arbitrary ring. In the case of commutative rings the topology is 
called the Zariski topology of X. 

The open sets in 1 = Spec R are the complements X — V(A) = X — 
OaeA V({a}) = [jaeA (X- V({a})). We denote the set X- V({a}) as Xa for aeR. 
This is just the set of prime ideals P not containing a, that is, the P such that 
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a = a + P 7^ 0 in R/P. Since any open set is a union of sets Xa, these open 
subsets of X constitute a base for the open sets in Spec R. It is worthwhile to 
list the following properties of the map a ~> Xa of R into the set of open 
subsets of Spec R: 

(1) Xah = XanXb. 
(2) Xa = 0 if and only if a is nilpotent (since nilrad R is the intersection 

of the prime ideals of R). 
(3) Xa = X if and only if a is a unit in R. 

If Y is a subset of X, put A y = f]PeYP- This is an ideal in R and F(A y ) is a 
closed set containing Y. On the other hand, if V(A) ZD Y7 then P ZD Afoi every 
P e 7 so A y ZD A and F(>4) ZD V(AY). Thus F(A y ) is the closure of 7 , that is, the 
smallest closed set in X containing Y. In particular, we see that the closure of a 
point P is the set of prime ideals containing P. If R is a domain, 0 is a prime 
ideal in R and hence the closure of 0 is the whole space X. 

E X A M P L E S 

1. R = Z. As we have noted, the closure of the prime ideal 0 is the whole space X(Z). 
Hence Spec Z is not a 7i -space (a space in which points are closed sets). Now consider 
Maxspec Z. The maximal ideals of Z are the prime ideals (p) ^ 0. Hence the closure of 
(p) ^ 0 is (p) and so Maxspec Z is a T±-space. Let Y be an infinite set of primes 
(p) 7^ 0 in Z. Evidently D(p)EY(p) = 0, so V(AY) = X. Thus the closure of any infinite 
subset of Maxspec Z is the whole space. Hence the closed sets of Maxspace Z are the 
finite subsets (including 0 ) and the whole space. Evidently the Hausdorff separation 
axiom fails in Maxspec Z. 

2. R = P [ x i , . . . , x j , F a field, x t indeterminates. For r = 1, the discussion of Spec 
and Maxspec is similar to that of the ring Z. For arbitrary r we remark that 
P [ x i , . . . , x j / ( x i ) = F[x2}. •. , x j , so the prime ideals of P [ x l 3 . . . , x r ] containing (xi) are 
in 1-1 correspondence with the prime ideals of F[x2,... ,x r ] . Hence the closure of (xi) 
in Spec P [ x i , . . . , x r] is in 1-1 correspondence with Spec P [ x 2 , . . . , x j . 

We shall now derive some of the basic properties of the prime spectrum. We 
prove first 

P R O P O S I T I O N 7.12. Spec R is quasi-compact. 

Proof. This means that if we have a set of open subsets Oa such that 
[JOa = X, then there exists a finite subset Oai,...,Oan of the Oa such that 
[JOai = X. (We are following current usage that reserves "compact" for "quasi-
compact Hausdorff.") Since the sets Xa form a base, it suffices to show that if 
[jasA^a = X, t r i e n {JXai

 = X f ° r some finite subset {at} of A. The condition 
[jaeAXa = X gives X-V(A) = X and V(A) = 0. Then V{I(A)) = 0 for the 
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ideal 1(A) generated by A and so 1(A) = R. Hence there exist ateA, xteR such 
that Zi^i^i = 1- Retracing the steps, we see that V({at}) = 0 and 
{Jxat = x- • 

Let N = nilrad R, R = R/N, and let v be the canonical homomorphism 
a -> a + N of R onto R. Any prime ideal P of R contains N and v(P) is a prime 
ideal of R. Moreover, every prime ideal of R has the form v(P), P a prime ideal 
of R. We have 

P R O P O S I T I O N 7.13. The map P ~> v(P) is a homeomorphism of Specif onto 
Spec £ . 

Proof The map is injective, since P ZD N for every prime ideal P and we have 
seen that the map is surjective. Now if aeR, v(a) e v(P) if and only \iaeP. This 
implies that if A is a subset of R, then the image of the closed set V(A) in 
Spec R is V(v(A)) in SpecR and if A is a subset of R, then the inverse image of 
the closed set V(A) is V(v~ X(A)). Hence P ~> v(P) is a homeomorphism. • 

We recall that a space X is disconnected if it contains an open and closed 
subset ^ 0 , T£X. We shall show that Specif is disconnected if and only if R 
contains an idempotent ^ 0 , 1 . This will follow from a considerably stronger 
result, which gives a bijection of the set of idempotents of R and the set of 
open and closed subsets of Spec R. To obtain this we shall need the following 
result on lifting of idempotents, which is of independent interest. 

P R O P O S I T I O N 7.14. Let R be a ring that is not necessarily commutative, N 
a nil ideal in R, and u = u + N an idempotent element of R = R/N. Then there 
exists an idempotent e in R such that e = u. Moreover, e is unique if R is 
commutative. 

Proof. We have u2 — u = z where z is nilpotent, say, zn = 0 and zeN. Then 
(u(l — u))n = unvn = 0 where v = 1 — u. From u + v = 1 we obtain 

1 = I 2 " " 1 = (u + u ) 2 " " 1 = e+f 

where e is the sum of the terms ulv2n~x~l in which n ^ i ^ 2n— 1 and / i s the 
siim of the terms ulv2n~l~l in which 0 ^ i ^ n — 1. Since unvn = 0, any term in e 
annihilates any term inf. Hence ef = 0 — fe. Since e+f = 1, this gives e2 = e, 
f2=f Every term in e except u2n~1 contains the factor uv = —z. Hence 
w 2 " - 1 = e (mod AO. Since u = u2 = u3 = • • • = t / 2 " - 1 (mod N), we have 
e = u (mod AO- This proves the first assertion. 

file:///iaeP
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Now assume that R is commutative. The uniqueness of e will follow if we 
can show that if e is an idempotent, then the only idempotent of the form e -f z, 
z nilpotent, is e. The condition (e + z)2 = e + z gives (1 — 2e)z = z2. Then 
z 3 = {l-2e)z2 = (l-2e)2z and by induction we have (l-2e)nz = zn + 1. Since 
(1 — 2e)2 = 1 — 4e + 4e = 1, this implies that z = 0 and hence e + z = e. • 

If e and / are idempotents in R, then so are e' = 1 — e, ef, and 
eof = l — (l — e)(l—f) = e+f—ef. It is readily verified that the set E of 
idempotents of R is a Boolean algebra with the compositions e A / = ef and 
e v f = eof (exercise 1, p. 479 of BAI). We remark next that the open and 
closed subsets of a topological space X constitute a subalgebra of the Boolean 
algebra of subsets of X. We can now prove 

T H E O R E M 7.3. / / e is an idempotent in R, then XE is an open and closed 
subspace of SpecR and the map e ~» XE is an isomorphism of the Boolean algebra 
E onto the Boolean algebra of open and closed subsets o /SpecR. 

Proof Let e = e2 eR. Then e(l — e) = 0, so any prime ideal P of R contains 
one of the elements e, 1 — e but not both. Hence X6KJX1_6 = X and 
J g n l i - g = 0 , so XE is open and closed. Now let Y be an open and closed 
subset of X, Y' = X-Y. Let R = R/A, A = nilrad R, v the canonical 
homomorphism of R onto R. We use the homeomorphism P ~»v(P) of 
X = SpecR with X = SpecR to conclude that v(Y) is an open and closed 
subset of X and v(Y') is its complement. Consider A v ( y ) and A v ( r ) as defined on 
p. 404. These are ideals in R and F(A v ( y ) ) = v(Y), F ( A v ( r ) ) = v(Y') since v(Y) 
and v(Y') are open and closed in X. If P is a prime ideal of R containing 
A v ( y ) + A v ( n , then P ZD A v ( y ) and P ZD A v ( n , so P e v ( Y ) n v(Y'). Since 
v(Y) n v(Y') = 0 , there are no such P and so A v ( y ) + A v ( n = R. If P is any 
prime in R, either P ZD A v ( y ) or P => A v ( y / ) , so P ZD A v ( y ) n Av ( y^}. Since this holds 
for all P and R has no nilpotent elements ^ 0 , A v ( y ) n A v ( r ) = 0. Hence 
R = A v ( y ) © A v ( r ) . Let e be the unit of A v ( r ) and let e be the idempotent in R 
such that v(e) = e. Now if P is an ideal in R, the condition PB e is equivalent to 
v(P)ae , which in turn is equivalent to v(P) • A v ( r ) and to v(P)ev(Y') and 
P e Y'. Hence Z e = Y, which shows that the map e ^ XE is surjective. To see 
that the map is injective, let e be a given idempotent in R, £ = v(e). Then we 
have R = Re@R(l — e) and Re and R( l — e) are ideals. Now v(XE) is the set of 
prime ideals of R containing 1 — e, hence R(T —e), and v (Xi_ e ) is the set of 
prime ideals containing Re. We have shown that R = Av^Xe)®Av^Xl_ey Since 
A v ( X ) =3 R ( T - e ) and A v ( X l _ e ) = 3 Re and R = Re@R(l — e), we have 
Av(xe) = R(i — e)- Since 1—e is the only idempotent in the coset 1 — e, by 
Proposition 7.14, this implies the injectivity of e^XE. If e and / are 
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idempotents, then Xef = Xe nXf. Also Xt-e = X—Xe, Xi = X, X0 = 0. 
These relations imply that e ~> Xe is an isomorphism of Boolean algebras. • 

Evidently we have the following consequence of the theorem. 

COROLLARY. Specif is connected if and only if R contains no idempotent 
* 0 , 1 . 

Because of this result, a commutative ring R is called connected if the only 
idempotents in R are 0 and 1. 

Let / b e a homomorphism of R into a second ring R. If P ' is a prime ideal in 
R', then P=f~l(P') is a prime ideal in R since if abeP, then 
f(a)f(b) = f(ab)eP. Thus e i the r / ( a ) o r / ( b ) e P ' and hence either a or be P. 
This permits us to define a map 

f*'.F^f~\P') 

of X' = Speci f into X = SpecR. If aeR, then a prime ideal P' of R' does not 
contain a' =f(a) if and only if P = / * ( P ' ) does not contain a. Hence 

This implies that the inverse image of any open subset of Specif u n d e r / * is 
open in SpecR', s o / * is a continuous map of Speci f into Specif. It is clear 
that if R' = R a n d / = 1R9 t h e n / * = lspQcR

 a n d if g is a homomorphism of R' 
into R", then (fg)* = g*f*. Thus the pair of maps R S p e c R , / ~ > / * define a 
contravariant functor from the category of commutative rings (homomor­
phisms as morphisms) into the category of topological spaces (continuous 
maps as morphisms). 

EXERCISES 

1. Let / b e a homomorphism of R into R',f* the corresponding continuous map of 
Specif into Specif. Show that if / is surjective, then / * (Specif) is the closed 
subset F(ker/) of Spec R. Show also tha t /* is a homeomorphism of Spec R' with 
the closed set F(ker/). 

2. Same notations as exercise 1. Show that/*(Specif) is dense in SpecR if and only 
if nilrad R =3 ker / Note that this holds if/is injective. 

3. Give an example of a homomorphism/of R into R' such that for some maximal 
ideal M' of R',f~x(M') is not maximal in R. 
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4. (D. Lazard.) Show that if P is a prime ideal in R and / is the ideal in R generated 
by the idempotents of R contained in P, then R/I contains no idempotents ^ 0 , 1 . 
Show that the set of prime ideals P' ZD I is the connected component of Spec R 
containing P (the largest connected subset containing P). (Hint: Let w be an 
idempotent of R = R/I where u = u + I. Then u(l — u)eIczP and we may 
assume ueP. Show that there exists an fel such that f2 =f and 
f(u — u2) = u — u2. Then (l—f)u = g is an idempotent contained in P, so gel. 
Then u = g +fu e I and ii = 0.) 

In exercises 5 and 6, R need not be commutative. 

5. Let A T be a nil ideal in R and let uu...,un be orthogonal idempotent elements of 
R = R/N (iif = uh UiUj = 0 if i^j)- Show that there exist orthogonal 
idempotents et in R such that et = uh 1 < i ^ n. Show also that if YJi^t = 1, then 
necessarily — 1-

6. Let A f , # be as in exercise 5 and let utj, 1 ^ i, j ^ n, be elements of R such that 
u..ukl = Sjkiiih YMu = L Show that there exist ^ e i ? such that e^e^ = dlketj, 
2>U = 1, £ y = M y , 1 ^ i,j ^ n. 

7.6 I N T E G R A L DEPENDENCE 

In BAI, pp. 278-281, we introduced the concept of R-integrality of an element 
of a field E for a subring R of E. The concept and elementary results derived in 
BAI can be extended to the general case in which E is an arbitrary 
commutative ring. We have the following 

D E F I N I T I O N 7.2. If E is a commutative ring and R is a subring, then an 
element ueE is called i^-integral if there exists a monic polynomial f(x)eR{1x], 
x an indeterminate, such thatf (u) = 0. 

If f(x) = xn — an-1xn~1—•••—a0, ateR, then we have the relation un = 
a0 + a1u+ ••• +an-1un~1, from which we deduce that if M = Rl+Ru+ ••• 
-hRu"'1, then uM cz M. Evidently M is a finitely generated i^-submodule of 
E containing 1. Since uM cz M, M is an R[u]-submodule of E and since XeM, 
M is faithful as R[u]-module. Hence we have the implication 1 => 2 in the 
following. 

LEMMA. The following conditions on an element ueE are equivalent: 1. u is 
i^-integral. 2. There exists a faithful R[u]-submodule of E that is finitely generated 
as R-module. 

Proof. Now assume 2. Then we have uteM such that M = Rux + Ru2 + • • • + 
Run. Then we have the relations uut = Yj=iaijup 1 ^ 1 ^ ft, where the atj e R. 
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Hence we have the relations 

an)ui-a12u2 - •" -alnun = 0 

- a 2 1 w 1 + ( w - a 2 2 ) w 2 - ••• -a2nun = 0 

- - f l n 2 W 2 - +(u-ann)un = 0. 

If we multiply the zth of these equations by the cofactor of the (zj)-entry of the 
matrix ul — (atj) and add the resulting equations, we obtain the equation 
/(ujUj = 0, 1 ^ j ^ n, where / ( x ) is the characteristic polynomial of the matrix 
(fly). Since the Uj generate M and M is faithful as R[w]-module, we have/(w) = 0, 
so u is a root of the monic polynomial / (x) . Hence 2 => 1. • 

We remark that the argument just used is slightly different from the one 
given in the field case in BAI, p. 279. If M and AT are R-submodules of E that 
are finitely generated over R then so is M A = { ^ m ^ l m ^ e M , nteN}. More­
over, if 1 e M and 1 e A then 1 e M A and if either uM cz M or uN cz N then 
uMN cz MN. These observations and the foregoing lemma can be used in ex­
actly the same way as in BAI, pp. 279-280, to prove 

T H E O R E M 7.4. / / E is a commutative ring and R is a subring, the subset R' of 
elements of E that are R-integral is a subring containing R. Moreover, any 
element of E that is R-integral is R-integral and hence is contained in R''. 

The subring Rf of E is called the integral closure of R in E. If R' = E, that is, 
every element of E is integral over R, then we say that E is integral over R (or 
E is an integral extension of R). 

If A is an ideal of a ring E, then evidently R n A is an ideal in the subring R 
of E. We call this the contraction of A to R and denote it as Ac. We also have 
the subring (R + ^)/^4 of E/A and the canonical isomorphism of this ring 
with the ring R/Ac = R/(R n A). One usually identifies (R + A)/A with R/Ac by 
means of the canonical isomorphism and so regards E/A as an extension of 
R/Ac. In this sense we have 

P R O P O S I T I O N 7.15. If E is integral over R and A is an ideal in E, then 
E = E/A is integral over R = R/Ac. 

Proof. Let u = u + A be an element of E. Then we have ateR, 0 ^ i ^ n— 1, 
such that un = a0 +axu+ • • • +an_1un~1. Then un = a0 + a1uJr • • • + a M _ 1 w n _ 1 

where a^a^A. Hence u is integral over (R + ^4)/^4, hence over 
R = R / y l c . • 
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Next suppose that S is a submonoid of the multiplicative monoid of R. Then 
the localization Es contains the localization Rs as a subring. Moreover, we 
have 

P R O P O S I T I O N 7.16. Let R be a subring of E, R' the integral closure of R in 
E, S a submonoid of the multiplicative monoid of R. Then R's is the integral 
closure of Rs in Es. 

Proof Any element of R's has the form u/s, ueR', seS. We have a relation 
un= a0 + a1u+ ••• + a n _ i w n _ 1 , ateR. Hence (u/sf = a0/sn+ {a1/sn~1)(u/s) + 
"' + {an-i/s){u/s)n~l. Hence u/s is integral over Rs. Conversely, suppose that 
u/s is integral over Rs where ueE, seS. To show that u/s = v/t where 
veR', teS, it suffices to show that there exists an s'eS such that us'eR'. 
For, u/s = us'/ss' has the required form. Now u/s integral over Rs implies 
that u/1 is integral over Rs, since s/leRs and u/1 = (u/s)(s/l). Thus we have a 
relation of the form (u/1)" = a 0 / 5 0 + (ai/51)(t//l)H- • • • + {an-1/sn-1)(u/lf~1 with 
ateR, steS. Multiplication by t\/\ where tx = Ylo~1 st gives (tiu/1)" = a'0/l + 
(a'1/l)(t1u/l)+ • - - +(a'n-1/l)(t1u/l)n~1 where the a[eR. Hence [ ( t i w ) n - 0 ' o -
a\(tiu)— ••• — a'n-i(tiu)n~1~\/\ = 0. Then there exists a t2eS such that 
t2 [(ti u)n—a0— •••] = 0. Multiplication of this relation by t ^ - 1 shows that s'u e R' 
for 5 ' = txt2. • 

We prove next 

P R O P O S I T I O N 7.17. / / F is a domain that is integral over the sub domain R, 
then E is a field if and only if R is afield. 

Proof Assume first that R is a field and let u / 0 be an element of E. We 
have a relation un + aiiin~1 + • • • + an = 0 with ateR and since u is not a zero 
divisor in F, we may assume an # 0. Then a~1 exists in R and we have 
u(un~l + ciiun~2 -F • • • + fl„-i)( — a " 1 ) = 1. Hence w is invertible and E is a field. 
Conversely, suppose that E is a field and let a # 0 be in R. Then a " 1 exists 
in E and we have a relation ( a - 1 ) " + a i ( < 2 ~ 1 ) " ~ 1 + • • • + an = 0 with ateR. 
Multiplication by an~l gives a~l = —(a1 + a2a+-- + anan~1)eR. Hence a is 
invertible in R and JR is a field. • 

An immediate consequence of this result and of Proposition 7.17 is the 

C O R O L L A R Y 1. Let E be a commutative ring, R a subring such that E is 
integral over R, and let P be a prime ideal in E. Then Pc = P n R is maximal in 
R if and only if P is maximal in E. 
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Proof. E = E/P is a domain and by Proposition 7.15, E is integral over 
R = R/Pc. By Proposition 7.17, E is a field if and only if R is a field. Hence P is 
maximal in E if and only if Pc is maximal in R. • 

We also have the following 

COROLLARY 2. Let E and R be as in Corollary 1 and suppose Px and P2 

are ideals in R such that P x =2 P2. Then P\ ^ P 2 . 

Proof. We have P i ZD P 2 . Now suppose p = PI = P 2 . Consider the localization 
Es for S = R — p. By Proposition 7.16, Es is integral over Rs. Since PtnR = p, 
Ptc\S = 0. Then, by Proposition 7.8, P1S ^ P2S. On the other hand PiS ZD ps 

which is the maximal ideal of the local ring Rs. Since Es is integral over Rs it 
follows from Corollary 1 that PiS is maximal in Es. This contradicts P1S ^ P2S. 
Thus P\^PC

2. • 

If P is a prime ideal in E, then it is clear that Pc is a prime ideal in R. Hence 
we have a map P ^ P c of Spec £ into Spec R. This is surjective since we have 
the following 

T H E O R E M 7.5 ("LYING-OVER" T H E O R E M ) . Let E be a commutative 
ring, R a subring such that E is integral over R. Then any prime ideal p of R is 
the contraction Pc of a prime ideal P of E. 

Proof. We assume first that R is local and p is the maximal ideal of R. Let P 
be a maximal ideal in E. Then Pc is a maximal ideal in R, by the above 
corollary. Since p is the only maximal ideal in R, we have p = Pc. 

Now let R be arbitrary and consider the localizations Rp and Ep. Rp is a 
local ring and Ep is integral over Rp (Proposition 7.16). Now there exists a 
prime ideal P' in Ep whose contraction P'c = P' c\Rp = pp, the maximal ideal 
of Rp. By Proposition 7.8 (p. 401), P' = Pp for a prime ideal P of E such that 
Pn(R — p) = 0 or, equivalently, PnRczp. Again, by Proposition 7.8, 
P = j(Pp) = {ueE\u/sePp} for some seR — p. Now p cz j(pp) czj(Pp) = P. 
Hence P n R = p. • 

EXERCISES 

1. Let £ be a commutative ring, R a subring such that (1) E is integral over R and (2) 
E is finitely generated as R-algebra. Show that E is finitely generated as R-module. 
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2. ("Going-up" theorem). Let £ be a commutative ring, R a subring such that E is 
integral over R. Let px and p2 be prime ideals of R such that p1^> p2 and let P 2 

be a prime ideal of E such that Pc

2 = p2. Show that there exists a prime ideal Px 

of £ such that P± ZD P2 and P$ = pv 

3. Let P be a subring of a commutative ring E, R the integral closure of R in E, I 
an ideal in R, Ie = IP ' its extension to an ideal in Rf. An element a e E is integral 
over I if it satisfies an equation f(a) = 0 where /(A) = /lm + fr^"1-1 + • • • + bm, 
b( e I. The subset V of E of elements integral over I is called the integral closure 
of J in E. 

Show that T = nilrad Ie in P'. Sketch of proof: If a e E and a m + bxam~1 + • • • + 
bm = 0 with the bf e I then a e P ' and am e Ie. Hence a e nilrad P in R'. Conversely, 
let ae nilrad Ie in P'. Then a e P ' and am = Ylaibi f ° r some m > 0, ateR', btel. 
Let T4 be the P-subalgebra of E generated by the at. By exercise 1, A has a finite 
set of generators a^.. .,aq, q > n, as P-module. Then amaj = 2= ik /A> I <j < q, 
where the e L As in the proof of the lemma on p. 408, this implies that am and 
hence a is integral over L 

Remarks, (i) J' is a subring of E (in the sense of BAI, that is, I' is a subgroup of 
the additive group closed under multiplication), (ii) If R is integrally closed in E 
{Rf = R) then T = nilrad J in R. 

4. (Basic facts on contractions and extensions of ideals.) Let R be a subring of a 
commutative ring E. For any ideal / of P, Ic = I n P is an ideal in P and for any 
ideal i of P, f = z£ is an ideal in E. Note that 

J t = J 2 = 

^ ZD z2 => =3 f| 

fc ID i, P e c /. 

Hence conclude that 
-ece __ je jcee __ jc 

for any ideals i and /. Note that these imply that an ideal i of R is the contraction 
of an ideal of E o i = iec and an ideal / of E is an extension of an ideal of R o I = 
jce 

7.7 I N T E G R A L L Y CLOSED D O M A I N S 

An important property of domains that we shall encounter especially in the 
study of Dedekind domains (see Chapter 10) is given in the following 

D E F I N I T I O N 7.3. A domain D is called integrally closed if it is integrally 
closed in its field of fractions. 
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It is readily seen that Z is integrally closed. More generally any factorial do­
main is integrally closed (exercise 1, below). Our main objective in this brief 
section is to prove a "going-down" theorem (Theorem 7.6) for integrally closed 
domains that will be required later (in the proof of Theorem 8.37). For the 
proof of this theorem we require 

P R O P O S I T I O N 7.18. Let D be an integrally closed subdomain of a domain E, 
F the field of fractions of D, I an ideal in D. Let aeE be integral over L Then a 
is algebraic over F and its minimum polynomial m(X) = Xm — b^™'1 + — + 
(—l)mbm over F has its coefficients ( — ly'fejGnilrad I, 1 <j< m. 

Proof. The first statement is clear. For the second let S be a splitting field 
over F of m(X) and let m(X) = (1 — ax) • • • (X — am) in where ax = a. For any 
i we have an automorphism of S/F such that a —> at. Since this stabilizes I it 
follows that every at is integral over J. Since bj9 1 < j < m, is an elementary 
symmetric polynomial in the at it follows from Remark (i) following exercise 3 
of section 7.6 that bj is integral over / . Then, by Remark (ii), bj e nilrad I. • 

We shall need also the following criterion that an ideal be a contraction of 
a prime ideal. 

P R O P O S I T I O N 7.19. Let R be a subring of a commutative ring E, p a prime 
ideal of R. Then p = P° = P n R for a prime ideal P of E o pec = Ep n R = p. 

Proof. If p = P° then pec = p by exercise 4 of section 7.6. Now assume this 
holds for a prime ideal p of R. Consider the submonoid S = R — p of the 
multiplicative monoid of E. Since pec = p, Ep n R = p and hence Ep n S = 0. 
Since Ep is an ideal of E and Ep n S = 0 , the extension (Ep)s is a proper ideal 
of the localization Es of E relative to the monoid S. Then (Ep)s is contained 
in a maximal ideal Q of Es and P =j(Q) as defined by (18) is a prime ideal of 
R such that Pn(R - p) = PnS = 0. Then PnRczp. Since P =j{Q) ZD 
j{(Ep)s) ZDPWQ have Pc = P n R = p. • 

We can now prove 

T H E O R E M 7.6 ("Going-down" theorem). Let D be an integrally closed sub-
domain of a domain E that is integral over D. Let px and p2 be prime ideals of 
D such that p± ZD p2 and suppose Px is a prime ideal of E such that P\ = pv Then 
there exists a prime ideal P2 of E such that P2 = p2 and P2 c Pv 

Proof. Consider the localization EPl (= EE_Pl). It suffices to show that p2EPl n 
D = p2. For, if this holds, then by Proposition 7.19 there exists a prime ideal 
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Q of EPl such that D nQ = p2. Then P 2 = j{Q) is a prime ideal of E contained 
in P x and P2nD = j(Q)nD= j(Q)nEnD = QnD = p2. 

We now proceed to the proof that p2EPl nD = p2. Let aep2EPl. Then a = 
b/s where beEp2 and seE — Pv By exercise 3 of section 7.6, is integral over 
p2 and hence by Proposition 7.18, the minimum polynomial of b over the field 
of fractions F of D has the form Xm - bYlm~x + ••• + ( - l ) m f t m where ^ G / ? 2 , 

1 < i < m. 
Suppose a = b/sep2EPl n D. Then s = b/a and the minimum polynomial of 

s over F is Xm- (bJaW1 + -- + {-\)m{bjam\ Since s is integral over D , 
taking / = D in Proposition 7.18, we see that every bJcieD. Then (bi/al)alep2 

and ^ / a 1 and a ' e D . Now suppose a$p2. Then, since p2 is prime in D, bi/alGp2, 
1 < i < m. Thus 5 is integral over p 2 and hence over pv Then again by exercise 
3, sen i l rad p x £ cz P 1 contrary to seE — Pv This shows that aep2 so p 2 £ P l n 
D cz p2. Since the reverse inequality is clear we have p2EPl n D = p2- • 

EXERCISES 

1. Show that any factorial domain is integrally closed. 

2. Let D be a domain, F its field of fractions. Show that if D is integrally closed then 
Ds is integrally closed for every submonoid S of the multiplicative monoid of R. 
On the other hand, show that if DP is integrally closed for every maximal ideal 
P of D then D is integrally closed. (Hint: Use Proposition 7.11 on p. 402.) 

7.8 RANK OF PROJECTIVE MODULES 

We have shown in BAI, p. 171, that if R is a commutative ring and M is an R -
module with a base of n elements, then any base has cardinality n. Hence the 
number n, called the rank of M, is an invariant. We repeat the argument in a 
slightly improved form. Let { e t \ l ^ i ^ n) be a base for M and let 
{fj\l^j^m} be a set of generators. Then we have fj = YAajie^ e i = 

YAhikfk = Y,k,jhik^k3ep
 w h i c h g i v e s

 Y$=ihikakj = $ip 1 < U j ^ ft- Assume 
n^m and consider the n x n matrices 

A = 
a m 1 a„ 

B 

fen 

&21 

&1„ 

; 2 m 
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Then we have BA = ln, the nxn unit matrix. Since R is commutative, this 
implies AB = ln (BAI, p. 97), which is impossible if n > ra. Hence n = m. Thus 
we see that if M has a base of n elements, then any set of generators contains 
at least n elements. Hence any two bases have the same cardinality. The 
argument shows also that any set of n generators fj = YA^U 1 < J < is a 
base, since the argument shows that in this case the matrix A = (atj) is 
invertible in Mn(R), and this implies that the only relation of the form 
Ycifi = 0 is the one with every ct = 0. We summarize these results in 

P R O P O S I T I O N 7.20 Let M be a free module over a commutative ring with 
base ofn elements. Then (1) any base has cardinality n, (2) any set of generators 
contains at least n elements, and (3) any set of n generators is a base. 

We shall now give a method, based on localization, for extending the 
concept of rank to finitely generated projective modules over commutative 
rings R. We shall prove first that such modules are free if R is local. For this 
we require an important lemma for arbitrary rings known as 

NAKAYAMA'S L E M M A . Let M be a module over a ring R (not necessarily 
commutative). Suppose that (1) M is finitely generated and (2) (rad R)M = M. 
Then M = 0. 

Proof. Let ra be the smallest integer such that M is generated by ra elements 
x l 5 x 2 , . . . , x m . If M ^ 0, then ra > 0. The condition (rad R)M = M implies that 
x m = rxxx + • • • + rmxm where the rt erad R. Then we have 

(1 ~rm)Xm — T \ X \ + " ' + r m - l X m - l -

Since r m e r a d R , 1— rm is invertible in R, and acting with ( 1 — r m ) _ 1 on the 
foregoing relation shows that xm can be expressed in terms of x 1 , . . . , x m _ 1 . 
Then x i 3 . . . , x m _ i generate M, contrary to the choice of ra. • 

We recall that if B is an ideal in a ring R and M is an R-module, then BM is 
a submodule and the module M/BM is annihilated by B and so can be 
regarded in a natural way as R/P-module. In particular this holds for 
B = rad R. In this case we have the following consequence of Nakayama's 
lemma. 

COROLLARY. Let M be a finitely generated R-module. Then xi,..., X m eM 
generate M if and only if the cosets xx = xt + (rad R ) M , . . . , x m = x m + (rad R)M 
generate M/(rad R)M as R/rad R module. 
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Proof. If x 1 ? . . . , x m generate M, then evidently x 1 ? . . . , x m generate 
M = M/(mdR)M as .R-module and, equivalently, as R = R/md R-module. 
Conversely, suppose the xt generate M as R-module, hence as R-module. 
Then M = (rad R)M + N where N = £Rx*. Then (rad R)(M/N) = M/N and 
M/N is finitely generated. Hence M/N = 0 by Nakayama's lemma, so 

M=N = %!iRxi. • 

We can now prove 

T H E O R E M 7.7. If R is a (commutative) local ring, then any finitely generated 
projective module over R is free. 

Proof. We may assume that M is a direct summand of a free 
module F = R(n):F = M®N where M and N are submodules. 
Then (rad R)F = (rad R)M + ( r a d R)N and (rad R)M cz M, (rad R)N cz N. 
Hence F = F/ ( rad R)F = M®N where M = (M + (rad R)F)/(rad R)F, 
N = (N + (rad R)F)/(rad R)F. Now R = R/rad R is a field and evidently F is an 
n-dimensional vector space over R, and M and N are subspaces. We can 
choose elements yu...,yn so that yu...,yreM, yr + 1,... ,yne N and if 
yi = yi + ( r a ( i R ) F , then {j^i,.. . ,^} is a base for F over R. Then, by the 
Corollary to Nakayama's lemma, yt,-.-,yn generate F and, by Proposition 
7.18, they form a base for F. Then {yl9...,yr) is a base for M so M is free. • 

We now consider finitely generated projective modules over an arbitrary 
ring R and we prove first 

P R O P O S I T I O N 7.21. IfM is a free R-module of rank n, then Ms is a free Rs-
module of rank n for any submonoid S of the multiplicative monoid of R. If M is 
projective with n generators over R, then Ms is projective with n generators over 

Proof. To prove the first statement we recall that S-localization is a functor 
from R-mod to R s -mod. Hence a relation M ^ M x © • • • © M s for R-modules 
implies Ms>^ Mls® • • • ®MsS for R s -modules. Then M ^ R © • • • © R (n 
copies) implies Ms ^ R s © • • • © R s (n copies). Next suppose M is projective 
with n generators. This is equivalent to assuming that M is isomorphic to a 
direct summand of the free module R ( n ) . Then Ms is Rs-projective with n 
generators. • 

In particular, if M is projective with n generators, then for any prime ideal P, 
MP is projective with n generators over the local ring RP. Hence MP is RP-free 
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of rank nP ^ n. We call nP the P-rank of M and we shall say that M has a rank 
if nP = nQ for any two prime ideals P and Q of R. In this case the common 
value of the local ranks nP is called the rank of the finitely generated projective 
module M. We shall now show that the map P ~> nP is a continuous map of 
SpecR into Z endowed with the discrete topology. This will imply that if 
SpecR is connected or, equivalently, R has no idempotents 1, then M has 
a rank. 

The continuity we wish to establish will be an easy consequence of 

P R O P O S I T I O N 7.22. Let M he a finitely generated projective R-module, P a 
prime ideal in R. Then there exists a£P such that M^ay is free as R^ay-module. 

Proof MP is a free P P -module of finite rank. If (xjs^...,xn/sn), xteM, 
steR — P, is a base for MP, and since the elements sjl are units in R P , 
(xjl,... ,xn/l) is also a base. Consider the R-homomorphism / o f R{n) into M 
such that (al9...,an) ~> Y a i x t - We have the exact sequence 

0 -> k e r / A R{n) -4 M A coker / -» 0. 

Localizing at P, we obtain the exact sequence 

0 -> k e r / P R ^ M P -> coke r / P 0. 

Since MP is free with base (xjl,...,xjl), fP is an isomorphism and hence 
k e r / P = 0, coke r / P = 0. Since M is finitely generated, so is its homomorphic 
image c o k e r / and since coke r / P = ( coke r / ) P , it follows from Proposition 7.5 
that we have an element b$P such that ^(coker / ) = 0. Then (coker/)<^> = 0 
and we have the exact sequence 

0 — + k e r / < 6 > R% *U M<b} — 0. 

Since M<^> is projective, this splits, so ker /^> is isomorphic to a homomorphic 
image of R^y and hence this is finitely generated. Since {b} is a submonoid of 
R —P, 0 = ( k e r / ) P = k e r / P is obtained by a localization of (ker/)<^> 
(Proposition 7.4). Since (ker / )^> is finitely generated, this implies that there 
exists an element c/1, c$P such that (c/1)(ker/)<b> = 0. Then k e r / < b c > = 0. 
Hence if we put a = be, then a£P and we have 

0—+R&*OUM<a>—+0, 

so M^ay = Rtyy is free. This completes the proof. • 
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We now have 

T H E O R E M 7.8. The map rM:P ^ nP(M) of SpecR into Z (with discrete 
topology) is continuous. 

Proof. Let P be any point in Spec R. We have to show that there exists an 
open set 0 containing P such that nQ = nP for all Q in O. Take 0 = Xa where a 
is as in Proposition 7.20. Then PeXa and if QeXa, then MQ is a localization 
of M<fl>, which is a free R ^ - m o d u l e of rank n. Then the rank of MQ is n. Thus 
nQ = n = nP. • 

If Spec R is connected, the continuity of the map rM implies that nP = nQ for 
all P, Q e Spec R. Hence we have the 

COROLLARY. If R is connected, that is, R has no idempotents 7^0 ,1 , then 
the rank is defined for every finitely generated projective R-module. 

Again let M be a finitely generated projective module and consider the 
continuous map rM of SpecR into Z. Since Z has the discrete topology, any 
integer n is an open and closed subset of Z and r^1 (n) is an open and closed 
subset of SpecR. Moreover, SpecR is a disjoint union of these sets. Since 
SpecR is quasi-compact, the number of non-vacuous sets r^fa) is finite. Thus 
we have positive integers nx,...,ns such that r ^ 1 ^ ) ^ 0 and 
X = SpecR = {Jr^ffaf By Theorem 7.3, the open and closed subset r ^ 1 ^ ) 
has the form Xe. for an idempotent eteR. Since r^x(nt) f] r ^ 1 ^ ) = 0 if i ^ 7 , 
etej = 0 for i / j and since ( J r ^ 1 ^ ) = X, J^et = 1. Thus the et are orthogonal 
idempotents in R with sum 1 and hence R = R x © • • • © R s where Rf = Re f and 
M = M i © • • • © M s where M f = etM = RtM. It is clear from the dual basis 
lemma (Proposition 3.11, p. 152) that Mt is a finitely generated projective R r 

module. We claim that Mt has a rank over Rt and this rank is nt. Let Pi be a 
prime ideal in Rt. Then P = P f 4 - Z ; # ^ i ^s a P r m i e i ^ e a ^ m R n o t containing ef 5 

so PeXe. and P contains every ej9 j z. We have RP = R 1 P © • • • ®RsP and 
since et$P and ^fR7- = 0 for j ^ i, RP = RiP. Similarly MP = MiP. Hence the 
rank of MiP over RiP is nt. We have the homomorphism r ^ ret of R into Rt in 
which the elements of R — P are mapped into elements of R( — Pi. Following 
this with the canonical homomorphism of Rt into RiP. gives a homomorphism 
of R into RiPi in which the elements of R — P are mapped into invertible 
elements. Accordingly, we have a homomorphism of RP into RiP. and we can 
use this to regard RiP. as R P -module. Then MiP. = RiPi®RpMiP and since MiP 

is a free R £ P module of rank nt, MiP. is a free R £ P . module of rank nt. Since this 
holds for every prime ideal Pt of Rt, we see that the rank of Mt over Rt is nt. A 
part of what we have proved can be stated as 
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T H E O R E M 7.9. Let M be a finitely generated projective module over a 
commutative ring R. Then there are only a finite number of values for the ranks 
nP{M) for the prime ideal P of R. / / these values are nx,...,ns, then 
R = R i© • • • © R s where the Rt are ideals such that RtM is finitely generated 
projective over Rt of rank nt. 

EXERCISES 

1. Let M be a finitely generated projective module over the commutative ring R and 
let P be a maximal ideal of P. Show that if M has a rank over P, then this is the 
dimensionality of M/PM regarded as vector space over the field R/P. 

2. Let M and R be as in exercise 1 and assume that R is an algebra over R such 
that R is finitely generated projective over R'. Suppose that M has a rank over R 
and R has a rank over R'. Show that M has a rank over R and 
rank M/R = (rank M/R) (rank R/R). 

3. Show that if D is a domain, then any finitely generated projective module M over 
D has a rank and this coincides with the dimensionality of F®DM over F where 
F is the field of fractions of D. 

7.9 PROJECTIVE C L A S S G R O U P 

We now make contact again with the Morita theory. We recall that if R' and R 
are rings, an R'-R-bimodule M is said to be invertible if there exists an R-R'-
bimodule M' such that M'®R.M = R as R-R-bimodule and M®RM' ^ R' as 
R'-R'-bimodule. This is the case if and only if M is a progenerator of mod-R 
(R'-mod). Then R' ^ End MR as rings and M' = hom (MR,RR) as R-R'-
bimodule. If R' = R, the isomorphism classes of invertible bimodules form a 
group P icR in which the multiplication is given by tensor products. Now 
suppose R is commutative. We restrict our attention to the R-P-bimodules in 
which the left action is the same as the right action. In effect we are dealing 
with (left) P-modules. The isomorphism classes of invertible modules 
constitute a subgroup of Pic R that is called the projective class group of the 
commutative ring R. The following result identifies the modules whose 
isomorphism classes constitute the projective class group. 

T H E O R E M 7.10. Let R be a commutative ring, M an R-module. Then M is 
invertible if and only if it is faithful finitely generated projective and rankM = 1. 

Proof. Suppose that M is invertible and M' is an R-module such that 
M®RM' ^ P . Then M and M' are finitely generated projective. Let P be a 
prime ideal in P . Then M®RM' = R implies that MP®RpM'P = RP. Since 
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these modules are free of finite rank over the local ring RP, this relation implies 
that rank MP/RP= 1. Since this holds for all P, we see that r a n k M = 1. 
Conversely, suppose that M satisfies the stated conditions and let 
M* = homR(M,R). Since M is faithful finitely generated projective, M is a 
progenerator by Theorem 3.22. Hence, as in the Morita theory, we have the 
isomorphism p of M®RM* onto E n d ^ M sending x®y*, xeM, j / * e M * , into 
the map y^*y*(y)x. Since R is commutative, any reR determines an R-
endomorphism y ^ ry. We can identify R with this set of endomorphisms and 
so E n d ^ M => R. Hence to show that M®RM* ^ R, it suffices to prove that 
E n d ^ M = R. This will follow if we can show that (EndRM)P = RP for every 
prime ideal P. Now (EndRM)P ^ RP®REndRM. Since M is finitely generated 
projective, it is easily seen that RP®REndRM ^ EndRpMP (see the proof of 
Proposition 3.14, p. 154). Now if M is a free module of rank n over a 
commutative ring R, then E n d R M is a free module of rank n2 over R 
(^M„(R)) . By hypothesis, MP has rank 1 over Rp. Hence EndRpMP has rank 1 
over RP. Thus (EndRM)P has rank 1 over RP and hence (EndRM)P = RP for 
every P. This completes the proof. • 

We shall not give any examples of projective class groups at this point. 
Later (section 10.6) we shall see that if R is an algebraic number field, then this 
group can be identified with a classical group of number theory. 

7 . 1 0 N O E T H E R I A N R I N G S 

In the remainder of this chapter we shall be interested primarily in noetherian 
rings and modules. We recall that the noetherian condition that a module 
satisfy the ascending chain condition for submodules is equivalent to the 
maximum condition that every non-vacuous set of submodules contains 
submodules that are maximal in the set, and equivalent to the "finite basis 
condition" that every submodule has a finite set of generators (p. 103, exercise 
1). We recall also that a (commutative) ring is noetherian if it is noetherian as 
a module with respect to itself, which means that every properly ascending 
chain of ideals in the ring terminates, that every non-vacuous set of ideals 
contains maximal ones, and that every ideal has a finite set of generators. 
Moreover, any one of these conditions implies the other two. In 1890 Hilbert 
based a proof of a fundamental theorem in invariant theory on the following 
theorem: 

HILBERT'S BASIS T H E O R E M . If R is afield or the ring of integers, then 
any ideal in the polynomial ring R [ x l 5 x 2 , . . . , x r ] , xt indeterminates, has a finite 
set of generators. 
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Hilbert's proof admits an immediate extension of his basis theorem to 

HILBERT'S (GENERALIZED) BASIS T H E O R E M . If R is a ring such that 
every ideal in R is finitely generated, then every ideal in R [ x l 5 . . . , x r ] is finitely 
generated. 

Proof. Using induction it evidently suffices to prove the theorem for the case 
of one indeterminate x. We have to show that any ideal B of R [ x ] has a finite 
set of generators. Let j = 0,1,2,... and let Ij = Ij(B) be the set of elements bj-eR 
such that there exists an element of the form 

fj = bjX3 + aj_1x3~1 + ••• + a0eB. 

It is evident that Ij is an ideal in R, and since feB implies that 
xfj = bjXJ + 1 + • • • eB, it is clear that Ij cz Ij+1. Hence / = (J/y is an ideal in R. 
This has a finite set of generators, and we may assume that these are contained 
in one of the ideals Im. If {b^},..., b^} are these generators, we have 
polynomials f£] = b{^xm-\-gm

]eB where d e g a m

} < m. Similarly, since every Ij is 
finitely generated for j < m, we have polynomials fjlj) = b{-j)xJ + g{-j) e B where 
deg g{jj) < j and 1 < ij ^ fc.. We claim that the finite set of polynomials 

r wi) f(k0) f(i) f(ko f(i) f(m 
I J 0 i • • • 5J 0 1 ' • ' • 'J 1 ? • • • ?Jm •> ' • ' iJm J 

generate B. L e t / e B. We prove by induction on n = deg / t h a t / = YuUj^ijff f ° r 

suitable htjeR\_x~\. This is clear if / = 0 or d e g / = 0, so we assume that / = 
bnxn + fx where bn / 0 and d e g ^ < n. Then bnelncz I. If n ^ m, then bn = 
YiUib^, at e R, and X ^ / x n _ m / m ° e B and has the same leading coefficient a s / Hence 
deg(/— Y.aiXn~mfm]) < n- Since this polynomial is in B, the result follows by 
induction. If n < m, we have bn = Y,taib(zi\ ateR, and deg (/— Y.^ifn]) < ft-
Again the result follows by induction. • 

An alternative version of Hilbert's theorem is that if R is noetherian, then so 
is the polynomial ring R [ x 1 ? . . . , x j . We also have the following stronger result. 

COROLLARY. Let R be noetherian and R' an extension ring of R, which is 
finitely generated (as algebra) over R. Then R' is noetherian. 

Proof. The hypothesis is that R' = R[uu..., wr] for certain uteR'. Then R' is 
a homomorphic image of R [ x l 5 . . . , x j , xt indeterminates. Since R [ x l 5 . . . , x j is 
noetherian, so is R'. • 

There is another important class of examples of noetherian rings: rings of 
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formal power series over noetherian rings. If R is an arbitrary ring, we can 
define the ring R [ [ x ] ] of formal power series over R as the set of unrestricted 
sequences 

(19) a = (a0,al9a2,...), 

ateR with addition defined component-wise, 0 = (0,0,. . .) , 1 = (1,0,0, . . . ) , and 
product ab for a as above and b = (b0, bl9...) defined as c = (c 0 , cu...) where 

(20) ct= £ ajbk. 
j + k=i 

It is easily checked that R [ [ x ] ] is a ring (exercise 7, p. 127 of BAI). It is clear 
that R can be identified with the subring of R [ [ x ] ] of elements (a0,0,0,...) and 
R[x] with the subring of sequences (aQ , a^,..., an9 0,0, . . . ) , that is, the sequence 
having only a finite number of non-zero terms (BAI, pp. 116-118). 

In dealing with formal power series, the concept of order of a series takes the 
place of the degree of a polynomial. If a = (a0,al9...), we define the order o(a) 
by 

fco if a = 0 
\k if a0 = • • • = af c_A = 0, ak ^ 0. 

(21) o(a) = 

Then we have 

(22) o(ab) ^o{a) + o(b) 

and 

(23) o(a + b) > min (o(a), o(b)). 

If JR is a domain, then (22) can be strengthened to o(ab) = o(a) + o(b\ In any 
case if we define 

(24) \a\ = 2 - ° ( a ) 

(with the convention that 2 - 0 0 = 0), then we have the following properties of 
the map a ~> \a\ of R [ [ x ] ] into U: 

(i) \a\ ^ 0 and \a\ = 0 if and only if a = 0. 
(ii) \a + b\ ^ max 

(hi) \ab\^\a\\b\. 
The second of these implies that \a + b\ ^ |a| + |b|. Hence (i) and (ii) imply that 
P [ [ x ] ] is a metric space with distance function d(a, b) = \a — b\. We can 
therefore introduce the standard notions of convergence of sequences and 
series, Cauchy sequences etc. 
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We say that the sequence {a{l)}, a ( 0 e R [ [ x ] ] , i = 1 ,2 ,3 , . . . , converges to 
aeR[[xJ] if for any real e > 0 there exists an integer N = N(e) such that 
\a — a(l)\ < s for all i ^ N. Then we write l i m a ( 0 = a. The sequence {a{l)} is 
called a Cauchy sequence if given any e > 0 there exists an integer N such that 
\a(l) — aU)\ < e for all i,j ^ A. R [ [ x ] ] is complete relative to its metric in the 
sense that every Cauchy sequence of elements in R [ [ x ] ] converges. For, let 
{a(i)} be a Cauchy sequence in R [ [ x ] ] . Then for any integer n ^ 0 we have an 
N such that o(a{i) — aU)) > n for all i,j ^ N. Let an be the entry in the (w + l)-st 
place of a{N\ Then every a{i\ i ^ A, has this element as its (rc + l)-st entry. It is 
readily seen that if we take a = (a0, au a2,...), then lim a(i) = a. 

We can also define convergence of series in the usual way. We say that 
a{1) + a{2)+ ••• = a if the sequence of partial sums a{1\a(1) + a ( 2 ) , . . . converges 
to a. 

If we put x = (0,1,0, . . . ) , then x* has 1 in the (i + l) th place, 0's elsewhere. It 
follows that if a = (a0i al9 a2,...) and we identify aj with (aj} 0,0, . . .) , then we 
can write 

(25) (a0,al9...) = a0 + a1x + a2x2 + .... 

It is clear that if R is a domain, then so is R [ [ x ] ] . It is also easy to 
determine the units of R [ [ x ] ] , namely, ^ f l j X 1 is a unit if and only if a0 is a 
unit in R. The condition is clearly necessary. To see that it is sufficient, we 
write atx' = ci0(l — z) where z = YJT bjXj and bj = —ao1^. Then o(z) ^ 1 
and o(zk) ^ k. Hence 1 + z + z 2 + • • • exists. It is readily seen that 

(26) ( l - z ) ( l + z + z 2 + - - - ) = I-

Hence Y o a i x i = a o ( l — z ) i s a u n ^ w i t r l inverse a$ 1(Zo°^)- It is clear also that 
the set of power series Xi0^;^ of order > 0 is an ideal in J R [ [ X ] ] . An immediate 
consequence of these remarks is 

P R O P O S I T I O N 7.23. IfF is afield, then F [ [ x ] ] is a local ring. 

Proof. The set of elements Yoaixl that are not units is the set for which 
a0 = 0. This is an ideal. Thus the non-units constitute an ideal and hence 
F [ [ x ] ] is local. • 

It is easily seen also that if R is local, then so is R [ [ x ] ] . We leave the proof 
to the reader. 

We shall prove next the following important 

T H E O R E M 7.11. / / R is noetherian, then so is R [ [ x ] ] . 
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Proof. The proof is quite similar to the proof of the Hilbert basis theorem. 
Let B be an ideal. For any j = 0 ,1 ,2 , . . . let Ij be the set of bj e R such that there 
exists an element f = bjXJ + gjGB where o(gf) > j . Then Ij is an ideal in R and 
I0 cz Ix cz • • •, so J = [jljis an ideal in R. Since R is noetherian, J has a finite 
set of generators and all of these are contained in Im for some m. Let these 
generators be b$n\.. •, b%\ It is clear from (22) and (23) that the set of elements 
of R [ [ x ] ] of order form an ideal. The intersection of this set with B is an 
ideal Bm in R [ [ x ] ] containing the elements fm

i}, 1 ̂  i ^ k. Now let feBm and 
suppose f = bnxn + g where bneR, n^m and o(g) > n. Then bn = Zf<2fbJ,0 for 
ateR and 

Iteration of this process yields a sequence of integers nt = n — m < 
n2 < n3 < •" and elements atjER, 1 ̂  i ^kj= 1,2,... such that 

r = l , 2 , . . . . Then at = ZT=iaijx"j i s w e l 1 defined and / = xatfm

l\ Now 
consider the ideals Ip. 0 <m. Choose a set of generators {bf\..., bfj)} for 
/j and/ ) ( £ ) = bfxj+pf eB with o(p^f)) > j . Then, as in the polynomial case, 

is a set of generators for B. • 

We can iterate the process for forming formal power series to construct 
^[[^J7]] = CR[H]) [Ml* e t c - We can also mix this construction with that of 
forming polynomial extensions. If we start with a noetherian R and perform 
these constructions a finite number of times, we obtain noetherian rings. 

Another construction that preserves the noetherian property is described in 
the following 

T H E O R E M 7.12. Let R be noetherian and let S be a submonoid of the 
multiplicative monoid of R. Then the localization Rs is noetherian. 

Proof. Let B' be an ideal in Rs. As on p. 401 let j(B') be the set of elements 
beR such that b/seB' for some seS. Then j(B') is an ideal in R and 
j(Bf)s = B'. Since R is noetherian, j(B') has a finite set of generators 
{bi,..., bm}. Then the set {fci/1,. . . , bm/l} cz B' and generates this ideal. • 

r f(i) f(k0) f(i) f(m 
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E X E R C I S E S 

1. Show that if I is an ideal in a commutative ring R such that / is not finitely 
generated and every ideal properly containing / is finitely generated, then / is 
prime. Use this to prove that if every prime ideal in R is finitely generated, then R 
is noetherian. 

2. If R is a ring, we define the ring of formal Laurent series R((x)) over R as the set 
of sequences (a/), — oo < z < oo, ateR such that there exists an integer n 
(depending on the sequence) such that at = 0 for i < n. Define addition and 
multiplication as for power series. Show that R{{x)) is a localization of R[[x]] 
and hence that R((x)) is noetherian if R is noetherian. Show that if R is a field, so 
is R((x)), and R((x)) contains the field R(x) of rational expressions in x. 

3. (Emmy Noether's finiteness theorem on invariants of a finite group.) Let E = 
F[u1,...,um\ be a finitely generated algebra over the field F and let G be a finite 
group of automorphisms of E/F. Let Inv G = {yeE \ sy = y, se G}. Show that 
Inv G is a finitely generated algebra over F. (Sketch of proof Let _/](*) = II s e G (x — sui) = 
xn — pilxn~1 + paxn~2 — where x is an indeterminate. Then I = F[plu... ,p m n ] cz 
Inv G and E is integral over I. Hence, by exercise 1, p. 411, E is a finitely generated 
/-module. Since / is noetherian, Inv G is finitely generated, say by vi,...,vr. Then 
InvG = F[pii , . . . ,p m »,^i , . .- ,uJ.) 

7.11 C O M M U T A T I V E A R T I N I A N R I N G S 

The study of artinian rings constitutes a major part of the structure theory of 
rings as developed in Chapter 4. It is interesting to see how this theory 
specializes in the case of commutative rings, and to consider relations between 
the artinian and noetherian conditions. Our first result in this direction is valid 
for rings that need not be commutative. 

T H E O R E M 7.13. If R is a ring that is left (right) artinian, then R is left (right) 
noetherian. Moreover, R has only a finite number of maximal ideals. 

Proof. Let J = rad R, the Jacobson radical of R. By Theorem 4.3 (p. 202), J is 
nilpotent, so we have an integer n such that Jn = 0. We have the sequence of 
ideals R ZD J ZD J2 ZD • • • ZD Jn = 0. We regard R as left R-module. Then we have 
the sequence of R-modules Mt = where J° = R and all of these are 
annihilated by J, so they may be regarded as modules for the semi-primitive 
artinian ring R = R/J. Since all modules of a semi-primitive artinian ring are 
completely reducible (Theorem 4.4, p. 208), this is the case for the modules Mt. 
Moreover, any completely reducible artinian (noetherian) module is noe­
therian (artinian) and hence has a composition series. Accordingly, for each Mt 
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we have a sequence of submodules 

Mt = Mn => Mi2 ^ • • • z> Mini ZD MUm + 1 = 0 

such that every M f / M u + 1 is irreducible, and these can be regarded as R-
modules. Corresponding to these we have a sequence of left ideals Mtl = 
Ji ZD Mi2 ZD -' • ZD MUn.+ i = Ji+1 such that M 0 - /M f i j + 1 is an irreducible R-
module. Putting together these sequences we obtain a composition series for 
R as left R-module. The existence of such a series implies that R is left 
noetherian as well as left artinian. The same argument applies to right artinian 
rings. This proves the first statement of the theorem. 

To prove the second, we note that any maximal ideal I of R contains J 
and I = I/J is a maximal ideal of the semi-primitive artinian ring R. We have 
R = # ! © • • • 0 jR s where the Rt are minimal ideals. It follows that the only 
maximal ideals of JR are the ideals My = Ri + • • • + Rj-1 + Rj+1 + • • • + R s and 
that the only maximal ideals of R are the ideals M / = Ri + •• • + R / - i + 
Rj+! + • • • + Rs where Rj is the ideal in R such that Rj = Rj/J. • 

For commutative rings we have the following partial converse to Theorem 
7.13. 

T H E O R E M 7.14. If R is a commutative noetherian ring that has only a finite 
number of prime ideals and all of these are maximal, then R is artinian. 

Proof Since the Jacobson radical J is the intersection of the maximal ideals 
of R and the nil radical N is the intersection of the prime ideals of R, the 
hypothesis that the prime ideals are maximal implies that J = N. Hence J is a 
nil ideal and since R is noetherian, J is finitely generated. As is easily seen, this 
implies that J is nilpotent. Since R contains only a finite number of maximal 
ideals, R = R/J is a subdirect product of a finite number of fields. Then R is a 
direct sum of a finite number of fields (Lemma on p. 202) and hence R is 
artinian. As in the proof of Theorem 7.11, we have the chain of ideals 
R ZD J ZD • - • ZD Jn~1 ZD Jn = 0 and every Jl/Ji + 1 is a completely reducible 
noetherian module for the semi-primitive artinian ring R. Then Jl/Jl + 1 has a 
composition series and R has a composition series as R-module. Then R is 
artinian. • 

It is easy to determine the structure of commutative artinian rings. This is 
given in the following 

T H E O R E M 7.15. Let R be a commutative artinian ring. Then R can be 
written in one and only one way as a direct sum R = R 1 © R 2 © • •• © R s where 
the Rt are artinian and noetherian local rings and hence the maximal ideal of Rt 
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is nilpotent. Conversely, if R = © R s where the Rt are noetherian local 
rings with nilpotent maximal ideals, then R is artinian. 

Proof. We base the proof of the first part on the results on modules that we 
obtained in connection with the Krull-Schmidt theorem (pp. 110-115) and the 
fact that for a commutative ring R we have the isomorphism R ^ End^R. We 
have seen that R has a composition series as R-module. Hence 
R = Ri@- © R s where the Rt are indecomposable R-modules with com­
position series. Hence End^R £ is a local ring. Now Rt ^ End^.R f = EndRRt, so 
Rt is a local ring. Now there is only one decomposition of a ring into 
indecomposable ideals (p. 204). Hence the Rt are unique. The artinian property 
of R carries over to the Rt. Hence, by Theorem 7.13, every Rt is also 
noetherian. It is clear also that the maximal ideal, rad Rt, of Rt is nilpotent. 

To prove the converse, suppose first that R is a commutative local ring 
whose maximal ideal J is nilpotent. Let P be a prime ideal in R. Then P cz J 
and J" cz P for some n. Since P is prime, this implies that J = P. Hence P is the 
only prime ideal of R. Since R is noetherian, R is artinian by Theorem 7.14. 
The general case in which R = R 1 © - - - © R S follows immediately from this 
special case. • 

If R is an artinian ring and M is a finitely generated R-module, then M has a 
composition series since R is also noetherian and hence M is artinian and 
noetherian. We can therefore define the length l(M) of M as the length of any 
composition series for M. The use of the length provides a tool that is often 
useful in proving results on modules for artinian rings. 

7.12 A F F I N E A L G E B R A I C VARIETIES. 

T H E H I L B E R T N U L L S T E L L E N S A T Z 

Let F be an algebraically closed field, F(n) the n-dimensional vector space of n-
tuples (au a 2 , a n ) , at e F, and F[xx, x 2 , . . . , x,J the ring of polynomials in n 
indeterminates xt over F. If S is a subset of F [ x 1 ? . . . , x J we let V(S) denote the 
set of points (al9.. .,an)eF{n) such that f(ax,an) = 0 for every feS and we 
call V(S) the (affine algebraic) variety defined by S. It is clear that V(S) = V(I) 
where J = (S), the ideal generated by S, and also V(I) = F(nilrad / ) . Hence if 
Ix and 12 are two ideals such that nilrad Ix = n i l rad I 2 , then V(Ii) = V(I2). A 

fundamental result, due to Hilbert, is that conversely if V(IX) = V(I2) for two 
ideals in F [ x l 5 . . . , x n ] , F algebraically closed, then ni lradI x = n i l rad I 2 . There 
are a number of ways of proving this result. In this section we shall give a very 
natural proof, due to Seidenberg, which is based on Krull's theorem that the 
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nil radical of an ideal is the intersection of the prime ideals containing it and 
on a general theorem of elimination theory that we proved in a completely 
elementary fashion in BAI, pp. 322-325. For convenience we quote the 
theorem on elimination of unknowns: 

Let K = T or Z/(p), p a prime, and let A = K[tl9..., £r], B = A[xl9..., x J 
where the fs and x's are indeterminates. Suppose F l 5 . . . , F m , GeB. Then we 
can determine in a finite number of steps a finite collection { r i , r 2 , . . . ,T S } 
where Tj = { f j l 9 . . .,fjm.;gj} eA such that for any extension field F of K and 
any (cl9..., cr)9 ct e F, the system of equations and inequations 

(27) F 1 ( c 1 , . . . , c r ; x 1 , . . . , x J = ••• = F m ( c 1 ? . . . , c , ; x 1 ? . . . , x „ ) = 0, 

G(cl9...9cr;xl9...9xn) 0 

is solvable for x's in some extension field E of F if and only if the ct satisfy one 
of the systems T / 

(28) fn{cl9...9cr) = ••• =fjn.(cl9...9cr) = 0, gj(cl9...,cr) # 0. 

Moreover, when the conditions are satisfied, then a solution of (27) exists in 
some algebraic extension field E of F. 

For our present purposes the important part of this result is the last 
statement. This implies the following theorem, which perhaps gives the real 
meaning of the algebraic closedness property of a field. 

T H E O R E M 7.16. Let F be an algebraically closed field and let fl9... 9fm9 

geF[_xl9...9xn~] where the xt are indeterminates. Suppose that the system of 
equations and inequation 

(29) fi(xi,--.,xn) = ••" = / w ( x l 9 . . . , x n ) = 0, g(xl9...9xn) ^ 0 

has a solution in some extension field E of F. Then (29) has a solution in F. 

Proof. The field F has one of the rings K = Z or Z/(p) as its prime ring. 
Now by choosing enough additional indeterminates tl9...9tr we can define 
polynomials F 1 ? . . . , F m , GeB as in the elimination theorem such that 
Fi(cl9...9cr; xl9...9xn)=fi(xl9...9xnl G(cl9...9cr; xl9...9xn) = g(xl9...9xn). 
Then it follows from the result quoted that, if (29) has a solution in some 
extension field E of F , then we have a j for which (28) holds, and this in 
turn implies that (29) has a solution in an algebraic extension field of F. 
Since F is algebraically closed, the only algebraic extension field of F is F 
itself (BAI, p. 216, or p. 460 below). Hence (29) is solvable in F. • 
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Hilbert's theorem, the so-called Nullstellensatz, is an immediate con­
sequence of this result and the characterization of the nil radical as intersection 
of prime ideals. 

NULLSTELLENSATZ. Let I be an ideal in the polynomial ring P [ x 1 ? . . . , x j 
in n indeterminates xt over an algebraically closed field F and let 
geF[_xl9...,xn~]. Suppose g(a1,...,a„) = Ofor all (al9...9an) on the variety V(I) 
defined by I. Then g e nilrad I. 

Proof Suppose g$ nilrad L Then there exists a prime ideal P ZD I such that 
g$P. Consider the domain D = F[xl9... , x J / P = F[xl9... ,x„] where 
Xj = xt + P. Then f o r / = f(xl9...9xn)eI9feP and hence f(xl9...9xn) = 0. On 
the other hand, g$ P9 so g(xl9...,xn) ^ 0. Now F[xl9..., x„] is noetherian, so / 
has a finite set of generators fl9... ,fm. Let E be the field of fractions of D. Then 
E is an extension field of F containing the elements x 1 ? . . . , x „ such that 
fi(xi,..., xn) = 0, 1 < i ^ m , g(xl9..., x„) / 0. Hence by Theorem 7.14, there 
exist al9...,aneF such that f(al9..., an) = 0, g(al9..., an) ^ 0. Since t h e / 
generate / , we h a v e / ( a l 9 . . . , a n ) = 0 for a l l / e l . This contradicts the hypothesis 
and proves that g e nilrad I. • 

Evidently the Nullstellensatz implies that if i\ and I2 are ideals in 
F [ x 1 ? . . . , x J such that V(Ii)=V(I2), then Ix cz n i l rad I 2 so nilradI x cz 
nilrad(nilrad I2) = nilrad I2. By symmetry, nilrad I2 cz nilrad Ii and so 
nilrad Ix = nilrad I2. An important special case of the Nullstellensatz is 

T H E O R E M 7.17. If I is a proper ideal in F[_xl9..., x n ] , F algebraically closed, 
then V\I) ±0. 

Proof If V(I) = 0 , then g = 1 satisfies the condition of the Nullstellensatz so 
1 e nilrad / and hence lel9 contrary to the hypothesis that / is proper. • 

The Nullstellensatz permits us also to determine the maximal ideals in 
P [ x l 5 . . . , x n ] . If (al9...,an)eF(n\ the ideal Mau_an = ( x x - a l 9 . . . 9 x n - a n ) is 
maximal in F[xl9..., xn~] since F[xl9..., x„] /M f l l a n ^ F. Evidently 
V(Mai a ) consists of the single point (al9...9 an). If I is any proper ideal, the 
foregoing result and the Nullstellensatz imply that I cz nilrad M f l i a n for some 
point (al9...9an). Since M a i a n is maximal, it coincides with its nilradical, so 
I cz M f l l Hence we see that the only maximal ideals of F [ x 1 ? . . . , x „ ] are 
those of the form Mau an. Moreover, since V(Mau U}) = {(al9...9an)}9 we 
have the following result. 
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COROLLARY. If F is an algebraically closed field, then the map ( < 2 i ? . . . , an) ~> 
Mah ,an — (xi ~ ai,... y xn — an) is a bijection of F{n) onto the set of maximal 
ideals ofF[xi,...,xn~]. 

We now suppose that F is any infinite field and we consider again F{n) and 
F\_xu...,x^\, and define the variety V(S) for a subset S of F [ x l 5 . . . , x J as in 
the algebraically closed case. Also if Vt is a variety, we let i(Vf) denote the ideal 
of polynomials feF[xu..-,xj, which vanish for every ( a l 5 . . .,an)e V1. The 
following properties follow directly from the definition: 

(1) V(F[x1,...,xn]) = 0, 
(2) V(0) = F*\ 
(3) V(\JSa) = C\V(Sa), 
(4) V{S) = V{I) if I = (S), the ideal generated by S, 
(5) V{hl2) = V(h) u V(I2) for any ideals 7i and I2, 
(6) 7 ( S 1 ) ^ F ( S 2 ) i f S 1 c S 2 , 
(7) i(0) = F[xu...,xnl 
(8) 1(70 ID i(F2) if Vx cz 7 2 , 
(9) i{V{h)) ZD h for any ideal h, 

(10) F(z(7i)) =5 Vx for any variety Vi. 
Relations (6), (8), (9), and (10) have the immediate consequences that 

(11) V{i{V{h))) = V{h), 
(12) i(V(W))) = 

We now recall an important theorem, proved in BAI on p. 136, that if F is 
an infinite field and f(x±,... ,xn) is a non-zero polynomial with coefficients in 
F, then there exist at e F such that f(ax,..., an) # 0. Evidently this implies 

(13) i(F ( n ) ) = 0. 
Relations (l)-(5) show that the set of varieties satisfy the axioms for closed 

subsets of a topological space. The resulting topology is called the Zariski 
topology of the space F(n). The open subsets in this topology are the sets 
F(n)~ V, F a variety. If 7 = V(S), then F(n)~ V= {Jfes(Fin)- 7({/})). Thus the 
open sets 0f = (F{n)— V({f})) form a base for the open subsets of F(n). 
Evidently 0f is the set of points ( a l 5 ...,an) such that / (alf..., an) ^ 0. 

We now observe that if F is algebraically closed (hence infinite), then F(n) 

with its Zariski topology is the same thing as the maximum spectrum of the 
ring F [ x i , . . . ,x„] . More precisely, we have a canonical homeomorphism 
between these two spaces. This is the m a p ( a l 5 . . . , a n ) ^ M f l l a n given in the 
corollary above. Since the condition that f(a1,...,an) = 0 for a polynomial 
f(xl9...,xn) is equivalent to feMau>Un, the map we have defined induces a 
bijective map of the set of closed sets in F{n) with the set of closed sets in 
Maxspec (see p. 403). Hence we have a homeomorphism. 

When F = R or C, the Zariski topology on F{n) has strikingly different 



7.12 Aff ine Algebraic Varieties. The Hilbert Nullstellensatz 431 

properties from the usual Euclidean topology. Let us now consider some of 
these properties for F(n\ F any infinite field. Since any point ( a 1 ? . . . , a j is the 
variety defined by the ideal M a i a n = (x1—al,...,xn — an), it is clear that F(n) 

is a 7i -space. However, it is not a Hausdorff space. On the contrary, F(n) is 
irreducible in the sense that any two non-vacuous open subsets of F(n) meet. In 
other words, any non-vacuous open subset is dense in Fin). Since the sets Of 
constitute a base, it suffices to see that if 0 / ^ 0 and Og # 0 , then 
Of nOg^ 0 . The theorem on non-vanishing of polynomials implies that 
Of ^ 0 if and only if •/ ̂  0. It is clear also that Of nOg = Ofg. Since 
F[xu..., x„] is a domain, it follows that Of 0 , Og # 0 imply Of nOg^ 0 -

We note next that the space F{n) with the Zariski topology is noetherian in 
the sense that the ascending chain condition holds for open subsets of Fin). 
Equivalently the descending chain condition holds for varieties. Suppose that 
V1 ZD V2 => • • • is a descending chain of varieties. Then we have the ascending 
chain of ideals i(V±) cz i(V2) <=•••, so there exists an m such that i(Vj) = i(Vj+1) 
for all j ^ m. Since Vj = V(i(Vj)), we have Vj = Vj+1 for j ^ m. 

Let us now look at the simplest case: n = 1. Here the variety V({f}) defined 
by a single po lynomia l / i s a finite set i f / V 0 and is the whole space F if/ = 0. 
Moreover, given any finite set { a f | l ^ z ^ r } we have V({f}) = {at} for 

/ = YI(x-~ai)- It follows that the closed sets in the Zariski topology are the 
finite subsets (including the vacuous set) and the whole space. The open 
subsets of F are the vacuous set and the complements of finite sets. A subbase 
for the open sets is provided by the complements of single points, since any 
non-vacuous open set is a finite intersection of these sets. 

It should be observed that the Zariski topology provides more open sets 
than one gets from the product topology obtained by regarding Fin) as product 
of n copies of F. For example, the open subset of Fin) defined by 
x x + • • • -\-xn ^ 0 cannot be obtained as a union of open subsets of the form 
Oi x 0 2 x '"" x On, Ot open in F. 

Any p o l y n o m i a l / ( x l 3 . . . , x n ) defines a polynomial function 

(30) {au...,an)^f{au...,an) 

of F{n) into F. We have considered such functions in BAI, pp. 134-138. The 
theorem we quoted on non-vanishing of polynomials shows that the map 
sending the polynomial / ( x 1 ? . . . , x n ) into the function defined by (30) is an 
isomorphism of F [ x 1 ? . . . , x j onto the ring of polynomial functions. More 
generally, consider a second space F(m). Then a sequence (/i,...,/O T) 5 

fi =fi(xi> • • • •> xnX defines a polynomial map 

(31) (au...,an)~> ( / i ( a u a „ ) , . . . , f m ( a u a n ) ) 
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of F{n) into F{m\ Such maps are continuous of F(n) into F{m\ both endowed 
with the Zariski topology. To see this we take any neighborhood Og of 

• •.,an),...,fm(au...,an)). Then we have a polynomial g(xl9 ••,xm) such 
that g(fi(auan\... Jm{au • • •,(h)) ^ 0. Then h(xu...,x„) = g(fi(xu...,xn), 
• • • ,fm{xi,..., xw)) 7^ 0 in F [ x i , . . . , x„] and -Oj, is mapped into 0^ by (31). Thus 
(31) is continuous. We remark that since non-vacuous open subsets are dense, 
to prove that a polynomial map is 0 (that is, sends every element into 0), 
it suffices to show this for a non-vacuous open subset. 

These rudimentary algebraic geometric ideas are often useful in "purely 
algebraic" situations. Some illustrations of the use of the Zariski topology will 
be given in the following exercises. 

EXERCISES 

In all of these we assume F algebraically closed (hence infinite). The topologies are 
Zariski. 

1. Let aeMn(F) and let/fl(A) = Xn-\x{a)Xn-1 + • • • + ( - l ) "de ta be the characteris­
tic polynomial of a. Show that the maps a ~> tr a,..., a ^ det a are polynomial 
functions on the /i2-dimensional vector space. Show that the set of invertible 
matrices is an open subset of Mn(F). 

2. Let {pi,...,p„} be the characteristic roots of a (in some order) and let 
g(xu..., xn) be a symmetric polynomial in the xt with coefficients in F. Show that 
the map a ~> g(pu... ,p„) is a polynomial function on Mn(F). Show that the set of 
matrices, which are similar to diagonal matrices with distinct diagonal entries, is 
an open subset of Mn(F). 

3. Let f,ge F [ x l 9 . . . , x J and suppose that g(au..., an) = 0 for every (au..., an) such 
tha t / ( f l l s . . . , an) = 0. Show that every prime factor of / i s a factor of g. 

4. If aeMn(F\ let Ua denote the linear transformation y ~> ay a of Mn(F) into itself. 
Let d(a) = det Ua. Use the Hilbert Nullstellensatz and Theorem 7.2 of BAI, p. 
418, to prove that d(a) = (det a)2". 

5. Give an alternative proof of the result in exercise 4 by noting that it suffices to 
prove the relation for a in the open subset of matrices that are similar to 
diagonal matrices with non-zero diagonal entries. Calculate d(a) and det a for a 
diagonal matrix. 

6. Show that the nil radical of any ideal in F[xl9... ,x„] is the intersection of the 
maximal ideals containing it. 

7. Let V be a variety in F(n). A polynomial function on V is defined to be a map 
p\V where p is a polynomial function on F(n). These form an algebra A(V) over F 
under the usual compositions of functions. Show that A(V) ~ F[x±,..., x„]/i(J0 = 
F[xi , . . . , x„], xf = Xi + i(V). The latter algebra over F is called the coordinate algebra 
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of the variety V. V is called irreducible if i(V) is prime. In this case the elements 
of the field of fractions of the coordinate algebra are called rational functions on 
V. If V is a variety in F{m), SL map of V into V is called regular if it has the form 
g\V where g is a polynomial map of F(n) into F(m). Show that if p' is a poly­
nomial function on V, then p'g is a polynomial function on F and the map 
rj(g):pf ->p is an algebra homomorphism of A(V) into ^(F). Show that g~>n(g) 
is a bijection of the set of regular maps of V into V and the set of algebra 
homomorphisms of A(V) into A(V). 

7.13 P R I M A R Y D E C O M P O S I T I O N S 

In this section we consider the classical Lasker-Noether decomposition 
theorems for ideals in noetherian rings as finite intersections of primary ideals. 
It is easy to see by using the ascending chain condition that any proper ideal I 
in a noetherian ring R can be written as an intersection of ideals that are 
indecomposable in the sense that I ^ I1r\I2 for any two ideals Ij # L 
Moreover, in any noetherian ring, indecomposable ideals are primary in a 
sense that we shall define in a moment. This type of decomposition is a weak 
analogue of the decomposition of an element as a product of prime powers. 
Associated with every primary ideal is a uniquely determined prime ideal. 
However, primary ideals need not be prime powers and not every prime power 
is primary. Although the decomposition into primary ideals is not in general 
unique, it does have some important uniqueness properties. The establishment 
of these as well as the existence of the primary decomposition are the main 
results of the Lasker-Noether theory. We shall begin with the uniqueness 
questions, since these do not involve the noetherian property. The classical 
results can be generalized to modules and the passage to modules makes the 
arguments somewhat more transparent. In our discussion we shall consider 
the general case of modules first and then specialize these to obtain the results 
on ideals. 

If M is a module for JR and aeR, then as in section 3.1, we denote the map 
x ^ ax, xeM, by aM. Since R is commutative, this is an endomorphism of M 
as P-module . We have the homomorphism pM:a^ aM of R into the ring of 
endomorphisms of M and k e r p M is the set of aeR such that ax = 0 for all x. 
As usual we write ann^x for the ideal of elements beR such that bx = 0. 
Evidently k e r p M = f)xeM&rmRx = ann^M. If ax = 0 for some x / 0, then we 
shall call this element a of the ring R a zero divisor of the module M. The 
elements a that are not zero divisors are those for which aM is injective. We 
now look at the nil radical of the ideals k e r p M and ann^x for a particular x. 
By definition, the first of these is the set of elements a e R for which there exists 
an integer m such that amekerpM, that is, amx = 0 for every x or, equivalently, 
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aM

m = (am)M = 0. Likewise a e nilrad ( an%x) if and only if there exists an m 
such that amx = 0 or, equivalently, the restriction of aM to the submodule Rx is 
nilpotent. 

The case of primary interest is that in which M = R/I where I is an ideal in 
R. Since we shall need to consider simultaneously such a module and the 
modules R/I' for V an ideal of R containing I and since R/I' = (R/I)/(I'/I), we 
need to formulate our definitions and results in terms of a module and a 
submodule. The style is set in the following 

D E F I N I T I O N 7.4. A submodule Q of an R-module M is called primary if 
Q / M and for every aeR either aM/Q is injective or it is nilpotent. 

Evidently this means that if a is a zero divisor of M/Q, then there exists an 
integer m such that amxeQ for every xeM. The set P of elements satisfying 
this condition is the ideal nilrad (ann^M/Q). This ideal is prime since if a£P 
and b$P, then aM/Q and bM/Q are injective. Then (ab)MjQ= aM/oVM/Q is 
injective and hence ab £ P. We shall call P the prime ideal associated with the 
primary submodule Q. If M = R, the submodules are the ideals. Then the 
condition amxeQ for every xeR is equivalent to am eQ. Thus in this case an 
ideal Q is primary if and only if abeg, and b£Q implies that there exists an m 
such that ameQ. The associated prime of Q is the nilradical of this ideal. 

E X A M P L E S 

1. Let R be a p.i.d. and Q = (pe) = (p)e, p a prime. It is readily seen that if aeR and 
a£P = (p), then aR/Q is invertible, hence injective. On the other hand, if aeP, then 
aR/Q ~ 0- Hence Q is primary and P is the associated prime ideal. It is easy to see also 
that 0 and the ideals (pe) are the only primary ideals in R. 

2. Let R — 7L and let M be a finite abelian group written additively and regarded as a 
Z-module in the usual way. Suppose every element of M has order a power of a prime 
p. Then 0 is a p-primary submodule of M since if aeZ and (a,p) = 1, then aM is 
injective and if a is divisible by p, then aM is nilpotent. The associated prime ideal of 0 is 
(P). 

3. Let R = F[_x,y,z]/(xy — z2) where F is a field and x,y,z are indeterminates. If 
aeF[x,y,z\ let a be its image in R under the canonical homomorphism. Let P = (x, z), 
the ideal in R generated by x,z. Then the corresponding ideal in F[x,y,z] is (x,z), since 
this contains xy — z2. Since F[x,y,z]/(x,z) = F[y], it follows that P is prime in R. Since 
it is clear from Krull's theorem that the nilradical of any power of a prime ideal is this 
prime, the ideal P2 of R has P as its nilradical. However, this is not primary since 
x£P2,y£P but xv = z2eP2. 

We can obtain many examples of primary ideals by using the following 
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P R O P O S I T I O N 7.24. If P is a maximal ideal in R, any ideal Q between P and 
Pe, e ^ 1, is primary with P as associated prime ideal. 

Proof. If aeP, then aeePe a Q. If a£P, then we claim that a + Q is a unit in 
R/Q. For, since P is maximal, R /P is a field. Hence we have an element a' eR 
and a z e P such that aa' = 1 — z. Since z + Q is nilpotent in R/Q, (1 — z) + Q is a 
unit in R / g and hence fl + g is a unit in R/Q. It is now clear that if abeQ, then 
beQ. Thus we have shown that if aeP, then aR/Q is nilpotent and ifa$P, then 
a # / Q is injective. Then it is clear that Q is primary and P is the associated 
prime. • 

This result can be used to construct examples of primary ideals that are not 
prime powers. For instance, let P = (x,y) in F [ x , y ] . This is maximal, since 
F [ x , y ] / P ^ F. We have (x,y) ^ (x2,y) ^ (x2,xy,y2) = P2. Hence (x2,y) is a 
primary ideal that is not a prime power. 

It is clear that if Q is a submodule of M and P is a subset of R such that 1) if 
aeP, then there exists an integer m such that amxeQ for all x e M and 2) if 
aeR — P, then a M / Q is injective, then Q is primary with P as associated ideal. 
We use this to prove 

P R O P O S I T I O N 7.25. The intersection of a finite number of primary 
submodules of M having the same associated prime ideal P is primary with P as 
associated prime ideal. 

Proof. It suffices to prove this for two submodules Qx and Q2. Then Qi nQ2 

is a proper submodule since the Qt are proper. Let as P. Then we have an 
integer mt such that amixeQt for all x e M . If we take m = max(m 1 ,m 2 ) , then 
amxeQ = Qx r\Q2. Next let aeR — P and let x e M — Q. We may assume that 
x£Qi. Then ax£Qx so ax^Q. Thus aM/Q is injective. Hence Q is primary with 
P as associated prime ideal. • 

We have noted that for any x the set of a e R such that there exists an 
integer m such that amx = 0 is the ideal nilrad(ann x). Hence if Q is a 
submodule and x = x + Q in M/Q, then the set of a for which there exists an m 
such that cTxeQ is the ideal nilrad(annj R x). If Q is primary, we have the 
following important result. 

P R O P O S I T I O N 7.26. Let Q be a primary submodule of M, P the associated 
prime, and let xeM. Let Ix = {a\amxeQ for some m). Then Ix = Pifx£Q and 
Ix = RifxeQ. 



436 7. Commutative Ideal Theory: General Theory and Noetherian Rings 

Proof. Let x£Q. Evidently Ix ZD P , since aM/Q is nilpotent for every aeP. On 
the other hand, if a$P, then aM/Q is injective. This precludes amxeQ for any m. 
Hence Ix = P. The other assertion that if x e Q, then Ix = R is clear. • 

Now let iV be a finite intersection of primary submodules Qt of M: 
N = f]Qi- It may happen that some of these are redundant, that is, that N is 
an intersection of a proper subset of the Qt. In this case we can drop some of 
these until we achieve an irredundant decomposition N = f)Qi, which means 
that for every j , N ^ P) l V ;Q£. This is equivalent to assuming that for every j , 

We shall prove two uniqueness theorems for decompositions of a 
submodule as intersection of submodules of M. Before taking this up in the 
general case, we illustrate the results in the special case of ideals of a ring in the 
following 

E X A M P L E 

Consider the ideal / = (x2,xy) in F[x,y~]. Let Q = (x), Qa = (y — ax,x2) for aeF. Q is 
prime, hence primary with associated ideal P = Q. Since P 2 = (x,y) is maximal and 
P2 ZD Qa ZD P2

2 = (x2,xy,y2), Qa is primary with associated prime P2. Evidently / cz 
2 n Qa. Now let h(x, y) e Qa, so 

h(x9y) =f(x,y)x2+g(x,y){y-ax) 

for f(xiy),g(x,y)eF\_x,y]. If h(x,y)e(x), we have g(x,y) = xk(x,y) and then h(x,y)el. 
Hence Q n Qa cz /, so J = Q n Qa. Since Q z\> Qa and Qa z\> Q, the decomposition is 
irredundant. Since Qa # Qb if a ^ b, we have distinct decompositions of / as 
irredundant intersections of primary ideals. It should be remarked that the associated 
primes P and P2 are common to all of the decompositions and so is the primary ideal 
Q. This illustrates the two general uniqueness theorems, which we shall now prove. 

The first of these is 

T H E O R E M 7.18. Let N be a submodule of M and let N = f]\Qt where the Qt 

are primary submodules and the set is irredundant. Let {Pt} be the set of prime 
ideals associated with the Qt. Then a prime ideal Pe{Pt} if and only if there 
exists an xeM such that the set IX(N) of elements aeR for which there exists an 
m such that amxeN is the ideal P. Hence the set of prime ideals {Pt} is 
independent of the particular irredundant primary decomposition ofN. 

Proof. Since N = f]\Qt and s is finite, it is clear that for any x e M , 
UN) = OsJx(Qi)- By Proposition 7.26, Ix(Qt) = Pt if x$Qt and Ix(Qt) = R if 
xeQ{. Hence IX{N) = f]Ptj where the intersection is taken over those ij such 



7.13 Primary Decomposit ions 4 3 7 

that x$Qt.. Now suppose that IX(N) = P a prime ideal. Then 
P = f]Pi. P YlPij, so P ZD Pt for some ijm Since Ptj ZD P, we have P = Ptj. Next 
consider any one of the associated primes Pt. By the irredundancy of the set of 
Q's we can choose an x^Qi9ef]jitiQj. Then the formula for IX(N) gives 
IX(N) = Pt. This completes the proof. • 

We shall call the set of prime ideals {Pt} the set of associated prime ideals of 
N = f]\Qi- These give important information on the submodule N. For 
example, we have 

T H E O R E M 7.19. Let N be a submodule of M that is an intersection of a finite 
number of primary submodules and let {Pt} be the set of associated prime ideals 
of N. Then {JPt is the set of zero divisors of M/N and f]Pt is the nilradical of 
k e r p M / i v . , 

Proof We may assume that N = f]Qt as in the preceding theorem and Pt is 
associated with Qt. (We may have Pt = Pj for i ^ j.) The foregoing proof shows 
that if aePt, we have an xeM — N such that amxeN for some positive integer 
m.Tim is taken minimal, then am~1x$N and a(am~1x)eN and so a is a zero 
divisor of M/N. Thus every element of ( J P f is a zero divisor of M/N. 
Conversely, let a be a zero divisor of M/N. Then we have an xeM,£N such 
that axeN. Since x£N, x$Qt for some i and axeQt. Hence aM/Q. is not 
injective, so aePt. Thus [jPt is the set of zero divisors of M/N. This is the first 
statement of the theorem. To prove the second we recall that nilrad (ker pM/N) 
is the set of aeR for which there exists an m such that amxeN for every xeM. 
This is the intersection of the set of elements ateR for which there exists an mi 

such that a^xeQi for every xeM. The latter set is Pt. Hence 
nilrad (ker pM/N) = f]Pt. • 

It is clear also from the uniqueness theorem and Proposition 7.25 that a 
submodule that is an intersection of primary submodules of M is primary if 
and only if it has only one associated prime ideal. 

We now suppose that the irredundant decomposition JV=P)i<2f into 
primary submodules is normal in the sense that distinct Qt have distinct 
associated prime ideals. This can be achieved by replacing any set of the Qt 

associated with the same prime by their intersection, which is primary, by 
Proposition 7.25. In the case of a normal decomposition we have a 1-1 
correspondence between the primary submodules of the decomposition and 
their associated prime ideals. We shall now call a primary submodule Qt in the 
normal decomposition AT = f]\Qi isolated if the associated prime ideal P\ is 
minimal in the set of associated prime ideals of N. The second uniqueness 
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theorem states that the isolated components persist in every normal 
decomposition of A as intersection of primary ideals: 

T H E O R E M 7.20. Let N = f)\Qi be a normal primary decomposition of N, Pt 

an associated prime that is minimal in the set of associated primes. Then we can 
choose an ae Q^ -Py ,^P t , and if a is any such element, then the isolated 
component Qt corresponding to Pt can be characterized as the set of xeM such 
that amxeN for some integer m. Hence the isolated component Qt is independent 
of the particular normal primary decomposition of N. 

Proof. If no a of the sort indicated exists, then Pt ZD Q/# l-Ry and hence 
Pt ZD Pj for some j ^ i, contrary to the minimality of Pt. Now let 
aef^j^jPj^Pi. Then aM/Qj is nilpotent for j # i and aM/Qi is injective. Hence if 
xeM, there exists an integer m such that amxeQj for j ^ i and hence 
amxe Oj^iQj. On the other hand, aM/Qi is injective for every m, so amxeQt 

holds if and only if xeQt. Since N = f]\Qk, we see that the stated 
characterization of Qt holds and its consequence is clear. • 

In the example given on p. 433 the associated primes are (x) and (x,y), so 
(x) is minimal. The corresponding isolated component is (x) and this persists 
in all of the decompositions of I = (x 2 , xy). We remark also that in a ring R 
in which all non-zero primes are maximal (e.g., a p.i.d.), the primary de­
composition is unique if none of the associated primes is 0. 

We now assume that M is noetherian and we shall show that every 
submodule N of M can be expressed as a finite intersection of primary 
submodules. We shall call a submodule N of M (intersection) indecomposable if 
we cannot write N as Nx n N2 where Nt^ N for i = 1,2. We first prove 

L E M M A 1. If M is noetherian, any submodule N # M can be written as a 
finite intersection of indecomposable ones. 

Proof. If the result is false, the collection of submodules for which it is false 
has a maximal element N. Then N is not indecomposable, so we have 
submodules Nx and A 2 such that Nt # A and N1nN2 = N. Then Nt ^ A 
and so, by the maximality of A, Nt is a finite intersection of indecomposable 
submodules. Then so is A = A x n N2, contrary to assumption. • 

The result we wish to prove on primary decompositions will be an 
immediate consequence of this lemma and 

L E M M A 2. / / M is noetherian, then any indecomposable submodule N of M is 
primary. 
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Proof. The proof is due to Noether and is similar to the proof of Fitting's 
lemma (p. 113), which it antedated. If N is not primary, we have an aeR such 
that aM/N is neither injective nor nilpotent. Consider the sequence of 
submodules of M/N 

0 cz ker aM/N cz ker aM/N cz • • •. 

Since M/N is noetherian, we have an m such that ker a^^ = ker aM^ ==••*. 
Since aM/N is not nilpotent, ker a^/N M/N. Hence keraM/N = NJN where Nx 

is a proper submodule of M containing N. Also since aM/N is not injective, 
ker aM/N # 0, so N± # N. Now consider the submodule N2 = amM + N and let 
xeN1nN2. Then x = amy + z where yeM, zeN, and a m x e N . Hence a 2 " 1 }/eN 
and the condition ker aM/N = ker a 2 ^ gives amyeN. Then x = a m y + zeAf. 
Thus NxnN2 = N and N 2 # AT, since N± # M. Hence N = Nx n N2 is 
decomposable, contrary to the hypothesis. • 

Evidently the two lemmas have the following consequence. 

T H E O R E M 7.21. Any submodule of a noetherian module M has a 
decomposition as finite intersection of primary submodules of M. 

Everything we have done applies to ideals in noetherian rings. In this case 
we obtain that if I is a proper ideal in a noetherian ring, then I = f]Q{ where 
the Qt are primary ideals. We may assume also that this representation of / is 
irredundant and the associated prime ideals Pt of the Qt are distinct. The set 
{Pt} is uniquely determined and these Pt are called the associated primes of I. 
The Qj whose associated prime ideals Pj are minimal in the set {Pt} are 
uniquely determined, that is, they persist in every normal representation of I as 
intersection of primary ideals. 

Theorem 7.19 specializes to the following: If {Pt} is the set of associated 
primes of I, then [jPt is the set of zero divisors modulo I, that is, the set of 
elements zeR for which there exists a yeR — I such that yzel. Moreover, f]Pt 

is the nil radical of I. Evidently f]Pt = f]Pj where {Pj} is the set of associated 
primes that are minimal in {Pt}. 

If I is a proper ideal in a ring R, a prime ideal P is said to be a minimal prime 
over I if P ZD I and there exists no prime ideal P' such that P ^ P' ZD I. If R is 
noetherian, there are only a finite number of minimal primes over a given I: 
the minimal primes among the associated prime ideals of I. For, if P is any 
prime ideal containing I, then P ZD nilrad / = f)Pj, Pj a minimal associated 
prime ideal of F Then P ZD YIPj and P ZD PJ for some j . Hence P = Pj if and 
only if P is a minimal prime over I. Taking 1 = 0 (and R ^ 0) we see that a 
noetherian ring R contains only a finite number of prime ideals P that are 
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minimal primes in the sense that there exists no prime ideal P' such that 
P P'. These prime ideals are called the minimal prime ideals of R. Evidently 
R is a domain if and only if 0 is its only minimal prime ideal. 

We also have the following result on nil radicals in the noetherian case. 

T H E O R E M 7.22. If I is an ideal in a noetherian ring R and N is its nil radical, 
then there exists an integer m such that Nm cz L In particular, if Q is a primary 
ideal in R and P is the associated prime, then Pm cz Q for some integer m. 

Proof N has a finite set of generators zu..., zr, which means that N consists 
of the elements Yf\.aizu atsR. We have an integer mt ^ 1 such that zf-e J. Put 
m = Yfimi— ( r — !)• Then any product of m of the z{ contains a factor of the 
form zf1 and hence is contained in J. It follows that any product of m elements 
of N is contained in I. Thus Nm cz I. If Q is primary, the associated prime P is 
nilrad Q. Hence the second statement follows from the first. • 

EXERCISES 

1. Let S be a submonoid of the multiplicative monoid of R, M an R-module, N a 
submodule that is an intersection of a finite number of primary submodules. 
Show that Ms = Ns if and only if (f |P£) f] S # 0 where {Pt} is the set of 
associated prime ideals of N. Show that if Q is a primary submodule and 
Qs ?L Ms, then Qs is a primary R5-submodule of Ms. Show that if Ns ^ Ms (N as 
before), then Ns has a decomposition as finite intersection of primary Rs-
submodules. 

2. Let AT be a submodule of M and suppose that N = f]\Qt is a normal primary 
decomposition of N. Let {Pt} be the set of associated primes. Call a subset T of 
{Pi} isolated if for any P ; e T, every Pt cz Pj is contained in T. Show that if T is 
isolated, then f]Qj taken over the j such that PjET is independent of the given 
normal primary decomposition of N. This submodule is called the isolated 
component of N corresponding to T. 

3. If I± and I2 are ideals in a ring R, define the quotient (i^ \I2) = {aeR\aI2 cz i^}. 
Note that (J^ :I2) ZD It. Show that if R is noetherian, then (71:12) = Ix if and only 
if I2 is not contained in any of the associated primes of 71. 

7.14 A R T I N - R E E S L E M M A . K R U L L INTERSECTION T H E O R E M 

In the remainder of this chapter we shall derive some of the main theorems of 
the theory of commutative noetherian rings. Some of these results were 
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originally proved by using the primary decomposition theorems of the 
previous sections. Subsequently simpler proofs were devised based on a lemma 
that was discovered independently and about the same time by E. Artin and D. 
Rees. We shall begin with this result. For the proof we shall make use of a certain 
subring of a polynomial ring that is defined by an ideal in the coefficient ring. 

Let R be a ring, R[x] the polynomial ring over R in an indeterminate x, I an 
ideal in R. We introduce the Rees ring T defined by J to be the R-subalgebra 
of R [ x ] generated by Ix. Thus 

(32) T = R + / x + / 2 x 2 + - - +Inxn+---. 

We now assume that R is commutative noetherian. Then J has a finite set of 
generators as R-module. If these are b±,b2,...,bn, then Ix is generated as R-
module by bix,b2x,...,bnx. It follows from (32) that T is generated as 
R-algebra by b i x , . . . , bnx. Hence, by the Corollary to Hilbert's basis theorem 
(p. 418), T i s noetherian. 

Next let M be an R-module. Then we obtain the R[x]-module R[x]®RM 
whose elements have the form Y.xl®mt, mteM. It is convenient to regard this 
R[x]-module as a set of polynomials in x with coefficients in the module M. 
For this purpose we introduce the set M [ x ] of formal polynomials in x with 
coefficients in the module M. This set can be regarded as an R[x]-module in 
the obvious way. Using the universal property of R[x]®RM, we obtain a 
group homomorphism of R[x]®RM onto M [ x ] sending Y,xl®mt ^ Y^tx\ 
and using the fact that Yj^tX1 = 0 implies every mt = 0, we see that our 
homomorphism is an isomorphism. Moreover, it is clear that it is an R [ x ] -
isomorphism. Hence we can identify R\_x~]®RM with M [ x ] , and we prefer to 
work with the latter model. It is clear that any set of generators of M as R-
module is a set of generators for M [ x ] as R[x]-module. 

We now consider the subset TM of M [ x ] . This is the T-submodule of M [ x ] 
generated by M and it has the form 

(33) TM = M + (IM)x + (I2M)x2 + • • • + {IkM)xk + • • •. 

It is clear that any set of generators for M as R-module is a set of generators 
for TM as T-module. Hence if M is a finitely generated R-module, then TM 
is a finitely generated T-module. Moreover, if R is noetherian, then T is 
noetherian and then TM is a noetherian T-module. We shall use this fact in the 
proof of the 

ARTIN-REES L E M M A . Let R be a commutative noetherian ring, I an ideal 
in R, M a finitely generated R-module, M x and M2 submodules of M. Then there 
exists a positive integer k such that for every n ^ k 
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(34) InM1 nM2 = In-\lkMl n M 2 ) . 

Proof. We have P~k(IkM1 n M 2 ) c z InM1 n M 2 for any fe and n ^ fe, so we 
have to show that there is a fe such that InMt n M 2 c In~k(IkM1 n M 2 ) for 
every n ^ fe. For this purpose we define the ring T as before and the T-
submodule TM of M [ x ] . We now define the subgroup 

N = (Mj n M 2 ) + ( /Mi n M 2 ) x + {I2Mt n M 2 ) x 2 + • • • 

of TM. Since IjM1 n M 2 is an jR-submodule of FM and since 
(Ix){IjM1nM2)xj cz (P+1MX nM2)xj+\ N is a T-submodule of TM. Since 
T M is a noetherian T-module, A has a finite set of generators, say, u1,...,um 

where we can write ut = Y!j=onijxJ where nijeIjM1 n M 2 . Now let n ^ fe and 
let w e TMi n M 2 , so wxn e A. Then we have f e T so that i/x" = 27)wf. If we 
write f — Yftx\ fie I1, we obtain ux11 = Tfit

nijxj+l- Since j < fe, comparing 
coefficients of x" gives an expression for u as a sum of terms of the form fv 
where v e IjMi n M 2 with j ^ fe a n d / e J ' 7 " 7 . Now 

r~j(PM1 n M 2 ) = In-kIk-j{IjM1 n M 2 ) c z In~k(IkM1 n M 2 ) . 

Hence ueIn-k(IkMi n M 2 ) . Thus f M i n M 2 c In~k{IkM1 n M 2 ) . • 

Our first application of the Artin-Rees lemma is 

KRULL'S INT E R SE C T ION T H E O R E M . Let R be a commutative noe­
therian ring, I an ideal in R, M a finitely generated R-module. Put 
F M = f)?= JnM. Then J ( F M ) = F M . 

Proof. Put M x = M, M 2 = F M . Then we have a fe such that 
FM n / W M = F~k(IkM n J W M ) for all ^ fe. Taking n = fc + l we obtain 
Ik+1M n F M = I(IkM n F M ) and since IkM n F M = f M and 
Ik + 1M n F M = F M , we have the required relation / ( F M ) = F M . • 

In section 3.14 (p. 174) we derived a criterion for the equality IM = M for J 
an ideal in a commutative ring R and M a finitely generated R-module: 
IM = M if and only if 7 + a n n ^ M = R. In element form the latter condition 
is equivalent t o : there exists be I such that (1 + b)M = 0. For, if b is 
such an element, then 1 = —b-\-(l + b) and —beI, l + beann^M. Hence 
l e Z + a n n ^ M and since J + a n n R M is an ideal, 7 + a n n ^ M = R. The converse 
is clear. 

If we combine this result with the Krull intersection theorem, we see that if I 
is an ideal in a noetherian ring and M is a finitely generated module, then 
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there exists a be I such that (1 +b)ImM = 0. If / = r adR, the Jacobson radical 
of R, then every 1 + b, be I, is invertible so we can conclude that 
(rad R)°°M = 0. This follows also from Nakayama's lemma. At any rate we 
have 

T H E O R E M 7.23. Let M be a finitely generated module for a noetherian ring 
R and let J = r adR. Then [)™=1JnM = 0. 

We obtain an interesting specialization of the foregoing results by taking 
M = R (which is generated by 1). Submodules of R are ideals. Then the Artin-
Rees lemma states that if / , Iu and I2 are ideals in R, then there exists a k such 
that for all n ^ k 

(35) n 1 n I 2 = F-k(IkI1nI2y 

If we take Ix = R and change the notation slightly, we obtain the result that if 
Ix and I2 are ideals in a noetherian ring R, then there exists a k such that for 
n ^ k 

(36) 7 1 » n / 2 = / r f c ( V n / 2 ) . 

This was the original form of the lemma given by Rees. If we take M = R in 
Theorem 7.21, we obtain 

00 (37) njn=° 
n= 1 

for J, the Jacobson radical of a commutative noetherian ring. 
As we shall see in section 7.18, the results of this section play an important 

role in the study of completions of rings. 

7.15 H U B E R T ' S P O L Y N O M I A L FOR A G R A D E D M O D U L E 

In the same paper in which he proved the basis theorem and the theorem on 
syzygies, Hilbert proved another remarkable result, namely, a theorem on the 
dimensionality of the homogeneous components of a graded module for the 
polynomial ring R = F[xu... , x m ] with coefficients in a field F (see the 
reference on p. 387). He showed that if M = ®Mn is graded where Mn is the 
homogeneous component of degree n, then there exists a polynomial / (t) of 
degree ^ m — 1 with rational coefficients such that for all sufficiently large n, 
f(n) = \_Mn\F~\. We shall prove this theorem in a generalized form in this 
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section and apply it in succeeding sections to derive the main results on 
dimensionality in noetherian rings. 

We recall that a ring R is graded by an indexed set of subgroups Rh 

i = 0 ,1 ,2 , . . . , of its additive group if R = ®Rt and RtRj cz Ri+j for all i,j. 
Then R0

2 cz R0 and it is easily seen that 1 e R 0 . Hence R0 is a subring of R. It 
is clear that R+ = E/ > o&j is a n ideal in R. If R is commutative, then R can be 
regarded as an algebra over R0. We recall also the definition of a graded R-
module M for the graded ring R (p. 384). Here we have M = ®i>oMi where 
the Mt are subgroups and RtMj cz Mi+j for all i,j. The elements of Mt are 
called homogeneous of degree i. We have the following 

P R O P O S I T I O N 7.27. If R is a graded commutative ring, then R is noetherian 
if and only if R 0 is noetherian and R is finitely generated as R0-algebra. If the 
conditions hold and M is a finitely generated graded R-module, then every Mt is 
a finitely generated R0-module. 

Proof If R 0 is noetherian and R is a finitely generated R 0 -algebra, then R is 
noetherian by the Corollary to Hilbert's basis theorem (p. 418). Now assume 
that R is noetherian. Then R 0 ^ R / R + is a homomorphic image of the 
noetherian ring R, hence is noetherian. The ideal R + of R is finitely generated 
as R-module by, say, x l 5 . . . , xm. By replacing each xt by its homogeneous parts, 
we may assume that the xt are homogeneous elements of R + . We claim the xt 

are generators of R as R 0 -algebra. It suffices to show that every homogeneous 
element can be written as a polynomial in the xt with coefficients in R 0 . We use 
induction on the degree of homogeneity. The result is clear if the degree is 0. 
Now suppose that u is homogeneous of degree n > 0. We can write u = XT ui*t 
where uteR. Equating homogeneous parts, we may assume that u{ is 
homogeneous of degree n — degx; < n, since xteR+. Then ut is a polynomial 
in the Xj with coefficients in R 0 and hence the same is true of u = YuiXi-

Now suppose that R is noetherian and M is a finitely generated graded R-
module. We may choose a set of generators {uu...,ur} for M that are 
homogeneous. If the x's are chosen as before, then it is readily seen that every 
element of Mn is an R 0 -linear combination of elements ytUi where yt is a 
monomial in the x's and deg)/ f + deg u{ = n. Since the number of these elements 
is finite, Mn is finitely generated as R 0 -module. • 

We now assume that (1) R is noetherian, (2) R 0 is artinian (as well as 
noetherian), and (3) M is a finitely generated graded R-module. Then every Mn 

is finitely generated as R 0 -module and hence is artinian and noetherian. Hence 
Mn has a composition series as R 0 -module and we have a uniquely determined 
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non-negative integer l(Mn), the length of the composition series for Mn. To 
obtain information on these lengths we introduce the generating function or 
Poincar'e series of the graded module M as the element 

00 

(38) P{M,t) = \Zl{Mn)f 
0 

of the field Q((t)) of formal Laurent series (p. 425). We can now state the 
following 

T H E O R E M 7.24 (Hilbert-Serre). If R is generated by homogeneous elements 
x i , . . . , xm where deg xt = et > 0, then P{M, t) is a rational expression of the form 

m 

(39) f®/f\ 

where f(t)eZ\t\. 

For the proof we require the 

LEMMA. Let 0 M 0 Mx -» • • • -+ Ms -> 0 be an exact sequence of finitely 
generated R0-modules for an artinian ring R 0 and let 1{M/) be the length of Mt. 
Then Z o ( - l ) f W ) = 0. 

Proof The result is immediate from the definition of exactness if s = 0 or 
1. If 5 = 2, we have the short exact sequence 0 -> M 0 Mi M 2 -> 0. 
Then M 2 ^ M i / M 0 and Z(M2) = / ( M i ) - / ( M 0 ) , which gives l{M0)-l{M1) + 
l(M2) = 0. Now suppose that s > 2. Then we can imbed the given sequence 
in a sequence of homomorphisms 

0 M 0 i m M 0 - ^ M 1 ^ i m M 1 - ^ - - - - ^ i m M s _ 1 ^ M s ^ O 

where Mj -» i m M ; is obtained by restricting the codomain of Mt -+ Mi+1 and 
where im M f - > M i + 1 is an injection. Then we have the exact sequences 
0 - > M o ^ i m M o ^ 0 , 0 -+ im M k _ i -» Mk -» im M k -» 0, 1 ^ fe ^ 5 - 1 , 
0 -> im M s _ i -» M s -> 0, which give the relations 

W = / ( i m M 0 ) 

l(Mk) = / ( imM f c _ i ) + / ( imM k ) , 1 < f c < s - l 

/(M5) = / ( i m M s _ 1 ) . 

If we take the alternating sum of these equations, we obtain the required 
relation ( - 1 )%Mt) = 0. • 
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We can now give the 

Proof of Theorem 7 .24 . We use induction on the number m of homogeneous 
generators. If m = 0, R = R0 and M is a finitely generated R 0 -module . Then 
Mn = 0 for sufficiently large n and the result holds with/( t ) = P(M, t). 

Now assume the result holds if R has m —1 homogeneous generators. We 
act with xm on M. This is an R-endomorphism x* sending Mn-+ Mn + €m, 
n = 0 ,1 ,2 , . . . . Hence ke rx* and imx* are homogeneous submodules, so we 
have the graded modules K = ke rx* = ®Kn, C = cokerx* = © C , r We have 
exact sequences 

0 - Kn-* Mn - Mn + e s - Cn + e m -* 0. 

Hence, by the lemma, 

l(Mn)-l(Mn + eJ = l(Kn)-l(Cn + eJ. 

If we multiply this relation by tn + £m and sum on n = 0 ,1 ,2 , . . . , we obtain 

(40) (te--l)P(M,t) = P(K,t)t*»-P{C,t) + g(t) 

where #(£) is a polynomial in t. Now x m K = 0 and xmC = 0. Hence C and K 
are effectively R/Rxm modules. Since R/Rxm is a graded ring with m— 1 
homogeneous generators of degrees e l 9 . . . , em_ x and since C and K are graded 
modules for this ring, we have P(k, t) - / i (r) /IIT" \l -1% P(C, t) = 
f2{t)/U^~1(l - fe-). Substitution of these in (40) gives the theorem. • 

The most important case of the foregoing result is that in which the 
generators can be chosen in Ru that is, the et = 1. This is the case if 
R = R o ^ i j . - . j x J where R0 is artinian, the xt are indeterminates, and the 
grading is the usual one in which Rn is the set of homogeneous polynomials of 
degree n. In fact, this case can be regarded as the most general one, since any 
graded ring with the et = 1 is a homomorphic image of R0\_xu... , x m ] under a 
graded homomorphism and any module for the image ring can be regarded as 
a module for JR 0 [XI> • • • 5 * m ] - F ° r the applications it is convenient, however, to 
assume that R is any ring satisfying our earlier conditions and the condition 
that R is generated by elements of Rx. In this case, Theorem 7 . 2 4 states that 
P(M, t) =f (t)/(l — t)m. We can use this to prove the main result on the lengths 

Wn)-

T H E O R E M 7 . 2 5 (Hilbert-Serre). Suppose that R is generated by m 
homogeneous elements of degree 1. Then there exists a unique polynomial l(t) of 
degree ^m — 1 with rational coefficients such that l(Mn) = J(n) for sufficiently 
large n. 
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Proof. We have P(M, t) = l(Mn)tn = f(t)/(l - t)m and f(t) = (1 - £)m4W + HO 

where degr(t) < m. Then r(t) = a0 + a1{l — t) + ••• + a m _ 1 ( l — f ) m _ 1 , a f e Q , and 
hence 

( l _ t r - ^ T - O ^ ; T « T ( 1 _ T ) I B _ 1 T T U . . , ^ . 

It is readily seen, using the differentiation formula ((1 — t)~k)' = k(l — t)~(k+1\ 
that 

1 1 
X (w + fc-l)---(w + l)f. 

The coefficient of tn on the right-hand side is a polynomial in n of degree 
k—1 with rational coefficients. Hence the coefficient of tn in 
a0/(l-tr + a1/(l--tyn-1 + ---+am-1/(l-t) is 7(w) where 7 is a polynomial of 
degree ^m— 1 with rational coefficients. By (37), 7(n) = l(ri) iin> deg^(t). The 
uniqueness of f is clear, since a polynomial eO(t) of degree ^ m —1 that 
vanishes for m consecutive integers must be 0. • 

The polynomial I = T(M) is called Hilberfs (characteristic) polynomial for the 
graded module M. Theorem 7.25 shows that I has integral values at the non-
negative integers. This does not imply that TeZ[t]. However, it is easy to 
determine the polynomials having this property. For any n= 1,2,3, . . . we 
define the polynomial 

/ x \ x(x — 1) • • • (x — n +1) 
(42) = J — i 

\n J nl 

and we put (g) = 1. Evidently the polynomials (*) e Q[x ] and since deg (*) = n, 
the (*) form a base for Q [ x ] / 0 . As with binomial coefficients, we have 

If x is an integer, then (*) is a product of n consecutive integers divided by n! It 
is readily seen that this is an integer. Hence any integral linear combination of 
the polynomials l ,(i), . . . ,(£) has integral values for integral values of the 
argument. Conversely, we have 

P R O P O S I T I O N 7.28. Let f (x) be a polynomial of degree n with rational 
coefficients such that f (x) takes on integral values for some set of n consecutive 
integers. Then f (x) is an integral linear combination of the polynomials (*), 
0 ^ X n. 
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Proof. We can write f(x) = ao + <Zi(i)+ "• with rational at. Then 
A/(x) = / ( x + 1 ) -f{x) = ai + a 2 ( i ) + "'" + 0*0*-1). Using induction on the 
degree we conclude that every at with i > 0 is an integer. It follows also that 
a0 e Z. • 

E X E R C I S E S 

1. Determine the lengths l(Rn), n = 0,1,2,..., for Rn, the set of homogeneous 
polynomials of degree n in R = F[xl9...,xm], F a field. Determine P(R,t) as 
rational expression in t. 

2. Let/be an integral valued function on N = {0,1,2,...} such that/(n + l)—f(n) = g(n) 
where g(t)eQ[f] has degree M — 1. Show that there exists a polynomial f(t)e Q[f] 
of degree m such that/(/T) =f{n), neN. 

7 . 1 6 T H E C H A R A C T E R I S T I C P O L Y N O M I A L O F A N O E T H E R I A N 

L O C A L R I N G 

We consider first a general construction of a graded ring Gj(R) and a graded 
module G 7 ( M ) from an ideal I and module M for the ring R. We put 
Gj(R) - ®P/In + 1 , Gj(M) = ®InM/In + 1M, n ^ 0 , where 7 ° = R. If a{ePIP^1 

and x j e ^ * M / P ' + 1 M , we have ^ = a£ + J I + 1 , x,- = Xj + P ' ^ M , XjePM. Then 
a ixJ. + r + J ' + 1 M is independent of the choice of the representatives auxy Hence 
if we put dtXj = atXj, (2X0 = YAi^r these are well defined. It is readily 
verified that if we take M = R, we obtain the structure of a ring on Gj(R) with 
unit l + L Also G 2 ( M ) is a graded module for G 7(JR) with the FM/In+1M as 
the homogeneous components. We shall call Gj(R) and G 7 ( M ) the graded ring 
and graded module associated with the ideal I. 

There is an alternative way of defining Gj(R) and G 7 (M) . We consider the 
rings T and modules TM we introduced in Section 7 . 1 4 for the proof of the 
Artin-Rees lemma. We defined T = 2 o 0 ^ " c ^ [ 4 x a n indeterminate, 
and TM = 2 o 0 ( ™ ) x " cz M [ x ] = R[x](g)RM. It is clear that T is a graded 
ring with nth homogeneous component Tn = f x " and T M is a graded module 
for T with 7ith homogeneous component (FM)xn. We have a homomorphism 
of graded R-algebras of T o n t o G/(R) mapping bxk, belk,k ^ 1 , onto b + Ik + 1. 
The kernel is IT. Hence we can identify G/(R) with T/IT. Similarly, we can 
identify G/(M) with TM/ITM, where ITM = E ( I " + 1 M)x n . 
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We showed in Section 7.14 that if R is a noetherian ring, then T is 
noetherian and, moreover, if M is a finitely generated R-module, then TM is a 
finitely generated T-module. Using the foregoing isomorphisms, we obtain the 
following 

P R O P O S I T I O N 7.29. / / R is noetherian, then G7(R) is noetherian for any 
ideal I and if R is noetherian and M is a finitely generated R-module, then Gj(M) 
is a finitely generated Gj(R)-module. 

In the situation in which R/I is artinian we could apply the results of the last 
section to define a Hilbert polynomial for the graded module Gj(M). For, it is 
clear that G7(R) is generated by its homogeneous component I/I2 of degree 
one. We shall not pursue this further but instead we specialize to the case of 
primary interest in which R is local noetherian with maximal ideal J and 
I = Q is a J-primary ideal ( = primary ideal with J as associated prime). We 
recall that since J is maximal, any ideal Q such that Je cz Q cz J for some e ^ 1 
is J-primary (Proposition 7.24, p. 435). On the other hand, if Q is J-primary, 
then Q cz J and QZD Je for some e (Theorem 7.22, p. 440). Hence the condition 
on Q is equivalent to Je cz Q cz J for some e. The condition we require that 
R/Q is artinian is certainly satisfied since R/Q is a local ring whose maximal 
ideal J/Q is nilpotent (Theorem 7.15). 

We can apply the results on the Hilbert polynomial to the ring GQ(R) and 
module GQ(R). Suppose that yi,..-,ym are elements of Q such that the cosets 
yt + Q2 generate Q/Q2 as R-module. Then it is readily seen that the cosets 
yt + Q2 generate Q/Q2 + Q2/Q3 + ••• as G 2 (R)-module. Hence, by the proof of 
Proposition 7.27, these elements generate GQ(R) as algebra over R/Q. It 
follows from the theorem of Hilbert-Serre that there exists a polynomial 
\t)eQ[f] of degree <m-l such that J(n) = l(QN/QN+1) for sufficiently large n 
where l(Qn/Qn + 1) is the length of QN/QN + 1 as R/Q-module. 

We now switch to R/Qn as R-module. We have the chain of submodules 
R ZD Q ZD Q2 ZD ••• ZD Qn with factors R/Q, Q/Q2\.. .,Qn~^fQn, which can be 
regarded as R/Q-modules. As such they have composition series and lengths. 
Hence this is the case also for R/Qn that has a length l(R/Qn). Since 
l(R/Qn + 1)-l(R/Qn) = l(Qn/Qn + 1) = T(n) for sufficiently large n, it follows that 
there exists a polynomial XQRE Q[f] of degree < m such that xQ

R{n) = 1{R/Qn) 
for sufficiently large n (exercise 2, p. 448). We can state this result without 
reference to the graded ring GQ(R) as follows: 

T H E O R E M 7.26. Let R be a noetherian local ring with maximal ideal J and 
let Q be a J-primary ideal. Suppose Q/Q2 is generated by m elements as R-
module. Then for any n = 1,2,3,..., R/Qn has a composition series as R-module 
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and if l(R/Qn) is its length, then there exists a polynomial XQRe®[f] °f degree 
< m such that 1{R/Qn) = XQR(n)for sufficiently large n. 

The polynomial XQR is called the characteristic polynomial of R relative to Q. 
The most important thing about this polynomial is its degree. For, this is 
independent of the choice of Q and hence is an invariant of R. To see this, let 
Q' be another / -pr imary ideal. Then there exist positive integers 5 and s' such 
that Q's cz Q and Qs' cz Q'. Then R ZD Qn ZD Q'sn and l(R/Qn) < 1{R/Q'sn). Hence 
XQR(N) ^ XQ'(sn) for sufficiently large n. This implies that degXo* ^ D E G X ^ and 
by symmetry dQgxQ

R = d e g ; ^ . We shall denote the common degree of the XQR 

byd = d(R). 

7.17 K R U L L D I M E N S I O N 

We shall now introduce a concept of dimension for noetherian rings that 
measures the size of such a ring by the length of chains of distinct prime ideals 
in the ring. For our purposes it is convenient to denote a finite chain of 
distinct prime ideals by P 0 ^ P1 =2 • • • ^ Ps and call s the length of the chain. 
With this convention we have the following 

D E F I N I T I O N 7.4. If R is a noetherian ring, the Krull dimension of R, 
denoted as dim R, is the supremum of the lengths of chains of distinct prime ideals 
in R. If no bound exists for such claims, then d imR = co. 

We remark that the Krull dimension of a noetherian ring may be infinite. 
Examples of such rings have been given by M. Nagata. We observe also that 
in considering a chain P = P0^. Px =2 • • - =2 Ps we can pass to the localization 
R with maximal ideal P. The correspondence between prime ideals of RP and 
prime ideals of R contained in P gives a chain of prime ideals 
PP =2 P1P !=2 • • • ^ PsP in R. We shall therefore consider first dimension theory 
for noetherian local rings. If R is such a ring with maximal ideal J, then it is 
clear that it suffices to consider chains that begin with P0 = J. The 
fundamental theorem on dimension in noetherian local rings is the following 

T H E O R E M 7.27. Let R be a noetherian local ring. Then the following three 
integers associated with R are equal: 

(1) The degree d — d(R) of the characteristic polynomial XQR of any J-primary 
ideal Q of R. 
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(2) The minimum number m = m(R) of elements of R that generate a J-primary 
ideal Q of R. 

(3) d i m R . 

(The first two numbers are evidently finite. A priori the third may not be. 
The assertion of the theorem is that it is, and it is the same as d(R) and m(R). 
Thus the theorem implies that the dimension of any noetherian local ring is 
finite.) 

Proof The theorem will be proved by showing that d ^ m ^ dim R ^ d. 
d < m. This is a part of Theorem 7.26. 
m ^ d imR. There is nothing to prove if d imR = oo, so we assume that 

d imR < cx). We use induction on dim R. Now dim R = 0 if and only if J is the 
only prime ideal in R. In this case R is artinian by Theorem 7.14. Then Je = 0 
for some e and 0 is / -pr imary. Hence m = 0. Thus the inequality m ^ dim R 
holds if d imR = 0. Now suppose that 0 < d i m R < oo. Let P l 9 . . . , Pr be the 
minimal primes of R (see p. 433). Since any prime ideal in R contains one of 
the Pt and every prime ideal is contained in J , J (~t Pu 1 ^ i; ^ r. Hence, by the 
prime avoidance lemma (p. 390) there exists an element xeJ,$[J Pt. Consider 
the ring R' = R/Rx. This is a local ring with maximal ideal J/Rx. Any chain of 
distinct prime ideals in R' has the form P'0/Rx ^ • • • ^ P'JRx where the P[ are 
prime ideals in R containing Rx. Now P's contains one of the minimal primes 
Pt and P's^Pt since x£Pt. Hence we have a chain of prime ideals 
P'o ^ • • • ̂  P's ^ Pt for some i. This shows that dim R' ^ d i m R - 1 . On the 
other hand, if y± + R x , . . . , ym> + Rx is a set of generators for a J /Rx-primary 
ideal Q'/Rx in R', then yi,...,ym', x is a set of generators for the J-primary 
ideal Q in R. Hence m(R) ^ m(R') + 1 . The induction hypothesis gives 
m(R') < dim R'. Hence m(R) < ra(R') + 1 < dim R' + 1 < dim R. 

dim R ^ We shall prove this by induction on d. If d = 0, then l(R/Jn) is 
constant for sufficiently large n. Hence Jn = Jn + 1 for sufficiently large n and 
J" = 0 by Nakayama's lemma. Hence R is artinian and J is the only prime 
ideal in R. (Theorems 7.14 and 7.15, pp. 426-427.) Then dim R = 0 and 
d imR = 0 = d. 

Now assume d > 0. We have to show that if P 0 = J ==2 P1 ^ • • • ^ P s is a 
chain of prime ideals in R, then s ^ d. We reduce the proof to the case of a 
domain by forming the domain R/Ps, which is local with maximal ideal J/Ps 

and has the chain of prime ideals J/Ps ^ P i / P s ^ "" ^ P s / P s = 0. We have 
(J/Ps)» = (J" + P s ) /P s , so (R/PS)/(J/PS)» = (R/Ps)/((J" + Ps)/Ps) = R/(Jn + Ps). 

Hence l((R/Ps)/(J/Ps)n) = l(R/(Jn + P S )) ^ /(R/P1). It follows that d(R/P s ) ^ d{R). 
Hence it suffices to prove s ^ d in the case in which R is a domain and we have 
the chain of prime ideals J = P 0 ^ ••• ^ P s - i ^ 0. Let x e P s _ i , x / 0, and 
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consider R/Rx, which is local with maximal ideal J/Rx and has the chain of 
prime ideals J/Rx =2 • • • =2 Ps-i/Rx. We wish to show that d(R/Rx) < d(R)- 1. 
As above, l((R/Rx)/(J/Rxf) = l(R/(Jn + Rx)). Now /(R/(J" + Rx)) - l(R/Jn)~ 
l((Jn + Rx)/Jn) and /((J" + JRX)/J B ) = l(Rx/JnnRx). By the Artin-Rees lemma 
there exists a positive integer fc such that Jn n Rx = Jn~k(Jk n Rx) for all 
n ^ fc. Hence 

l((Jn + Rx)/Jn)) >l(Rx/J"-kx). 

Since x # 0 in the domain R, multiplication by x is an R-module isomorphism 
of R onto Rx and this maps Jn~k onto Jn~kx. Hence R / J " - * ^ Rx/Jn~kx as R-
modules and so l(Rx/Jn~kx) = 1{R/Jn~k). Hence 

1{(R/Rx)/(J/Rx)n = l{R/(Jn + Rx)) 

= l(R/Jn)-l{Rx/JnnRx) 

^l(R/Jn)-l(R/J"-k). 

This implies that 
d(R/Rx)^d(R)-l. 

Using the induction on d we conclude that s— l ^ J ( R ) — 1 and so 
5 < d(R). • 

We shall now apply Theorem 7.27 to arbitrary noetherian rings. If R is such 
a ring, we define the height of a prime ideal P in R as the supremum of the 
lengths of chain of prime ideals P 0 = P ^ P ^ • • • ̂  P s . It is clear that the 
height, ht P, is the dimensionality of the noetherian local ring RP. This is 
finite by Theorem 7.27 Evidently this has the following rather surprising 
consequence. 

T H E O R E M 7.28. Any noetherian ring satisfies the descending chain condition 
for prime ideals. 

Another quick consequence of the main theorem is the 

G E N E R A L I Z E D PRINCIPAL IDEAL T H E O R E M (Krull). If I is a proper 
ideal in a noetherian ring and I is generated by m elements, then any minimal 
prime over I has height ^ m. 

Proof. Let P be a minimal prime over I. The assertion is equivalent to 
ht P P ^ m in RP. Now PP is a minimal prime over IP in RP and since PP is the 
only maximal ideal in RP, PP is the only prime ideal of RP containing IP. 
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Hence IP is P P -pr imary. On the other hand, if yu...,ym are generators of J, 
then y j l , y j l generate IP. Hence ht PP = dim RP < ra. • 

A special case of the foregoing theorem is the 

P R I N C I P A L IDEAL T H E O R E M Let y be a non-unit in a noetherian ring R. 
Then any minimal prime ideal over Ry has height ^ 1. 

It is clear from the definitions that the Krull dimension of a noetherian ring 
is the supremum of the heights of its maximal ideals or, equivalently, the 
supremum of the Krull dimensions of its localizations at maximal ideals. 

We now consider the Krull dimension of a polynomial ring P [ x 1 ? . . . , x m ] in 
m indeterminates over an algebraically closed field F. We recall that any 
maximal ideal M in P [ x 1 ? . . . , x m ] is generated by m elements x1—a1, 
X2 — a2,...,xm — am, ateF (p. 426). Hence ht M ^ m . On the other hand, we 
have the chain of prime ideals 

m m — 1 

(44) £ R ( x - a f ) ^ X R ( x - a f ) ^ - - - ^ R ( x n - a „ ) ^ 0 . 
I I 

It follows that h t M = m. Since this holds for any maximal ideal, it follows that 
d i m P [ x 1 ? . . . , x m ] = m. 

We shall obtain next an important application of the generalized principal 
ideal theorem to systems of polynomial equations with coefficients in an 
algebraically closed field. This is the following 

T H E O R E M 7.29. Let F be an algebraically closed field and let 
/ 1 ( x 1 , . . . , x m ) , . . . , / n ( x 1 , . . . , x m ) G R = P [ x 1 , . . . , x w ] where the xt are inde­
terminates. Assume that the system of equations 

(45) / 1 ( x 1 , . . . , x J = 0 , . . . , / „ ( x 1 , . . . , x J = 0 

has a solution in F(m) and m > n. Then (45) has an infinite number of solutions in 
pirn) ^ 

Proof. Assume to the contrary that the system has only a finite number of 
solutions: (oc{{\..., o i 1 } ) , . . . , (a{{\..., o$). Let I = Rfi, so the variety V(I) = 
S = {(<#>,..., o41}), • • •, ( a ^ , . . . , a£?)}. Let = £*L x R ( X I - 1 < j ^ r. Then 
V(Ij) consists of the single point (oc^\<x$) and S = IJi V(Ij) = F(fli h) 
(p. 430). Hence if V = [ ] i |/> then V{F) = S = V(I) and so, by the Hilbert 
Nullstellensatz, nilrad I = nilrad F. Let P be a minimal prime ideal over I. 
Then P ZD nilrad J = nilrad F. Hence P => / ' == \ \ Ij, S O P D IJ for some j and 
since Ij is maximal, P = Ij. We have seen that the height of any maximal 
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ideal in R is ra. Hence the height of any minimal prime over / = YA Rf 
is ra > n, contrary to the generalized principal ideal theorem. • 

A useful special case of this theorem is obtained by taking the f to be 
polynomials with 0 constant terms (e.g., homogeneous polynomials of positive 
degree). These have the trivial solution ( 0 , . . . , 0). The theorem shows that if 
there are more unknowns than equations, then the system (45) has a non-
trivial solution. 

If jR is a noetherian local ring with maximal ideal J and dim R = ra, then 
any set of ra elements yl9...9ym such that XT^J7; is ./-primary is called a 
system of parameters for R. Of particular interest for geometry are the local 
rings R for which J itself can be generated by ra = d imR elements. Such local 
rings are called regular. The following exercises indicate some of their 
properties. 

EXERCISES 

1. Show that if R is a noetherian local ring with maximal ideal J, then 
[J2/J: R//] ^ dim R and equality holds if and only if R is regular. 

2. Show that R is regular of Krull dimension 0 if and only if R is a field. 

3. Let R be a regular local ring with J 0. Show that J ^ J2. Show that if 
xeJ — J2, then R = R/Rx is regular with dim R = dim R — l. 

4. Let Rp be a principal prime ideal in a commutative ring R. Show that if P is a 
prime ideal such that Rp ^ P, then P cz f)™=1 {Rp)n. Use this to prove that if R 
is a local ring that is not a domain, then any principal prime ideal in R is 
minimal. 

5. Prove that any regular local ring is a domain. (Hint: Use induction on dim P . 
The case dimR = 0 is settled by exercise 2. Hence assume that dimR > 0. By 
exercise 3 and the induction hypothesis, R/Rx is a domain for any xeJ — J2. 
Hence Rx is a prime ideal for any xeJ — J2. Suppose that R is not a domain. 
Then by exercise 4, Rx is a minimal prime ideal for any xeJ — J2. Let P l 5 . . . , Ps 

be the minimal prime ideals of R. Then J — J2 cz \J\ Pt and J c J 2 u Ui^V By 
the prime avoidance lemma, J cz p. for some i. Then J = Pt is a minimal prime 
ideal in R. Hence dim R — 0, contrary to hypothesis.) 

6. Let M be a module for a commutative ring R. A sequence of elements 
al9a2,..., an of R is called an R-sequence on M if (i) QT" Rat)M ^ M, and (ii) For 
any i, 1 ^ i ^ n, a{ is not a zero divisor of the module M/Y!^1 Ray If M = P, we 
call the sequence simply an R-sequence. 

Show that if P is a regular local ring with dimR = m and J = radR, then J can 
be generated by an R-sequence of m elements contained in J —J2. 
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7. Let R be a noetherian local ring with maximal ideal J. Show that if J can be 
generated by an R-sequence, then R is regular. 

7.18 / - A D I C T O P O L O G I E S A N D C O M P L E T I O N S 

Let / be an ideal in a ring R that for the present need not be commutative, M 
an R-module. We can introduce a topology in M , the I-adic topology, by 
specifying that the set of cosets x + InM, xeM, n = 1 , 2 , 3 , . . . , is a base for the 
open sets in M. If z e ( x + FM) n(y + ImM) and q = max(m,n), then 
z + IqM a {x + FM) n(y+ImM). Since, by definition, the open sets are the 
unions of the cosets x + FM, it follows that the intersection of any two open 
sets is open. The other axioms for open sets—namely, that the union of any set 
of open sets is open and that M and 0 are open—are clearly satisfied. Hence 
we have a topological space. In particular, if we take M = R, we obtain the i-
adic topology in R in which a base for the open sets is the set of cosets x + F, 
xeR. 

We recall that a group G is called a topological group if it has a topology 
and the map (x,y) xy'1 of GxG into G is continuous. A ring R is a 
topological ring if it has a topology such that the additive group is a 
topological group and multiplication is continuous. A module M for a 
topological ring R is a topological module if it is a topological group and the 
map (a, x) ax of R x M into M is continuous. 

It is readily verified that R endowed with its i-adic topology is a topological 
ring and if M is a module endowed with the J-adic topology, then M is a 
topological module for R. 

The i-adic topology in M is Hausdorff if and only if F°M = f] FM = 0. 
For , if this condition holds, then given distinct elements x,y in M there exists 
an n such that x — y^FM, which implies that the open neighborhoods x + FM 
and y + FM of x and y respectively are disjoint. Conversely, if f] FM / 0, let 
z ^ 0 be in P| F'M. Then any open set containing 0 contains z. Hence z is in 
the closure of {0} and M is not a Tx-space and hence is not Hausdorff. 

From now on we shall assume that Fy = 0 and F°M = 0, so the J-adic 
topologies in R and M will be Hausdorff. We recall that these conditions are 
satisfied if R is a commutative noetherian ring, I = r a d R , and M is a finitely 
generated R-module (Theorem 7.23, p. 443). We recall also that if R is a 
commutative noetherian ring and I is any ideal in R, then (l+b)F° = 0 for 
some beL It follows that if I is a proper ideal in a noetherian domain, then 
i w = 0. An important special case is obtained by taking R = F [ x 1 ? . . . , x J 
where F is a field and I = Y<Rxi, the ideal of polynomials vanishing at 
( 0 , . . . , 0 ) . 
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As in the case of rings of power series, we can introduce the concepts of 
convergence, Cauchy sequences, etc. It is convenient to base the definitions on 
the notion of the order of an element with respect to the 7-adic topology. Let x 
be a non-zero element of M. Since M ZD IM ZD I2M ZD •• • and f)InM = 0, 
there exists a largest integer n such that xeInM. We define this integer to be 
the order o(x), and we complete the definition of the order function by putting 
o(0) = co. We use these definitions also in R. Our definitions evidently imply 
that o(x) =• oo if and only if x = 0, o( — x) = o(x), o(x + y) ^ min(o(x), o(y)) 
and if aeR, then o(ax) ^ o(a) + o{x). Hence, if we put |x| = 2 _ 0 ( x ) and 
\a\ = 2~0{a) (with the convention that 2~°° = 0), we obtain 

(i) |x| ^ 0 , |x| = 0^>x = 0, 

(ii) | - x | = |x | , 

(hi) \x + y\ ^ max(jx|, | j / |) , 

(iv) \ax\ ^ |a | |x | . 

These hold also for R and | | define metrics in M and R by d(x,y) = |x — y\. 
Then we have the usual properties: d(x,y) = d(y,x), d(x,y)^0, and 
d(x,y) = 0 if and only if x = y. In place of the triangle inequality 
d(x,y) ^ d(x,z) + d(z,y) we have the stronger inequality 

(46) d(x,y) ^ max(d(x,z),<i(z,j/)). 

This has the curious consequence that all triangles are isosceles, that is, for any 
three elements x,y,z, two of the distances d(x,y), d(x,z), d(y,z) are equal. For, 
(46) and the symmetry of d(,) implies that no one of the numbers d(x,y), 
d(x, z), d(y, z) can exceed the other two, hence some two are equal. 

The metric d(x,y) = |x — y\ can be used to introduce convergence of 
sequences, Cauchy sequences, etc. in the usual manner. We say that the 
sequence of elements {x„} converges to x and we write l imx n = x or xn x if 
for any real s > 0 there exists an integer A = A(e) such that |x — x j < s for all 
n^ A. As usual, we have that xn -» x and yn -> y imply xn + yn -> x+y and 
xn -> x and an -> a imply anxn -> ax. 

The sequence { x j is called a Cauchy sequence if for any s > 0 there exists an 
integer A such that | x m — x„| < s for all ra, n^ N. Since for ra > n 

\Xm~~ Xn\ = \(Xm~ Xm- l ) + (Xm - 1 ~ ' X m ~ z ) + " ' + (Xn+ 1 ~ Xn)\ 

^ max( |x m — x m _ x |, | x m _ x — x m _ 2 | , • • . , |x„ + 1 — x„|), 

{xn} is a Cauchy sequence if and only if for any s > 0 there exists an Af such 
that |x„ + 1 — x w | < s for all n ^ A. We call M complete in the 7-adic topology if 
every Cauchy sequence of elements of M converges. 
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We also have the usual definitions of convergence of series: 
Zr x n = x i + x i + " ' converges if the sequence of partial sums 
sn = xx + x 2 + • • • Jrxn converges. If sn -> s, then we write s = x 1 + x 2 + " ' • We 
note that if M is complete, then a series x1+x2+ converges if and only if 
its wth term xn converges to 0. For , if this condition holds, then the sequence of 
partial sums is Cauchy by the remark we made before. Hence x 1 + x 2 + ••• 
converges. Conversely if xx + x 2 + • • • converges, then sn -+ s and sn_ x s, so 
Xn = S n ~ S n - l ~* 0-

This simple criterion for convergence of series in a complete M can be used 
to show that if R is complete relative to the 7-adic topology, then any be I is 
quasi-invertible. For , since bneln, bn -> 0. Hence the series 

l+b + b2+---

converges in R. Since 

(1+Z>+ ••• +bn-1)(l-b)= l-bn = (l-fe)(l+fe + ••• +bn~1), 

we obtain on passing to the limit that (1 Jrb + b2 + • • -)(1 — b) = 1 = 
(1 — b)(l + b + b2 + • • •)• Hence b is quasi-invertible with £ f bn as quasi-inverse. 
Thus every element of the ideal I is quasi-invertible and hence I cz rad R, the 
Jacobson radical of R. We record this result as 

P R O P O S I T I O N 7.30. / / R is complete relative to the I-adic topology, then 
I cz r adR . 

If we know in addition that R/I is semi-primitive, then 1 = r a d R . For 
example, this will be the case if I is a maximal ideal in R. 

Another important property of complete rings relative to J-adic topologies is 
the following idempotent lifting property that is closely related to Proposition 
7.14. We recall that Proposition 7.14 played an important role in the study of 
the topology of Spec R, the space of prime ideals in R. 

T H E O R E M 7.30. Let R be a ring that is complete relative to the I-adic 
topology defined by the ideal I and let u = u + I be idempotent in R = R/I. 
Then there exists an idempotent e in R such that e = u. 

Proof. We assume first that R is commutative. In this case we can apply 
Proposition 7.14, including the uniqueness part to the ring R/In, n= 1,2, 
We have the ideal I/F in R/F and I/F is nilpotent and (u + F)2 = u + 
/"(mod I/F). It follows from Proposit ion 7.14 that there exists a unique element 
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en + F in R/F such that (en + F)2 = en + F and en = w(mod I). Then en

2 = 
en(mod F), en = u(mod I), and if e'n is a second element satisfying these con­
ditions, then e'n = en(mod F). Since F ZD In+k

9 fc=l,2,..., we have en+k = 
en(mod F). Then {en} is Cauchy, so {en} converges to, say, e. We have e2 = 
lim e 2 = lim en = e and u = e (mod J). 

Now let R be arbitrary. Let Rx be the closure in R of the subring generated 
by u. Then Rx is commutative and if I1 = J n R l 5 then Ix is an ideal in Rx such 
that 7 X

W = 0. Moreover, since Rx is closed in R, Rx is complete relative to the 
/ i -adic topology. We have (w + J J 2 = u-\-I1. The result now follows by 
applying the first part to the commutative ring Rx. • 

An important technique in commutative ring theory is to pass from a 
ring R to its completion. We proceed to give constructions of the com­
pletion of a ring JR and of a module M relative to their 7-adic topologies 
(assuming V° = 0 and I^M = 0). Let C(M) denote the set of Cauchy 
sequences of elements of M. C ( M ) has a natural module structure, since 
the sum of two Cauchy sequences is a Cauchy sequence, and if {xn} is a 
Cauchy sequence and aeR, then {axn} is a Cauchy sequence. C ( M ) contains 
the submodule of constant sequences {x} and the submodule Z(M) of null 
sequences {z„}, which are the sequences such that zn -> 0. We can form 
the modules M = C(M)/Z(M) and R = C(R)/Z(R). If {an}eC(R) and 
{ i J e C ( M ) , then {a„x n }eC(M) and this is contained in Z(M) if either 
{an} eZ(R) or {xn} eZ(M). These facts are readily verified. It follows that Z(R) 
is an ideal in C(JR) and hence R has the structure of a ring. Moreover, if a e JR 
and xeM, we can define ax by taking representatives {an}, {xn} of a, x and 
defining ax = {anxn} + Z ( M ) . In this way M becomes an R-module. 

Since Z(M) contains no constant sequences except {0}, we can identify M 
with the set of cosets (with respect to Z(M)) of the constant sequences. In 
particular, we have an identification of R with a subring of R and M is an R-
submodule of M. 

Now let / denote the subset of R of elements {an}+Z(R) such that every 
aneL Then / is an ideal in R and Ik is the set of elements {bn} +Z(R) such that 
bnelk. It follows that F° = 0. Similarly, F°M = 0, so we have Hausdorff 
topologies in R and M defined by / . It is clear that the induced topologies on 
M and R are the 7-adic topologies. Moreover, if {xn} +Z(M) is an element of 
M, then {xn} +Z(M) = l imx w in M. Hence M is dense in M. Moreover, M is 
complete. For, let {x{k)} +Z(M), k= 1 , 2 , b e a Cauchy sequence in M. 
For each {x{k)} we can choose x ( k ) e M so that |({xf )} + Z ( M ) ) - x ( / c ) | < l /2 k . It is 
easily seen that x = {x{k)} is a Cauchy sequence and lim({x{ k )] + Z ( M ) ) = x. 
Thus M is complete and, similarly, R is complete relative to the 7-adic 
topologies. We call M and R the completions of M and R respectively. 
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We shall now specialize these considerations to the most interesting case in 
which R is a commutative noetherian ring and M is a finitely generated R-
module. With the notations as before, we prove first the following 

P R O P O S I T I O N 7.3L M = RM. 

Proof. Let { x l 5 . . . , xr} be a set of generators for M as R-module and let y be 
any element of M. Then y = l imy n where the yneM. Evidently yn + 1—y„ -> 0, 
so if o(yn + 1-yn) = sn, then sn -» co. Since M = X\Rxf, ImM = and hence 
we can write yn + 1—yn = Jfj=i^njxj where anjeISn. We now write yf = Jfi bijXj 
where btjeR. Then 

r 

)>I, = J>1 + 0>2-J>l) + +(yn-3̂ n-l) = E KjXj 

where bnj- = b ^ + a^-f- • • • The r sequences {bnj}, 1 ^ j ^ r, are Cauchy 
sequences. Hence l im, , -^ {frnj} = bj in R. Then y = limyn = Y,bjxj- Thus 
M = R M . • 

We have defined the ideal / in R as the sets of cosets {an} + Z ( R ) where the 
anel. Evidently I cz I and hence RI cz I. Since {an} + Z ( R ) = l ima„, it is clear 
that I is dense in I. The proof of the foregoing proposition shows that RI = I. 
We consider next a submodule N of M. Since R is noetherian and M is finitely 
generated, N is also finitely generated. Evidently I°W c= P°M = 0. We have the 
7-adic topology of TV and the induced topology in iV as a subspace of M. We 
shall now prove 

P R O P O S I T I O N 7.32. / / N is a submodule of the module M for the 
(commutative) noetherian ring R and I is an ideal in R, then the I-adic topology 
in N coincides with the topology induced by the I-adic topology of M. 

Proof. A base for the neighborhoods of 0 in the 7-adic topology of TV is the 
set {FN} and a base for the neighborhoods of 0 in the induced topology is 
{FM n N}. To show that the two topologies are identical, that is, have the 
same open sets, it suffices to show that given any FN there exists an 
FM n N cz FN and given any FM n N there exists an FN such that 
FN cz FM n N. Since FN cz FM n N, the second is clear. To prove the first 
we use the Artin-Rees lemma. According to this there exists an integer k such 
that for any q^k, FM n N = F~k(IkM n N). Hence if we take q = n + k, we 
obtain F+kM nN = F(IkM n N ) cz FN. • 
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We shall prove next the important result that the completion of a 
noetherian ring relative to an 7-adic topology is noetherian. The proof is based 
on the method of graded rings and modules that was introduced in section 
7.16. Recall that we showed that if I is an ideal in a noetherian ring R, then the 
associated graded ring G7(R) is noetherian and if R is noetherian and M is a 
finitely generated R-module, then the graded module Gj(M) is a finitely 
generated G/(R)-module (Proposition 7.29, p. 449). 

We shall need the following 

P R O P O S I T I O N 7.33. Let R be a noetherian ring, I an ideal in R such that 
Ico = 0; R the completion of R relative to the I-adic topology. Let G/(R) and 
G/(R) be the graded rings of R and R associated with the ideals I and I 
respectively. Then G7(R) = G/(R). 

Proof. We have Rt = P/Ii + 1 , Rt = P/ii+1. It is clear from the definition of / 
that F n f + 1 = Ii + 1 . By the density of R in R, for any beP, there exists a 
beR such that b-beP+1. Then beP = PnR. Hence P = P + P + 1 . We now 
have Rt = P/P + 1 = (F + P + 1)/P+1 ^ P/(P + 1nIi) = P/Ii + 1 = Rt. It follows 
from the definition of the multiplication in the graded rings that 
GJ(R)^GJ(R). • 

We require also 

P R O P O S I T I O N 7.34. Let R be complete relative to an I-adic topology and 
let M be an R-module such that IMM = 0. Suppose that G 7 (M) is finitely 
generated as G^R^-module. Then M is finitely generated as R-module. 

Proof. We choose a set of generators { x l 3 . , . , x j for G 7 (M) as G7(R)-
module. We may assume that x{ = xt + r i + 1M and xteIeiM, £lei + 1M. We 
shall show that { x l 3 . . . , x„} generates M as R-module. We observe first that if 
u is a homogeneous element of G7(M) of degree ra, then we can write u = YJ^I 
where dt is a homogeneous element of G/(R) of degree m — et. Now let 
ui be any element of M. Suppose that o(u1) = mi^0. Then 
i i i - w i + f 1 + 1 M e M ( m i ) and ui ^ 0. Hence there exist aueri~ei such 
that Hi = YjtiuXi- Then u2 = u\ — ^a\(XieImiJrlM and so o(u2) = m2 > rai. 
We repeat the argument with u2 and obtain a2ielm2~^ such that 
u2~Ya2ixieIm2 + 1M. Continuing in this way we obtain a sequence of integers 
rax < ra2 < ra3 < • • •, a sequence of elements ul9 u2,... where ukeImkM, and for 
each i a sequence alt,a2i,... where akielmk~ei such that uk — Y.^ktxi:=uk + i-
Since R is complete, the infinite series Ykakt converge, say, Ykakt = ai- We 
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claim that ux = Y,aixt To see this we write 

" i ~Z a i x t = w i ~ Z (Zak}jxi 

= "l-zf z k̂iVi-zf z % V < 

Since 7 W M = 0, we have H x — Xa f x f = 0 a n d wx = IX-^r • 

If M is an ideal in R, then G 7 (M) is an ideal in G7(R). Hence we have the 
following consequence of the last result. 

COROLLARY. Let R be complete with respect to an I-adic topology and 
suppose that G7(R) is noetherian. Then R is noetherian. 

We can now prove our main result. 

T H E O R E M 7.31. If R is a commutative noetherian ring, I an ideal in R such 
that I0" = 0, and R is the completion of R relative to the I-adic topology, then R 
is noetherian. 

Proof. By Proposit ion 7.29, G7(R) is noetherian. Hence, by Proposition 7.33, 
G/(R) is noetherian. Then R is noetherian by the Corollary. • 

The noetherian property of rings of power series over noetherian rings 
(Theorem 7.12, p. 424) follows also from Theorem 7.31. Let R be noetherian 
and let I be the ideal in R [ x 1 ? . . . , x J of polynomials / ( x l 5 . . . , xr) such that 
f ( 0 , . . . , 0) = 0. Then I0) = 0 and so we can form the completion of 
R [ x 1 ? . . . , x j relative to the P-adic topology. This is the ring R [ [ x 1 ? . . . , x j ] . 
Since R [ x l 5 . . . , x j is noetherian by the Hilbert basis theorem, so is the ring 
R [ [ x 1 ? . . . , x J ] . 

E X E R C I S E S 

1 . Let R be a ring and / an ideal in R such that I03 = 0 . If ra < n, then we have the 
canonical homomorphism Qmn of R/P -» R/Im. These homomorphisms define an 
inverse limit lim R/In as on p. 73. Show that this inverse limit is isomorphic 
to R. 

2. Show that if R is noetherian, then R is a flat R-module. 
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8 

Field Theory 

In BAI we developed a substantial part of the theory of fields. In particular, 
we gave a rather thorough account of the Galois theory of equations and 
the relevant theory of finite dimensional extension fields. Some of the topics 
covered were splitting fields of a polynomial, separability, perfect fields, traces 
and norms, and finite fields. 

We now take up again the subject of fields and we begin with a construction 
and proof of uniqueness up to isomorphism of the algebraic closure of a field. 
After this we give an alternative derivation of the main results of finite Galois 
theory based on a general correspondence between the subfields of a field and 
certain rings of endomorphisms of its additive group. We also extend the 
finite theory to KrulFs Galois theory of infinite dimensional algebraic extension 
fields. An important supplement to the (finite) Galois theory is the study of 
crossed products, which is a classical tool for studying the Brauer group Bv(F) 
associated with afield. We consider this in sections 8.4, 8.5, and 8.8. In sections 
8.9 and 8.11 we study the structure of two important types of abelian extensions 
of a field: Kummer extensions and abelian p-extensions. These extensions can 
be described by certain abelian groups associated with the base field. In the 
case of the p-extensions, the groups are defined by rings of Witt vectors. These 
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rings are of considerable interest aside from their application to p-extensions. 
The definition and elementary theory of rings of Witt vectors are discussed in 
section 8.10. The concept of normal closures and the structure of normal 
extensions are considered in section 8.7. 

The first two thirds of the chapter is concerned with algebraic extension 
fields. After this we take up the structure of arbitrary extensions. We show that 
such extensions can be obtained in two stages, first, a purely transcendental 
one and then an algebraic one. Associated with this process are the concepts 
of transcendency base and transcendency degree. We consider also the more 
delicate analysis concerned with separating transcendency bases and a general 
notion of separability applicable to extensions that need not be algebraic. 
Derivations play an important role in these considerations. We show also that 
derivations can be used to develop a Cralois theory for purely inseparable 
extension fields of exponent one. 

In section 8.13 we extend the concept of transcendency degree of fields to 
domains. In section 8.18 we consider tensor products of fields that need not be 
algebraic and in section 8.19 we consider the concept of free composites of two 
field extensions of the same field. 

8.1 A L G E B R A I C C L O S U R E OF A FIELD 

We recall that a field F is called algebraically closed if every monic polynomial 
f(x) of positive degree with coefficients in F has a root in F. Since r is a root, 
that is , / ( r) = 0, if and only if x— r is a factor of/(x) in F [ x ] , this is equivalent 
to the condition that the only irreducible polynomials in F [ x ] are the linear 
ones and hence also to the condition that every polynomial of F [ x ] of positive 
degree is a product of linear factors. Still another condition equivalent to the 
foregoing is that F has no proper algebraic extension field. For, if E is an ex­
tension field of F and aeE is algebraic over F, then \_F(a):F~\ is the degree of 
the minimum polynomial / ( x ) of a over F , and / ( x ) is monic and irreducible. 
Then a e F if and only if deg / ( x ) = 1. Hence if E is algebraic over F and E ^ F , 
then there exist irreducible monic polynomials in F [ x ] of degree ^ 2 ; hence 
F is not algebraically closed. Conversely, if F is not algebraically closed, then 
there exists a monic irreducible f(x)eF[x~] with deg / (x ) ^ 2 . Then the field 
F [ x ] / ( / ( x ) ) is a proper algebraic extension of F. 

We recall that if E is an extension field of the field F, then the set of elements 
of E that are algebraic over F constitute a subfield A of E/F (that is, a subfield 
of E containing F). Evidently E = A if and only if E is algebraic over F. At the 
other extreme, if A = F, then F is said to be algebraically closed in E. In 
any case A is algebraically closed in E, since any element of E that is algebraic 
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over A is algebraic over F and so is contained in A. These results were proved 
in BAI, pp. 270-271, as special cases of theorems on integral dependence. 
We shall now give alternative proofs based on the dimensionality formula 

(1) [E:F] = [E:K-]lK:Ff] 

for E, an extension field of F, and K, an intermediate field. This was proved 
in BAI, p. 215, for finite dimensional extensions and the proof goes over with­
out change in the general case. In fact, as in the finite case, one sees directly 
that if (ua) is a base for E/K and (vp) is a base for K/F, then (uavp) is a base for 
E/F. The dimensionality formula gives the following 

P R O P O S I T I O N 8.1. [E: P ] < oo if and only if E = F(au ...,an) where ax is 
algebraic over F and every ai+1 is algebraic over F(au..., at-1). 

The proof is clear. 
This proposition gives immediately the results that were stated on algebraic 

elements: If a and b e E are algebraic over P, then, of course, b is algebraic 
over F(a) so F(a, b) is finite dimensional. Then the elements a±b, ab, and a - 1 

if a =fi 0 are algebraic. Hence the algebraic elements form a subfield A contain­
ing F. If c is algebraic over A, then evidently c is algebraic over a subfield 
F(ai,...,an), ateA. Then F(ai,...,an,c) is finite dimensional over F and c is 
algebraic over F, so ceA. 

We remark also that if the at are algebraic, then 

(2) F{au ...,an) = F[au ...,an~]. 

This is well known if n = 1 (BAI, p. 214) and it follows by induction for any n. 
We prove next 

P R O P O S I T I O N 8.2. If E is an algebraically closed extension field of F, then 
the subfield A/F of elements ofE that are algebraic over F is algebraically closed. 

Proof. L e t / ( x ) be a monic polynomial of positive degree with coefficients 
in A. T h e n / ( x ) has a root r in E and evidently r is algebraic over A. Hence 
re A. Hence A is algebraically closed. • 

This result shows that if a field F has an algebraically closed extension field, 
then it has one that is algebraic over F. We shall now call an extension field 
E/F an algebraic closure of F if (1) E is algebraic over F and (2) E is algebraically 
closed. We proceed to prove the existence and uniqueness up to isomorphism 
of an algebraic closure of any field F. 
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For countable F a straightforward argument is available to establish these 
results. We begin by enumerating the monic polynomials of positive degree as 
/ i ( 4 / 2 ( 4 / 3 ( 4 - - • • Evidently this can be done. We now define inductively a 
sequence of extension fields beginning with F 0 = F and letting Ft be a splitting 
field over Ft-i of f(x). The construction of such splitting fields was given in 
BAI, p. 225. It is clear that every Ft is countable, so we can realize all of these 
constructions in some large set S. Then we can take E = {JFt in the set. 
Alternatively we can define E to be a direct limit of the fields F(. It is easily 
seen that E is an algebraic closure of F. We showed in BAI, p. 227, that if K± 
and K2 are two splitting fields over F o f / ( x ) e F [ x ] , then there exists an 
isomorphism of KJF onto K2/F. This can be used to prove the isomorphism 
theorem for algebraic closures of a countable field by a simple inductive 
argument. 

The pattern of proof sketched above can be carried over to the general 
case by using transfinite induction. This is what was done by E. Steinitz, who 
first proved these results. 

There are several alternative proofs available that are based on Zorn's lemma. 
We shall give one that makes use of the following result, which is of independent 
interest. 

P R O P O S I T I O N 8.3. If A is an algebraic extension of an infinite field F, then 
the cardinality \A\ = \F\. 

Proof A is a disjoint union of finite sets, each of which is the set of roots in 
A of a monic irreducible polynomial of positive degree. Then \A\ is the same 
as the cardinality of this collection of finite sets and hence the same as that of 
the set of corresponding polynomials. If we use the result that the product of 
two infinite cardinals is the larger of the two, we see that the cardinality of the 
set of monic polynomials of a fixed degree is | F | and hence of all monic 
polynomials is |F | . Hence, \A\ = \F\. • 

If F is finite, the preceding argument shows that any algebraic extension of 
F is either finite or countable. We can now prove the existence of algebraic 
closures. 

T H E O R E M 8.1. Any field F has an algebraic closure. 

Proof. We first imbed F in a set S in which we have a lot of elbow room. 
Precisely, we assume that |S | > | F | if F is infinite and that S is uncountable if 
F is finite. We now define a set A whose elements are (F, + , • ) where E is a 
subset of S containing F and + , • are binary compositions in E such that 
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(E, + , •) is an algebraic extension field of F. We partially order A by declaring 
that (£, + ,*) > (E\ + ',•') if E is an extension field of E'. By Zorn's lemma 
there exists a maximal element (E, + ,-)• Then E is an algebraic extension of 
F. We claim that E is algebraically closed. Otherwise we have a proper algebraic 
extension E' = E(a) of E. Then \E'\ < \S\, so we can define an injective map of 
E' into S that is the identity on E and then we can transfer the addition and 
multiplication on E' to its image. This gives an element of A ^ (E, + , •), con­
trary to the maximality of (£, + ,•). This contradiction shows that E is an 
algebraic closure of F. • 

Next we take up the question of uniqueness of algebraic closures. It is useful 
to generalize the concept of a splitting field of a polynomial to apply to sets of 
polynomials. If T = {/} is a set of monic polynomials with coefficients in F, 
then an extension field E/F is called a splitting field over F of the set T if 1) 
e v e r y / e T is a product of linear factors in £ [ x ] and 2) E is generated over F 
by the roots of the / e T. It is clear that if E is a splitting field over F of T, then 
no proper subfield of E/F is a splitting field of T and if K is any intermediate 
field, then E is a splitting field over K of T. Since an algebraic closure E of F 
is algebraic, it is clear that E is a splitting field over F of the complete set of 
monic polynomials of positive degree in F[x~]. The isomorphism theorem for 
algebraic closures will therefore be a consequence of a general result on iso­
morphism of splitting fields that we will now prove. Our starting point is the 
following result, which was proved in BAI, p. 227: 

Let n: a ^> a be an isomorphism of a field F onto a field F, / ( X ) G F [ X ] be 
monic of positive degree , / (x) the corresponding polynomial in F [ x ] (under 
the isomorphism, which is rj on F and sends x ~>x), and let E and E be splitting 
fields over F and F of / (x) a n d / ( x ) respectively. Then n can be extended to an 
isomorphism of E onto E. 

We shall now extend this to sets of polynomials: 

T H E O R E M 8.2. Let n:a^dbe an isomorphism of a field F onto afield F, T 
a set of monic polynomials f(x)eF[x], T the corresponding set of polynomials 

/ ( X ) G F [ X ] , E and E splitting fields over F and FofT and T respectively. Then 
n can be extended to an isomorphism of E onto E. 

Proof. The proof is a straightforward application of Zorn's lemma. We con­
sider the set of extensions of rj to monomorphisms of subfields of E/F into 
E/F and use Zorn's lemma to obtain a maximal one. This must be defined on 
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the whole of F, since otherwise we could get a larger one by applying the result 
quoted to one of the polynomials f(x) e T. Now if C is a monomorphism of E 
into E such that C|F = rj, then it is clear that ((F) is a splitting field over F of F. 
Hence £(£) = E and £ is an isomorphism of E onto E. • 

As we have observed, this result applies in particular to algebraic closures. 
If we take F = F and rj = 1, we obtain 

T H E O R E M 8.3. Any two algebraic closures of afield F are isomorphic over F. 

From now on we shall appropriate the notation F for any determination of 
an algebraic closure of F. If A is any algebraic extension of F, its algebraic 
closure A is an algebraic extension of A, hence of F , and so A is an algebraic 
closure of F. Consequently, we have an isomorphism of A/F onto F /F . This 
maps A/F into a subfield of F /F . Thus we see that every algebraic extension 
A/F can be. realized as a subfield of the algebraic closure F /F . 

E X E R C I S E 

1. Let E be an algebraic extension of a field F. A an algebraic closure of F. Show 
that E/F is isomorphic to a subfield of A/F. (Hint: Consider the algebraic closure 
A of A and note that this is an algebraic closure of F.) 

8 . 2 T H E J A C O B S O N - B O U R B A K I C O R R E S P O N D E N C E 

Let E be a field, F a subfield, and let E n d F F be the ring of linear transforma­
tions of E regarded as a vector space over F. We have the map 

(3) F ~> EndFE, 

which is injective since we can recover F from E n d F F by taking E n d E n d F £ F , 
which is the set of multiplications x ^ ax, aeF (pp. 205-206), so applying 
this set to 1 gives F. 

We now seek a characterization of the rings of endomorphisms EndFE for 
a fixed E that does not refer explicitly to the subfields F. We observe first that 
for any beE we have the multiplication bE: x ~> bx, xeE, and this is contained 
in E n d F F no matter what F we are considering. This is one of the ingredients 
of the characterization we shall give. The second one will be based on a topo­
logy of maps we shall now define. 
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Let X and 7 be arbitrary sets. Then the set Yx of maps of X into Y can be 
endowed with the product set (of copies of Y) topology in which Y is given 
the discrete topology. A base for the open sets in this topology consists of the 
sets OfAx.} where f is a map X 7 , {xt\l ^i ^n} a finite subset of X, and 
0F}{X.} = {geYx\g(xi) = f{xi), 1 ^ i ^ n}. We shall call this topology the finite 
topology for Yx and for subsets regarded as subspaces with the induced topo­
logy. If X and Y are groups, the subset hom (X, 7) of homomorphisms of X 
into Y is a closed subset of Yx. For, iff is in the closure of hom(X, Y) and 
Xi,x2 are arbitrary elements of X, then the open set Ofi{XuXl}X]X2} contains a 
gehom(X, Y). Since g(x±x2) = g(x1)g(x2), it follows t h a t / ( x i x 2 ) = f(xx)f(x2) 

and since this holds for all X i , x 2 , we see t h a t / e h o m ( X , 7). In a similar 
fashion we see that if M and N are modules for a ring R (not necessarily com­
mutative), then homR(X, 7) is a closed subset of Yx. The density theorem for 
completely reducible modules (p. 197) has a simple formulation in terms of 
the finite topology: If M is a completely reducible R-module, then the set 
RM of multiplications aM: x ~>ax is dense in E n d E n d / ; M M , that is, the closure 
of RM is E n d E n d i ? M M . This formulation is clear from the definition of the 
topology. We shall now prove a result that includes a characterization of the 
rings E n d F F for E a field and F a subfield. 

T H E O R E M 8.4. Let E be a field, X the set of subfields of E, T the set of 
subrings L of the ring of endomorphisms of the additive group of E such that 
(1) L ZD EE, the set of multiplications aE in E by the elements a of E, and (2) L is 
closed in the finite topology. Then the map F ~ > E n d F F is a bijective order-
inverting map with order-inverting inverse of 2* onto T. 

Proof. We have seen that the indicated map is injective, and F x ZD F2 if and 
only if E n d F ] F cz E n d F 2 F . It remains to show that it is surjective. Let L be a 
ring of endomorphisms of the additive group of F , and regard E as L-module 
in the natural way. Since E is a field, E has no ideals ^ 0, F, and hence F is 
irreducible as F-module. Since L ZD EE, E is irreducible also as L-module. The 
inclusion L ZD EE implies that E n d L F cz E n d F F . Since F is a commutative 
ring, E n d F F = EE. Hence E n d L F is a subring of EE and so this has the form 
F F , the set of multiplications in F determined by the elements of a subring F of 
F. By Schur's lemma, FE is a division ring. Hence F is a subfield of E. By the 
density theorem, L is dense in E n d E n d L j B F = E n d F F . Since L is closed, L = 
E n d F F for the subfield F. This proves the surjectivity of F ~> E n d F F onto T. 
Thus our map is bijective. • 

We have previously noted the inverse map from r to I . The preceding 
proof gives this again in slightly different and somewhat more convenient 
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form, namely, for given LeT the corresponding subfield F is the set of aeE 
such that 

(4) aEl=laE 

for every leL. 
The ring of endomorphisms L = E n d F E contains EE and hence can be 

regarded as E-E-bimodule by defining al = aEl, la = laE, leL, aeE. Since la 
could also be interpreted as the image of a under /, we shall always write 1(a) 
when the latter is intended. For the present we shall be interested only in the 
left action of E on L, that is, L as (left) vector space over E. 

We consider first the dimensionality [ I : E] (as left vector space over E). 
Suppose that xu..., xn are elements of E that are linearly independent over F. 
Then there exist lteL = E n d F E such that 

(5) k(xj) = 5ij9 1 < ij < n. 

Hence if ateE, then ^ ^ ( x ^ ) = ah which implies that the lt are linearly 
independent elements of L over E. Evidently this implies that if [ E : P ] = co, 
then [L : E ] = oo. On the other hand, if [ E : P ] < oo and ( x i 5 . . . , x„) is a base, 
then the lt such that (5) holds are uniquely determined. Moreover, if leL and 
1(XJ) = a,-, then Z i a ^ j ( x j ) = Kxj)- Since the x7- form a base for E/F and I and 
Yjaih a r e linear transformations in E/F, this implies that l = Yj^ih- Thus 
(Ii,...Jn) is a base for L over E. We have proved the following important 
result. 

P R O P O S I T I O N 8.4. If F is a subfield of the field E and L = E n d F E , then 
[E: P ] < oo if and only if[L:E~\ < oo and in this case we have [E: P ] = [ L : P ] . 
Moreover, if (x±,... ,xn) is a base for E/F, then the linear transformations k 
such that lt(xj) = Sijt 1 < i < n,form a base for L over E. 

This result shows that in the correspondence between subfields of E and 
rings of endomorphisms of its additive group given in Theorem 8.4, the sub-
fields of finite codimension in E ( [P : P ] < oo) and the subrings L such that 
[ I : £ ] < oo are paired. We shall now show that in this case, condition (2) 
that L is closed is superfluous. This will follow from 

P R O P O S I T I O N 8.5. Any finite dimensional subspace V over E of the ring of 
endomorphisms of the additive group of E is closed in the finite topology. 

Proof. Let xeE and consider the map x*: / >̂ l(x) of V into E. This is E-
linear, so x* e F*, the conjugate space of V/E. Let W be the subspace of F * 
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spanned by the x*. Since x*(J) = l(x) = 0 for all x implies that I = 0, W = V*. 
Hence if [V:E] = n, then we can choose xt e E, 1 < i ^ n, such that (xf,. . . , x*) 
is a base for V*. Then there exists a base (lu..., /„) for V over £ such that the 
relations li(xj) = dtj, 1 ^ i ^ n, hold. Now let I be in the closure of V and let x 
be any element of E. Then there exist ateE such that YjiaMxj) = KXJ) f ° r 

1 ^ / ^ n and YjiaMx) = 'M- The first set of these equations and l^xj) = 5tj 

give at = l(xi), so the at are independent of x. Then the last equation shows 
that / = ]T e F . Hence F is closed. • 

Theorem 8.4 and Propositions 8.4 and 8.5 clearly imply the 

JACOBSON-BOURBAKI C O R R E S P O N D E N C E . Let F be a field, O the 
set of subfields F of E of finite codimension in E, A the set of subrings L of the 
ring of endomorphisms of the additive group of E such that (1) I. => EE, the set of 
multiplications in E by the elements of E, and (2) L as left vector space over E is 
finite dimensional Then the map F ~> E n d F E is bijective and order-inverting with 
order-inverting inverse of <P onto A. Under this correspondence = 
[ E n d F £ : E] and if L is given in A, the corresponding subfield F of E is the set 
of aeE such that aEl = laE (or al = la) for all leL. 

EXERCISES 

1. Let E = (Z/(p))(x) where p is a prime and x is an indeterminate. Let F — 
(l/(p) )(xpe) where e > 1. Let D f eEnd F £ be defined by Dtxm = (7)xm~\ 1 <z ^pe-l. 
Verify that if aeE, then 

DjaE = (Dj-ta)Dt 
i = 0 

andD;D; = CtJ)A+jif i +j^pe-l, DiDj = 0 if i~+j ^ pe. Prove that (1, Du..., Dpe-x) 
is a base for End F £ over E. 

2. Let [£ :P ] = n < co and let ( l 1 } l n ) be a base for EndfE, (x l 3 . . . ,x„) a base for 
E. Show that the matrix (li(xj))eMn(E) is invertible. 

3. Extend the results of this section to division rings. 

8.3 FINITE G A L O I S T H E O R Y 

If K and E are fields, we denote the additive group of homomorphisms of the 
additive group (K, + , 0 ) into (E, + , 0 ) by hom(R:,£) and if K and E have a 
common subfield F, then homF(K,E) denotes the subset of hom(K,E) con-
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sisting of the P-linear maps of K into E. The additive group hom(K,E) has an 
P-K-bimodule structure obtained by defining af for aeE, f e h o m ( K , P ) by 
(af)(x) = af(x), xeK, and fib for beK by (fb){x) = f(bx). The subset 
homF(K,E) is a submodule of the P-i£-bimodule hom(K,E). In the special 
case, which we considered in the last section, in which K = E, we have End E 
and E n d F P , and these are P-P-bimodules with the module compositions as 
left and right multiplications by the elements of EE. The result we proved on 
the dimensionality of E n d F P in the case in which [E: F~] < oo can be extended 
to prove 

P R O P O S I T I O N 8.6. Let E and K be extension fields of the field F and 
assume that [i<C: P ] = n < oo. Then the dimensionality of homF(K,E) as left 
vector space over E is \_K: P ] = n. 

Proof The proof is identical with that of the special case: If ( x i 5 . . . , x„) is a 
base for K/F, let lt be the linear map of K/F into E/F such that lt(xj) = 5tj, 
1 < n . Then as in the special case we see that (h,...,ln) is a base for 
homF(K, E) over E. • 

Let s be a ring homomorphism of K into E. The existence of such a homo­
morphism presupposes that the two fields have the same characteristic and 
then 5 is a monomorphism of K into P. Evidently s e h o m ( K , P ) . Moreover, 
if a,bGK, then s(ab) = s{a)s(b). In operator form this reads 

(6) 5a = s(a)s 

for all aeK.HK and E have a common subfield P, then a ring homomorphism 
of K/F into P / P is a ring homomorphism of K into P, which is the identity 
on P. Then sehomF(K,E). 

We recall the Dedekind independence theorem for characters: distinct 
characters of a group into a field are linearly independent over the field (BAI, 
p. 291). A consequence of this is that distinct ring homomorphisms of K into 
E are linearly independent over E. We use this and Proposition 8.6 to prove 

P R O P O S I T I O N 8.7. If K and E are extension fields of the field F and 
\_K:F~\ = n < oo, then there are at most n (ring) homomorphisms of K/F into 
E/F. 

Proof. If 5 i , . . . , 5 m are distinct homomorphisms of K/F into E/F, these are 
elements of h o m F ( K , P ) that are linearly independent over E. Since the left 
dimensionality of hom F (K , E) over E is n, it follows that m ^n. • 
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Suppose that G is a group of automorphisms of E. Pu t 

(7) EG={Yjaisi\aieE,sieG}. 

Then EG contains EE = El and formula (6) shows that EG is a subring of the 
ring of endomorphisms, End E, of the additive group of E, since it implies 
that (as)(bt) = as(b)st for the automorphisms 5, t, and the elements a,beE. 
If G is finite, say, G = {si = 1, s2,..., sn}, then the st form a base for EG over 
£. Hence the dimensionality [EG.E] = n = \ G\. Thus EG satisfies the condi­
tions for the rings of endomorphisms in the Jacobson-Bourbaki correspond­
ence. The corresponding subfield F is the set of aeE such that aEl = laE for 
all leEXJ. Since aEbE = bEaE, this set of conditions reduces to the finite set 
aEst = staE or ast = sta for all steG. By (6), these conditions are equivalent to 
Si(a) = a, 1 ^ i ^ n. Hence the field associated with EG in the correspondence 
is 

(8) P = InvG, 

the subfield of E of elements fixed under every st e G. We have 

(9) [_E:Fr]=[EG:E] = \G\ 

and 

(10) EG = EndpE. 

Now let Gal E/F be the Galois group of E/F, that is, the group of auto­
morphisms oi E fixing every element of F. Evidently Gal E/F ZD G. Let 
t e Gal E/F. Then t e E n d F E , so by (10), t = Yfi (kSi, at eE,ste G. By the Dedekind 
independence theorem t = st for some i. Thus 

(11) G a l £ / P = G. 

We shall require also the following result on subrings of EG containing EE. 

P R O P O S I T I O N 8.8. Let G be a finite group of automorphisms in the field E. 
Then the subrings of EG containing EE are the rings EH, H a subgroup ef G. 

Proof. Clearly any EH is a subring of EG containing EE = El. Conversely, 
let S be such a subring and let H = S n G. Clearly H is a submonoid of G. 
Since G is finite, H is a subgroup. It is evident that EH cz S. We claim that 
EH = S. Otherwise, we have an element ai&i 4- a2s2 4- • • • + «/5j4- • • • 4- e S 
such that no SjeH and every a, # 0. Evidently r > 1 and assuming r minimal, 
the procrf of Dedekind's theorem gives an element with #ie same properties 
and a smaller r. This contradiction proves that S = EH. • 
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We shall say that a subfield F of E is Galois in E, alternatively, E is Galois 
over F if there exists a group of automorphisms G of E such that Inv G = F. 
We can now state the main result on finite groups of automorphisms in a field. 

T H E O R E M 8.5. Let E be a field and let A be the set of finite groups of 
automorphisms of E, the set of subfields of E that are Galois in E and have 
finite codimension in E. Then we have the map G ^> Inv G of A into *F and the 
map F ~> Gal E/F of*¥ into A. These are inverses and are order-inverting. We 
have 

(12) ; | G | = [ F : I n v G ] . 

IfFe^P and K is a subfield of E containing F, then KE^. Moreover, Gal E/K 
is a subgroup of Gal E/F and Gal E/K is normal in Gal E/F- if and only if K is 
Galois over F, in which case 

(13) Gal K/F ^ (Gal E/F)/(Gal E/K). 

Proof. It is clear that the maps G ^ Inv G, F ~> Gal E/F are order-inverting. 
Now G ^ Inv G is surjective, by definition of x¥, and since Gal F/Inv G = G, 
it is bijective with inverse F ^» Gal E/F. Also we had (9), which is the same 
thing as (12). Now let F e *F and let K be a subfield of E containing F. Then 
F = Inv G for some finite group of automorphisms G of E. Since K zz> F, the 
corresponding ring E n d ^ F in the Jacobson-Bourbaki correspondence is a 
subring of E n d F F = EG containing EE. By Proposition 8 this has the form EH, 
for a subgroup H of G. Then X = Inv H e x¥. If s e G, then sHs " 1 is a subgroup 
of G and Inv sHs'1 is s(RT). Hence JP is normal in G if and only if s(K) = K 
for every seG. Then the restriction s = s\K is an automorphism of K. The 
set of these is a finite group of automorphisms G of K. It is clear that F = Inv G. 
Hence if PT is normal in G, then X is Galois over P. Moreover, in this case 
G — Gal K/F and 5 ~> s is an epimorphism of G onto G. Evidently the kernel 
is Gal E/K. Hence we have the isomorphism (13). It remains to show that if 
K. is Galois over F, then H is normal in G or, equivalently, s(K) = K for every 
SEG. If s(K) 7^ K, then s\K is a homomorphism of K/F into P /P , which is not 
an automorphism of K/F. On the other hand, the order of Gal K/F is [K: P ] . 
This gives [K: P ] + 1 distinct homomorphisms of i£/F into E/F, contrary to 
Proposition 8.6. This completes the proof. • 

It remains to determine the structure of finite dimensional Galois extension 
fields. For this we use an important addendum to the isomorphism theorem 
for splitting fields given in BAI, p. 227, namely, that if E is a splitting field over 
P of a polynomial with distinct roots, then | Gal E/F \ = [ F : F ] . It is easily 
seen that the hypothesis that f(x) has distinct roots can be replaced by the 
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following: / ( x ) is separable, that is, its irreducible factors have distinct roots. 
If F = Inv (Gal E/F), then F D F and [ F : F ] = |Gal E/F\ = [E\F~], which 
implies that F = F' is Galois in E. Conversely, let E be finite dimensional 
Galois over F. Let aeE and let {a1 = a,...,ar) be the orbit of a under G = 
Gal E/F. Then the minimum polynomial of a over F is g(x) = U(x — at), 
which is a product of distinct linear factors in E. Since F is finite dimensional 
over F , it is generated by a finite number of elements a,b,... . Then it is clear 
that F is a splitting field over F of the polynomial, which is the product of the 
minimum polynomials of a,b,... . This polynomial is separable. Hence we 
have 

T H E O R E M 8.6. F is finite dimensional Galois over F if and only if E is a 
splitting field over F of a separable polynomial f(x)eF[x]. (Compare Theorem 
4.7 on p. 238 of BAI.) 

Theorems 8.5 and 8.6 give the so-called fundamental theorem of Galois 
theory, the pairing between the subfields of E/F and the subgroups of G = 
Gal E/F (BAI, p. 239). 

EXERCISES 

1. Let E be Galois over F (not necessarily finite dimensional) and let K be a finite 
dimensional subfield of E/F. Show that any isomorphism of K/F into E/F can be 
extended to an automorphism of E. 

2. Let s be a ring homomorphism of K into E, so sehom(K,E). Show that Es is a 
submodule of hom(K,E) as E-X-bimodule. Show that distinct ring homomorphisms 
of K into E give rise in this way to non-isomorphic F-K-bimodules and that any 
F-X-bimodule that is one-dimensional over E is isomorphic to an Es. 

3. Use the theory of completely reducible modules to prove the following result: 
If s±,..., sr are distinct ring homomorphisms of K into E, then any £-i£-submodule 
of YJ'I Est has the form £ Esi, where {s{} is a subset of {sf}. 

4. Let F be the algebraic closure of F and let E and F' be finite dimensional subfields 
of F/F such that E is Galois over F. Let E' be the subfield of F/F generated by E 
and F'. Show that E' is Galois over F' and the map g' ~* g'\E is an isomorphism of 
G' = Gal E/F' onto the subgroup Gal£/(£ n F ) of G = Gal E/F (see Lemma 4, 
p. 254 of BAI). Show that E/F' ^ E ( g ) £ n r F . 

8.4 CROSSED P R O D U C T S A N D THE B R A U E R G R O U P 

We shall now make an excursion into non-commutative algebra and give an 
important application of Galois theory to the study of the Brauer group of 
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similarity classes of finite dimensional central simple algebras over a field F. 
We shall study a certain construction of central simple algebras called crossed 
products, which are defined by means of a Galois extension field E and a 
factor set of the Galois group into the multiplicative group F * of non-zero 
elements of E. Such crossed products in the case of cyclic field extensions are 
called cyclic algebras. These were introduced by Dickson in 1906 and were 
apparently inspired by an earlier construction of infinite dimensional division 
algebras that had been given by Hilbert in his Grundlagen der Geometrie (1899). 
The most general crossed products were studied by Dickson and his students 
in the 1920's. The form of the theory that we shall present here is essentially due 
to Emmy Noether. 

We begin with a finite dimensional Galois extension field E/F with Galois 
group G. We form a vector space A over E with a base {us\seG} in 1-1 
correspondence with the Galois group G. Thus the elements of A can be 
written in one and only one way in the form ] T s e G P s W s , pseE. We shall intro­
duce a multiplication in A that will render A an algebra over F. The defining 
relations for this multiplication are 

(14) usp = (sp)uS9 usut = kSitust 

where the ks>t are non-zero elements of E and us is lus. More precisely, we 
define the product in A by 

where the kStt are non-zero elements of E. In particular, we have the product 
usut = ksjust and hence for any s,t,veG we have (usut)uv = kSjtustuv = 

K,tKt,vUstv and us(utuv) = us(kt)VUtv) = (skt}V)kS)tvustv. Hence to insure associa­
tivity of the product defined by (15) we must have 

We observe that these conditions are exactly the conditions under which the 
map (s, t) ^ ks>t of G x G into the multiplicative group F * of non-zero elements 
of E constitutes a 2-cocycle (p. 361). Here the action of G on F * is the natural 
one where sp is the image of p under s e G. As in the case of group extensions, 
we call a 2-cocycle k:(s,t) ~*kS}t & factor set of G in E*. F rom now on we 
assume that the kSjt satisfy (16), so k is a factor set. Then it is straightforward 
to verify that (15) is an associative product. Moreover, distributivity with 
respect to addition holds. The factor set conditions (16) imply that 

(15) 

(16) ks,tkst,v — (skt,v)ks] s,t,ve G. 

(17) ki,s = fei.i a n d kS}i = sk1}1 
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and these imply that 

(18) 1 = k l i -

is the unit for A with respect to multiplication. Finally, we note that with 
respect to the vector space structure of A relative to the subfield F of E we 
have the algebra conditions 

for oceF, a, be A. These follow directly from (15). Hence A is an algebra over 
F. We call A the crossed product of E and G with respect to the factor set k 
and we write A = (F, G, fc) when we wish to display the ingredients in the 
definition. 

We now investigate the structure of crossed products and we prove first 

T H E O R E M 8.7. A = (F, G, fc) is central simple over F, and [A:F~] = n2 where 
n = [ F : F ] . E(= F l ) is a subfield of A such that the centralizer CA(E) = E. 

Proof We have the dimensionality relation \_A\F] = [A:F] [ F : F ] = n2. 
We note next that since usus-i = kStS-ikltll is a non-zero element of E and 
the same is true of us-ms, us is invertible in A. Now let B be an ideal in A and 
write a — a + B, aeA. Suppose that B # A, so A = A/B / 0. Then p ~>p is a 
monomorphism of E into A and the elements us are invertible in A. We have 
the relations usp =Jpus. The Dedekind independence argument on shortest 
relations (BAI, p. 291) shows that the us are left linearly independent over 
E= {p\peE}. Hence [A:E~] = n and [A:E] [ F : F ] - n2 = \_A:F~]. It follows 
that B = 0 and A is simple. Let peE and suppose that J ]p s u s commutes with 
p. Then £ ( p —sp)psus = 0, which implies that p = sp for every 5 such that 
ps T£ 0. It follows that if J]psus commutes with every peE, then p s = 0 for 
every s / 1. Then J]psus = p1u1eE. This shows that CA(E) = E. Next suppose 
that c is in the center of A. Then ceE = CA{E) and cus = usc, which gives 
sc = c for every seG. Then ceF. Hence the center is F , and A is central simple 
over F. • 

The fact that E is a subfield of A = (F, G, fc) such that C^(F) = F implies 
that F is a splitting field for A: AE = E ®FA ^ Mn(E) (Theorem 4.8, p. 221). 
We recall that the similarity classes {̂ 4} of the finite dimensional central simple 
algebras A having a given extension field E of F as a splitting field constitute 
a subgroup Br(F/F) of the Brauer group Br(F) of the field F (p. 228). The 
result we have proved implies that any factor set fc of the Galois group G into 
F * determines an element [(F, G, fc)] of Br(F/F). Now consider the element 

(19) a(ab) = (aa)b = a(ocb) 
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[fe] = feP2(G,P*) of if 2 (G,P*) = Z 2 (G,P*) /P 2 (G,P*) (p. 361). We claim that all 
of the factor sets in [fe] determine the same element in Br(P/F). If k' e [fe], then 
we have relations 

(20) k's>t = fj.s(sfit)^ %,t, s,teG, 

where pseE*. Let A = (P, G,kr) be the crossed product defined by k! and let 
(u's) be a base for A so that u'sp = [sp)u's and u'su't = k'Situ'st. Now consider again 
the crossed product A = (E, G, k) with base (us) over E as before. Pu t 
Then it is clear that the vs form a base for A over P. Moreover, we have vsp = 
psusp = ps(sp)us = (sp)vs and vsvt = psusPtUt = ps(spt)usut = ps{s^t)K,tUst = 

ps(spt)K,tl^s~t1vst = k'S)tvst. It is clear from these relations that the map YJPSVS ^ 
YJPSU'S is an isomorphism of A onto A'. Thus A ^ A' and hence A ~ A\ that 
is, [A] = [A'~\ in the Brauer group. 

We can now define a map 

( 21 ) [fe] - > [ ( £ , G,fc)] 

of H2(G, P*) into Br(P/P). We shall show that this is an isomorphism. We prove 
first that (21) is surjective by proving 

T H E O R E M 8.8. Let A be a finite dimensional central simple algebra over F 
having the finite dimensional Galois extension field E/F as splitting field. Then 
there exists a factor set k such that A ~ (E, G, k). 

Proof. By Wedderburn's theorem, A ^ Mr(A) where A is a central division 
algebra. E is a splitting field for A if and only if E is a splitting field for A and 
the condition for this is that there exists an r' such that E is a subfield of 
A = Mr'(A) such that CA{E) = E (Theorem 4.8, p. 221). By Theorem 4.11 
[A: P ] = [ P : P ] [CA\E): P ] = n2. Evidently A - A. We recall that by Theorem 
4.9 (p. 222), any automorphism of E can be extended to an inner automorphism 
of A. Accordingly, for any seG there exists a use A such that sp = Uspu'1, 
peE. Now let teG and consider the element U$ UfU^t . It is clear that this 
commutes with every peE. Hence UsUtU^1 = / c S j t eP* and usut = kSjtust. The 
associativity conditions (usut)uv = us(utuv) imply as before that k:(s,t) ~> kStt 

is a factor set and so we can form the crossed product (P, G, k). It is clear that 
A" = {^psus\pseE} is a subalgebra of A. We have a homomorphism of 
(P, G, fe) onto this subalgebra. Since (P, G, fe) is simple, this is an isomorphism. 
Thus A" ^ (P, G,fe) and hence [A'-.F] = n2 = [A:F']. Then A' = A. Thus 
A ~ A'^(E9G,k). • 
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We prove next the following basic multiplication formula for crossed 
products : 

T H E O R E M 8.9. (£, G, fe) ®F (£, G, I) ~ (£, G, kl). 

Proof. Put A = (£, G, fe), B = (£, G, /). In considering the tensor product 
A (x) £ we may assume that 4̂ and £ are subalgebras of an algebra AB in which 
every element of A commutes with every element of £ , and if x 1 ? xre A (£) 
are linearly independent over £ , then these elements are linearly independent 
over £ (A) in the sense that £ x t y i = 0 for yteB (A) only if every yt = 0. We 
need to distinguish between the two copies of £ contained in A and £ and 
we denote these by £ i and £ 2 respectively. We have an isomorphism p ~> p{ 

of £ onto £; and we write spt for (sp)f. We have a base (T/S) for ,4 over £ I and 
a base (US) for £ over £ 2 such that wspi = (spi)ws, wswf = kSttlust, vsp2 = (sp2)vs, 
VsVt — ls,t2Vst-

Since £ / £ is separable, it has a primitive element: £ = £(0). L e t / ( A ) be the 
minimum polynomial of 9 over £. We have f(A) = H^GC^ —s0) m a n d 
hence/(A) = fl(A-s0i)and/(A) = n^-s0 2 ) in £ I [ A ] and £ 2 [ A ] respectively. 
Consider the Lagrange interpolation polynomial 

in £ I [ X ] . Since l — J^seo fcW is of degree <n— 1 and this polynomial is 0 for 
the n distinct values sQ^ 1 — fsW = 0 and 

(x-sojnsdi) 
(22) 

= n (A-tfi)/n ĉ i-̂ i) 

(23) 

Also if s £, then 

(24) MX) MX) = o (mod /(A)). 

Now consider the commutative subalgebra £ i £ 2 of AB. Put 

(25) es = / s ( ^ 2 ) E £ I £ 2 . 

Then es ^ 0 since 1,92,...,62

 1 are linearly independent over £ I . By (23), we 
have ^ s g G es = 1, and by (24), ESER = 0 if s ^ £. Hence multiplication of ̂ ]e s = 1 



480 8. Field Theory 

by et gives e2 = et. Thus we have 

(26) es

2 = eS9 eset = 0 if s # t, £ e s = 1. 

The definition of es gives (f32 — s0i)e s = 0 since (62 — s9i) Y[t±s(92 — tOi) = 
f(02) = 0. It follows that for p 2 eE2 we have 

(27) p2es = (spi)es. 

Then F i F 2 = ®sE1E2es = ®sEtes and E±es ^ F. As we have seen (p. 204), 
this decomposition of F i F 2 as direct sum of simple algebras is unique. 

Now consider the inner automorphisms x ^ Utxu^1 and x ^ v t x v ^ x in AB. 
These stabilize EtE2 and hence permute the simple components of F X F 2 and 
hence the idempotents es. If we apply these automorphisms to the relations 
(27) and take into account that the first is the identity on B and the second 
is the identity on A, we see that 

piiutesUt'1) = (tsp^iutCsUt'1) 

tpiivtesVt'1) = (spJivtesVt'1). 

Comparison of these relations with (27) gives 

(28) utes = etsut 

vtes = est-wt. 

Now put 

(29) eSft = esusUtX. 

Then eS}S = es and using (28), we see that the n2 es,t constitute a set of matrix 
uni ts : 

(30) eStteS',r = 8t,S'eStt>, £ e s > s = 1 -

Hence, by Theorem 4.6, AB ^ M„{C) where C is the centralizer in AB of the 
eS)t. Equally well, C ^ elflABe1A and we proceed to calculate this algebra. To 
begin with, we know that [AB: F ] = n 4 and hence [ C : F ] = n2 and 
\ei,iABeiti : F ] = n2. Now ei^ABeiA contains Fi<?i,i = E\e\ and if we put 

(31) ws = usvse1}1 

we have, by (28), that ws = eltlusvS9 so wsee1AABe1A. Now 

w s ( p i e i , i ) = UsVsp^i = spiUsV^i = ( s p i ) e l f l w s 
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and 

wswt = usvsutvtet = UsUtVsVtex = fcs,tiMsr/Sft2ustei 

= ks,tlls,t2elWst = ks,rllS,tlelWst 

= (h,tls,t)iwst. 

It follows that e1)iABe1)1 contains a subalgebra isomorphic to (£, G, fe/). 
Comparison of dimensionalities shows that ei,i^4jBei,i = (E, G,fe/). Hence 
(E ,G, fc)® F (£ ,G, / )~(E,G,feO. • 

We now see that the map [fe] ~» [(E, G, fe)] is multiplicative from the group 
H2(G,E*) onto the group Br(£/E). It follows that [1] ~> [1] , which means that 
(E, G, 1) ~ 1. To complete the proof that [fe] ^ [(E, G,fe)] is an isomorphism, 
we require the "only if" half of the following 

T H E O R E M 8.10. (£, G, fe) ~ 1 if and only ifk ~ 1. 

Proof We have seen that fe — 1 implies that (E, G, fe) ~ 1. Conversely, suppose 
that (E, G, fe) ̂  1. Then we have an isomorphism a ^ a! of (E, G, 1) onto 
(E, G, fe). The image E' of E c (£, G, 1) is a subfield of (E, G, fe) and for every 
seG= Gal E/E we have an invertible element v'se(E,G,k) such that i ^ p ' = 
(sp)'i4 p e E , i ; ^ = i4- The isomorphism p' ~>p of E ' into E c (£, G,fe) can be 
extended to an automorphism n of (E, G, fe). This maps v's into us and we have 
vsp = (sp)vs, vsvt = vst. On the other hand, for every se G we have a ws such 
that usp = (sp)us and usut = kSttust. Then i ^ s " 1 commutes with every p e E 
and hence usv^1 = pseE and ws = pst; s . Then feSjf = ps(spt)p~t \ so fe — 1. • 

We re-state the main result we have proved as 

T H E O R E M 8.11. The map [fc] ~> [(E, G, fc)] is an isomorphism of H2{G,E*) 
onto Br(E/F). 

We have proved in Theorem 6.14 (p. 361) that if G is a finite group and A is a 
G-module, then [fe] | G | = {1} for every [fe] e Hn(G, A), n > 0. In particular, this 
holds for every [fe] e H 2 (G,E*) . It follows from Theorem 8.11 that (E, G,fe)| G | ~ 
1 for every crossed product. There is an important improvement we can 
make in this result. We write A = (E, G, fe) = Mr(A) where A is a division 
algebra. We have [ A : E ] = d2 and [A:F~\ = n2 = r2d2, so n = rd. The integer 
d is called the index of A. Since A is determined up to isomorphism by A, we 
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can also call d the index of A. We now have 

T H E O R E M 8.12. Ifd is the index of A = (F, G, k), then Ad ~ 1. 

We shall base the proof on matrices of semi-linear transformations. Let S 

be an s-semi-linear transformation in a finite dimensional vector space V 
over a field F : S is additive and S(ax) = (sot) (Sx), ae F, xeV. Let (xu ...,xn) 
be a base for V/E and write Sxt = £ i o^*;. Then the matrix <J = ( c ^ ) is called 
the matrix of S relative to ( x i , . . . ,x„) . 5 is determined by o and 5 ; for, if 
x = J ] ^ X i , then Sx = ^j^O^/ i*; - If T is a f-semi-linear transformation, 
then it is readily verified that ST is an s£-semi-linear transformation whose 
matrix is <J(ST) where ST = (sztj). 

We can now give the 

Proof of Theorem 8.12. Since A = Mr(A), A can be identified with E n d A ' V , 
the algebra of linear transformation in an r-dimensional vector space V over 
A' = A o p . Since A = (E, G, k) contains the subfield E, V can also be regarded 
as vector space over E and over F. We have \_V: F ] = [V: F ] [ F : F ] = [V: F ] n 
and [ F : F ] = [V: A'~] [A' :F']=rd2 = nd. Hence [V:E'] = d. Let (us) be a base 
for v4 = (E,G,k) over F such that usp = (sp)us and usut = ks>tust. The first of 
these relations shows that the element useEndA>V is an s-semi-linear trans­
formation of V/E. Let ( x i , . . . , x d ) be a base for V/E and let M(s) denote the 
matrix of us relative to ( x i , . . . , x d ) . Then the relation usut = kSitust gives the 
matrix relation 

(32) M(s)sM(t) = ks>tM(st). 

Taking determinants we obtain 

(33) kd

Sstpst = (spt)fis 

where JUS = det M(s). Since w s w s

- 1 is a non-zero element of F, M ( s ) s M ( s _ 1 ) 
is a non-zero scalar matrix. Hence M(s) is invertible and ^ s # 0. Then, by 
(33), we have fef>t = (spt)^^1 and so /cd ^ 1. Hence v4d ~ 1 by Theorem 
8.11. • 

There is one further question on Br(F,F) and H2(G,E*) that we need to 
consider. We suppose we have E ZD L ZD F where L is Galois over F and 
H = Gal E/L. Then i f o G and G = Gal L / F ^ G/# . More precisely, we have 
the canonical homomorphism s^s = s\L o f G onto G whose kernel is H. 
Hence G/H ^ G under sH ~> 5. Let ^4' be a finite dimensional central simple 
algebra over F split by L. Then is also split by E. By the isomorphism given 
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in Theorem 8.11 we can associate with A' an element fc' of FT2(G,F*) and an 
element keH2(G,E*). We shall obtain an explicit relation between [fc'] and 
[fc], namely, we shall show that if k' is (s, f) ~> kjjel* cz F* , then fc is 

(s, t) ~> k'FJ 

where s ~» s, t ~> f in the canonical homomorphism of G onto G. In view of 
the definition of the isomorphism of i f 2 (G,F*) and Br(F/F), this is an imme­
diate consequence of the following 

T H E O R E M 8.13 (H. Hasse). Let E be Galois over F with Galois group G, 
L a Galois subfield of E/F, H = Gal E/L, G = -Gal L/F. Let A' = (L, G,fc') 
be a crossed product of L and G with the factor set fc'. Then A' ~ A = (E,G,k) 
where fcSjt = k^rand s ~>s, t ^ f in the canonical homomorphism of G onto G. 

Proof (Artin, Nesbitt, and Thrall). We form A = A' <g) M m ( F ) where m = 
[ F : L ] . Evidently A ~ A'. Since L is a subalgebra of A', we have the subalgebra 
L®Mm(F)^Mm(L) of A 

We now consider E as vector space over L proceed to define certain semi-
linear transformations in E/L. First, we have the linear transformations 
pE\x^px for peE. Next, we have the automorphisms seG. Since s(£x) = 
(s£,)(sx) = (s£)(sx), £eL, xeE, s is an s-semi-linear transformation of E/L. 
Moreover, we have the relation spE = (sp)Es (cf. (6)). We now choose a base 
( x i , . . . . , x m ) for E/L and consider the matrices in M m (L) relative to this base of 
the various semi-linear transformations we have defined. Let u(p) denote the 
matrix of pE relative to ( x i , . . . , x m ) . Then p ^> p(p) is a monomorphism of F, 
so the set of matrices u(E) is a subfield of the algebra Mm(L)/L isomorphic to 
E/L. Let T s denote the matrix of the s-semi-linear transformation s relative to 
( x i , . . . , x m ) . Then we have the matrix relation 

(34) Tst = Ts(STt) 

and the relation spE = (sp)Es gives the matrix relation 

(35) Tssp(p) = p{sp)Ts. 

Now let Vs, s e G , be a base for A' over L such that vj£, = {s^)vj, £e.L, and 
VSVT = kj3tVSt. Put us = TsVgeA (since TSeMm(L) cz A and A' cz A). Then usp(p) = 
TsVsp(p) = Tssp(p)Vs = p(sp)TsVs (by (35)). Thus 

(36) usp(p) = p(sp)us. 

Also usut = TsVsTtvr= zs(sTt)vsVT= Ts tfcj j f(by (34)) = K}tTstVsr= p{k's>t)ust. Hence 
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(37) usut = {i(kjj)ust. 

The relations (36) and (37) imply that we have a homomorphism into A of 
(F, G,fe) where fest = k!ltr. Since (F, G,fe) is simple, this is a monomorphism and 
since l(E9-G,k):F] = [E:F]2 and [A:F] = [ L : F ] 2 m 2 = [ L : F ] 2 [ £ : L ] 2 = 
[ F : F ] 2 , we have ,4 ̂  (F, G, fe). • 

EXERCISES 

1. Show that if L is a subfield of the Galois field E/F, then (F, G,fc)L = (E,H,k') (over 
L) where H = Gal F/L and k' is obtained by restriction of k to if x H. 

2. Let F be the algebraic closure of F and let E and F' be finite dimensional subfields 
of F/F such that E/F is Galois. Let E be the subfield of F/F generated by F and 
F'. Let G = Gal E/F, G' = Gal E'/F', so we have a canonical isomorphism g ~*g' = 
g\E of G' with a subgroup of G (exercise 4, p. 475). Show that (F, G,/c)r ~ (£', G',fe') 
where k' is obtained by restricting k to G' (identified with the subgroup of G). 
(Hint: Consider the case in which F' n F = F. Combine this with exercise 1 to 
obtain the general case.) 

8.5 CYCLIC A L G E B R A S 

The simplest type of crossed product A = (E, G, fe) is that in which £ is a cyclic 
extension field of F, that is, £ is Galois over £ with cyclic Galois group G. 
Let 5 be a generator of G and let u = us. Then (us)~xul centralizes £ ; hence, 
ul — piUsi where faeE*. We can replace usi by u\ 0 < n = [G: 1]. This 
replacement replaces the factor set fe by 'fe' where 

The crossed product A is generated by £ and u and every element of A can be 
written in one and only one way as 

(39) ./>©+PlW+-'" +Pn-lUf ,n-l fiEE. - 5 

The multiplication in A is determined by the relations 

( 40 ) up — (sp)u, 

Since M" commutes with u and with every element of £*, M" is in the center F 
of yl. Hence y E F*. We shall now denote v4 = (F, G, fe) by (F, 5, y) and call this 
the cyclic algebra defined by F /F , the generator s of G and y e F*. 
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We shall now specialize the results on Br(F/F) for E/F Galois to the case 
in which E/F is cyclic. In this case we need to consider only factor sets of 
the form (38). We call such a factor set a normalized factor set defined by y. It 
is readily seen that the normalized factor set defined by y and the normalized 
factor set defined by 8 (eF*) are cohomologous if and only if 8 = yNEjF(p\ 
peE*. Accordingly, we are led to consider the group F*/N(E*) where F* is 
the multiplicative group of non-zero elements of F and N(E*) is the subgroup 
of elements of the form NE/F(p), peE*. Then it is clear that we have an iso­
morphism of F*/N(E*) onto H2(G, E*) sending an element yN(E*) of the first 
group into the class in H2(G,E*) of the normalized factor set defined by y. 
If we take into account the isomorphism given in Theorem 8.11, we obtain 
the following result in the cyclic case: 

T H E O R E M 8.14. The map yN(E*) ~> [(£, s, y)] is an isomorphism ofF*/N(E*) 
onto Br(E/F). 

It is readily seen also that Theorem 8.13 implies the following result for 
E/F cyclic. 

T H E O R E M 8.15. Let E be a cyclic extension field of F and let L be a subfield 
of E/F. Let s = s\L where s is a generator of the Galois group of E/F. Then 
(L, s, y) ~ (E, s, ym) where m= [ F : L ] . 

We leave the proof to the reader. 

E X E R C I S E S 

1. Show that (E,s,y) ~ 1 if and only if y is a norm in F, that is, there exists a c e £ 
such that y = NE/F(c). 

2. Show that (E, s, y) <g)F (E, s, 3) ~ (F, s, yd). 

3. (Wedderburn.) Prove that (E, s, y) is a division algebra if n = [E: F] is the smallest 
positive integer m such that ym — NE/F(c) for some ceE. 

4. Let E0 be a cyclic extension of P 0 of dimension n. For example, we can take F 0 

to be finite with q elements and F 0 F 0 such that [ F 0 : F 0 ] = n. Let s 0 be a 
generator of the Galois group of E0/FQ. Let E = E0(t) be the field of rational 
expressions over F 0 in an indeterminate t and let 5 be the automorphism in E 
extending s0 and fixing t. Show that if F = F0(t), then E/F is cyclic with Galois 
group <s>. Show that (E, s, t) is a division algebra. 

5. Specialize exercise 2, p. 484, to show that if the notations are as in this exercise 
and E/F is cyclic and G = <s>, then (F, s, y)F> ~ (E, sm, y) where G = <sm>. 
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8.6 INFINITE G A L O I S T H E O R Y 

In this section we shall give an extension of the subfield-subgroup cor­
respondence of the finite Galois theory to certain infinite algebraic extensions 
of a field. 

We observe first that if E is algebraic over F, then any homomorphism 5 of 
E into itself that fixes the elements of F is an automorphism of E/F. Since any 
homomorphism of a field into a non-zero ring is injective, it suffices to show 
that s is surjective. To see this let aeE and l e t / (x ) be the minimum polynomial 
of a. Let R= {a= au...,ai} be the set of r o o t s ' o f / ( x ) in E. Then R is 
stabilized by s and since s\R is injective, s\R is surjective. Hence a — saj for 
some j . We use this result to prove 

P R O P O S I T I O N 8.9. IfE is algebraic over F, then G = Gal E/F is a closed 
set in the finite topology of EE. 

Proof. Let seG, the closure of G in EE. It is clear from the definition of the 
topology that s is a homomorphism of P into itself, fixing the elements of P. 
Then s is an automorphism and so seG. • 

It is apparent from this result that we must restrict our attention to closed 
subgroups of automorphisms if we wish to obtain a 1-1 correspondence be­
tween groups of automorphisms and intermediate fields of an algebraic ex­
tension. That this is a real restriction can be seen in the following example. 

E X A M P L E 

Let Fp = Z/(p), the field of p elements, and let Fp be the algebraic closure of Fp. Since 
Fp is algebraic over Fp, the map n\a^ap in Fp is an automorphism. We shall show 
that <7i> is not closed in Gal Fp/Fp. We need to recall some facts from the theory of 
finite fields (BAI, pp. 287-290). First, every finite field of characteristic p has cardinality 
pn and for any pn there exists a field Pp™ with \F^ \ = pn. This field is a splitting field over 
Fp of xp" — x and is unique up to isomorphism. Moreover, every element of FP" is a root 
of this polynomial. The subfields of Fp* are the Fp„ with m\n. Since Fp is the algebraic 
closure of Fp, it contains every Fp„. Since Fp„ u F r cz p ,̂,,,,, it is clear that any finite 
subset of Fp is contained in one of the subfields Fp». It is clear also that any automorphism 
of Fp/Fp stabilizes every finite subfield Fp». The Galois group of Fp»/Fp_consists of the 
powers of the map a ~> ap. It follows that if s is any automorphism of Fp/Fp, then the 
restriction of s to any Fpn coincides with the restriction of a suitable power of n to Fp>. 
This implies that the closure <7i> contains every automorphism of Fp/Fp. Since the 
latter is closed, we have (n) = Ga\Fp/Fp. We shall now show that <TT> ^ <TT> by 
producing an automorphism oiFp/Fp that is not a power of n. For this purpose we choose 
any infinite proper subfield K of Fp: For example, we can take a prime q and let K be 
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the union of the subfields Fp», for m = qr, r = 1,2,.... Since this set of subfields is (totally) 
ordered, their union is a subfield and it is clear that it is an infinite subfield of Fp. 
Moreover, it is a proper subfield, since it contains no Fp* where n is not a power of q. 
Now let K be any proper infinite subfield of Fp and let aeFp, $K. Let f(x) be the 
minimum polynomial of a over K. Then deg/(x) > 0 and f(x) has a root b # a in Fp. 
Since Fp is a sphtting field over K(a) and over K(b) of the set of polynomials 
{xp" — x/n= 1,2,...}, it follows from Theorem 8.2 that there exists an automorphism s 
of Fp/K sending a ~*b. Thus s ^ 1 and the subfield of s-fixed elements contains K and so 
is infinite. On the other hand, if k ^ 1, the set of fixed points under nk is the finite set of 
solutions of xp" = x. It follows that s ^ nk for any k, so <7i>. 

The infinite Galois theory of automorphisms of fields is concerned with 
splitting fields of separable polynomials. Let F be a field, T a set of separable 
monic polynomials with coefficients in E, and let £ be a splitting field over F 
of T. We have 

P R O P O S I T I O N 8.10. Any finite subset of E is contained in a subfield L/F 
that is finite dimensional Galois over F. 

Proof Let T' be the set of products of the polynomials in T. If f eT', the 
subfield Lf over F generated by the roots off in E is a splitting field over F 
of f By Theorem 8.6 this is finite dimensional Galois over F. Evidently 
Lfg ZD Lf uLg . Hence E' = ( J / e r Lf is a subfield of E and since every feT 
is a product of linear factors in £ ' [ x ] , we have E' = E. Thus £ is a union of 
finite dimensional Galois fields over £ . Evidently this implies our result. • 

We prove next 

P R O P O S I T I O N 8.11. Let K be a subfield of E/F that is Galois over £. Then 
any automorphism of E/F stabilizes K. Moreover, the map s ~> s\K of Gal £ / £ 
into Gal K/F is surjective. 

Proof. Let aeK and l e t / ( x ) be the minimum polynomial of a over £. If 
s e G a l K/F, t h e n / ( 5 ( A ) ) = 0, so s(a) is one of the finite set of roots o f / (x ) in 
£ . Hence the orbit of a under Gal K/F is a finite set {a — 0\, ..., ar } . It follows 
that f(x) = Y\ri (x~ a i ) a n d if t e G a l £ / £ , then t(a) is one of the at. Hence 
t(a)eK. This proves the first assertion. To prove the second, we observe that 
£ is a splitting field over K of T. Hence by Theorem 8.2, any automorphism 
of K/F can be extended to an automorphism of £ / £ . This proves the second 
assertion. • 

We can now prove the main theorem of infinite Galois theory. 
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T H E O R E M 8.16 (Krull). Let E be a splitting field over F of a set T of monic 
separable polynomials and let G = Gal E/F. Let A be the set of closed subgroups 
of G, Z the set of subfields of E/F. Then we have the map H ~> Inv FL of A into 
Z and K ^ Gal E/K o / Z into A. These are inverses and are order-inverting. A 
subgroup He A is normal in G if and only if K = Inv H is Galois over F and if 
this is the case, then Gal K/F ^ (Gal F/F)/(Gal E/K). 

Proof It is clear that if He A, then I n v f f e Z and if K e Z , then Gal E/K 
is closed and hence is in A. It is clear also that the indicated maps are order-
inverting. Now let aeE, $F, and let L be a subfield containing a that is finite 
dimensional Galois over F. Then we have an automorphism of L/F that 
moves a. Hence, by Proposition 8.11, we have an automorphism of E/F that 
moves a. This shows that Inv G = F. Since we can replace P by any subfield 
K of E/F and G by Gal E/K, we see that Inv(Gal E/K) = K. Now let PT be a 
closed subgroup and let K = Inv H. Let L/K be a finite dimensional Galois 
subfield of E/K. By Proposition 8.11 (with K replacing P and L replacing K), 
Gal E/K and H cz Gal E/K stabilize L and the set of restrictions of the s e 
Gal E/K to L constitute Gal L/K. The set H of restrictions of the heH to L 
constitute a subgroup of Gal L/K. Hence, if this subgroup is proper, by the 
finite Galois theory there exists a £ e L , K such that h(£) = heH. This 
contradicts the definition of K = Inv H. Hence H = Gal L/K. Thus for any 
seGalE/K there exists an heH such that s\L = t\L. By Proposition 8.10, 
this implies that s is in the closure of H. Hence seH. Thus Gal P/Inv H = H. 
This proves that the two maps are inverses. Now if K = Inv H and seG, then 
s(K) = Invs (Pr ) s - 1 . This implies that H <i G if and only if s(K) = K for every 
seG. In this case K is Galois over P, since the set of automorphisms s\K is a 
group of automorphisms in K whose set of fixed elements is P. As in the 
finite Galois theory, it follows that Gal K/F ^ (Gal F/F)/(Gal E/K). Finally 
if K is any subfield of F / F that is Galois over F, then any automorphism of 
F / F stabilizes K, so s(K) = K for s e G. Then H = Gal E/K is normal in G. • 

In the applications of infinite Galois theory it is useful to view the topology 
of the Galois group in a slightly different fashion, namely, as inverse limit of 
finite groups. If L/F is a finite dimensional Galois subfield of F /F , then H = 
Gal E/L is a normal subgroup of finite index in G = Gal F / F since G/H ^ 
Gal L/F, which is a finite group. Conversely, any normal subgroup of finite 
index is obtained in this way. Proposition 8.10 shows that F is the union of 
the subfields L such that L/F is finite dimensional Galois over P. It follows 
that f]H = 1 for the set H of normal subgroups of finite index in G. It is 
easily seen that G is the inverse limit of the finite groups G/H and that the 
topology in G is that of the inverse limit of finite sets. It is easily seen also 
from this or by using the Tychonov theorem that G is a compact set. 
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EXERCISES 

1. Prove the last two statements made above. 

2. Let F be Galois in E and assume that Gal E/F is compact. Show that E/F is 
algebraic and E is a splitting field over F of a set of separable polynomials. (Hence 
Krull's theorem is applicable to E/F.) 

3. Show that Gal Fp/Fp has no elements of finite order ^ 1. 

4. Let E = F(tu t2,.. .)> the field of fractions of F[tl912,...], the polynomial ring in an 
infinite number of indeterminates. Show that Gal E/F is not closed in the finite 
topology. 

5. Show that Gal Fp/Fp ^ Gal Fq/Fq for any two primes p and q. 

6. A Steinitz number is a formal product N = OJP**' o y e r a n < °f t n e P r i m e s PiG Z 
where kt = 0,1,2,... or oo. If M = J~Jp f <, we write M\N if /* < fcf for all i. Note 
that the set of Steinitz numbers is a complete lattice relative to the partial order 
M < N if M\N. Call the sup in the lattice the least common multiple (l.c.m.) of the 
Steinitz numbers. If £ is a subfield of Fp, define deg E to be the Steinitz number 
that is the l.c.m. of the degrees of the minimum polynomials over Fp of the elements 
of E. Show that this gives a 1-1 correspondence between subfields of Fp and 
Steinitz numbers. 

7. Show that Gal Fp/Fp is uncountable. 

8.7 S E P A R A B I L I T Y A N D N O R M A L I T Y 

We shall now investigate the structure of algebraic extension fields of a given 
field F. Most of what we shall do becomes trivial in the characteristic 0 case 
but is important for fields of prime characteristic. We operate in an algebraic 
closure F of F and consider its subfields. This amounts to looking at all 
algebraic extensions E of F, since any such extension is isomorphic to a sub-
field of F/F. It will be clear that everything we do is independent of the 
imbedding of £ in £ and we shall not call attention to this fact in our discus­
sion. We remark also that £ is an algebraic closure for any of its subfields £ / £ . 

Let r be a set of monic polynomials with coefficients in £ and let £ be the 
subfield of £ / £ generated by the roots in £ of every / ( x ) e T. Clearly £ is a 
splitting field over £ of the set T. It is clear also that any homomorphism of 
£ / £ into £ / £ stabilizes the set of roots of every / ( x ) and hence stabilizes £. 
Consequently it is an automorphism of £ / £ . We shall now call an algebraic 
extension field £ / £ normal if any irreducible polynomial in £ [ x ] having a root 
in £ is a product of linear factors in £ [ x ] . It is evident from this definition 
that a normal extension is a splitting field, namely, the splitting field over £ 
of the set of minimum polynomials of its elements. The following result there­
fore gives an abstract characterization of splitting fields as normal extensions. 
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T H E O R E M 8.17. IfE is a splitting field over F of a set T of monic polynomials 
with coefficients in F, then E is normal over F. 

Proof L e t / ( x ) e £ [ x ] be irreducible and have a root r in E. We have f(x) = 
Y\i (x — rt) in E [ x ] where rx = r, and we have to show that every rteE. 
Consider E(rt). This field contains E(r*) and is a splitting field over E(rO of 
the set T. Since r x and rt for any i are roots of the same irreducible polynomial 
in E [ x ] , we have an isomorphism of F(r)/F onto F(ri)/F sending r ~> rt. Since 
E(r) and E(rt) are splitting fields over F(r) and E(r>) of the set T, Theorem 8.2 
shows that we have an isomorphism of E(r) onto E(rO extending the iso­
morphism of F(r) onto F(rt). Since £ is a splitting field over F of T, this 
isomorphism stabilizes E. Since r e £ , we have £(r) = £. Hence £(r0 = £ and 
rteE for every z. • 

If £ is an arbitrary subfield of £ / £ , we can form the splitting field N in F 
of the set of minimum polynomials of the elements of £. Evidently N ZD E and 
N is normal over £. It is clear also that N is the smallest normal subfield of 
£ containing £. We call N the normal closure of £ . 

We recall that an algebraic element is called separable if its minimum poly­
nomial over £ is separable, and an algebraic extension £ / £ is separable if 
every element of £ is separable (BAI, p. 238). We remark that if aeE is separ­
able over £, then it is separable over any intermediate field K since its minimum 
polynomial over K is a factor of its minimum polynomial over £. If £ is 
Galois over £, then it is separable and normal over £. For, if aeE, the orbit 
under Gal F / F is finite, and if this is {a± = a,a2,...9ar} then the minimum 
polynomial of a over F is Y\i (x — ai). Since this is a product of distinct linear 
factors in F [ x ] , a is separable. Hence F is separable and normal over F. 

Now let SF be the subset of elements of F that are separable over F. It is 
clear that SF is contained in the splitting field over F of all the separable 
monic polynomials in F [ x ] . By Theorem 8.16, the latter field is Galois over 
F and hence it is separable and normal over F. Then SF contains this field 
and hence SF coincides with the splitting field over F of all separable monic 
polynomials in F [ x ] . We shall call SF the separable algebraic closure of F. 

Now let a e F be separable over SF and let / ( x ) be its minimum polynomial 
over SF. T h e n / ( x ) has distinct roots in F and so (f(x),f'(x)) = 1 iff'(x) is 
the derivative of f(x) (BAI, p. 230). Now apply G = Gal SF/F to f(x) in the 
obvious way. This gives a finite number of distinct irreducible polynomials 
Mx), 1 < i < r, ft(x) = f(x) in SF[x]. We have (f(x), / / ( * ) ) = 1 and (f(x), 
fj(x)) = 1 if i ^j. Then g(x) = f ] i / i ( x ) e £ [ x ] and (g(x),gfx)) = 1, sojf(x) is 
separable. Since g(a) = 0, we see that a is separable over F and so aeSF. 

We can use these results to prove 
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T H E O R E M 8.18. If E is an algebraic extension of F, then the subset of elements 
of E that are separable over F form a subfield SE of E/F. Any element of E 
that is separable over SE is contained in SE. 

Proof. The first statement is clear since SE = SF n E. The second is imme­
diate also since if a e E is separable over SE, then it is separable over SF ZD SE. 
Hence aeSFnE = SE. • 

An algebraic extension E/F is purely inseparable over F if SE = F and an 
element a e E is purely inseparable over F if SF(a) = F. The second part of the 
last theorem shows that E is purely inseparable over SE. If the characteristic 
is 0, then E/F is purely inseparable if and only if E = F and a is purely in­
separable if and only if aeF. The interesting case for these considerations is 
that in which the characteristic is p ^ 0. For the remainder of the section we 
shall assume that we are in this situation. We proceed to derive some useful 
criteria for an element of a to be separable or to be purely inseparable. We 
prove first 

P R O P O S I T I O N 8.12. If aeE, then a is separable if and only ifF(a) = F(ap) = 
F(ap2) = --. 

Proof. If a is not separable, then its minimum polynomial is of the form 
f(x) = g(xp) (BAI, p. 231). Then g(x) is irreducible, so this is the minimum 
polynomial of aP. Since [F{a): F ] = deg f(x) and \F(ap): F ] = deg g(x), we 
have \F{a): F(apf\ — p and F(a) / F(ap). Next assume that a is separable. Then 
the minimum polynomial / (x) of a over F has distinct roots and hence so has 
the minimum polynomial h(x) of a over F(ap). Now a is a root of xp—ape 
F(ap)[x] and xp—ap = (x — a)p. Then h(x)\xp—ap and since h(x) has distinct 
roots, it follows that h(x) = x — a. Then aeF(ap). Taking pth powers we see 
that ap e F(ap2), so a e F(ap2). Iteration gives the required relations F(a) = F(ap) = 
F(a

p2)=---. • 

We prove next the following criterion for purely inseparable elements. 

P R O P O S I T I O N 8.13. If a is purely inseparable over F, then its minimum 
polynomial over F has the form xpe — b. On the other hand, if a is a root of a 
polynomial of the form xpe — beF[x\,then a is purely inseparable over F. 

Proof. L e t / ( x ) be the minimum polynomial of a and let e ^ 0 be the largest 
integer such t h a t / ( x ) is a polynomial in xpe. W r i t e / ( x ) = g(xpe), g(x)eF[x~]. 
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Then g(x) is irreducible in F[x] and g(x) is not a polynomial in xp. Then g(x) 
is the minimum polynomial of b = ape and b is separable over F. Moreover, 
xpe - bis the minimum polynomial of a over F(b). Hence if a is purely insepar­
able over F, then b = apeeF, F(b) = F, and xpe -bis the minimum polynomial 
of a over F. Next assume that a is a root of xpe — b, beF. Then the formula 
for the peth power of a sum implies that any ceF(a) is a root of a polynomial 
of the form xpe — d = (x — c)pe with deF. Then the minimum polynomial of c 
over F has multiple roots unless it is linear. Hence if ceF(a) is separable, then 
ceF. Thus a is purely inseparable. • 

We shall now look more closely at the structure of a normal algebraic 
extension in the characteristic p case. Let E/F be normal and let aeE. Write 
the minimum polynomial f{x) of a over F as g(xpe) where g'(x) ^ 0. Since 
g(x) is irreducible in F [ x ] and has the root apeeE, g(x) = Y[i(x ~ h), bi = a?\ 
in E [ x ] . The fei are distinct since g'(x) 0. Now / ( x ) = #(x p e ) = Y\(xP ~ 
is irreducible in F [ x ] and has the root a in £ . Hence f(x) = Y[iP(x ~ uj\ 
ai = a, in E[_x~\. It now follows that every xpe — bt has a root in E and we may 
assume that this is Then xpe — bt = (x — aOp c and / (x ) = f | i ( x — a j p e = ft(x)pe 

where h(x) = Y\ri(x ~ ^ ) e E [ x ] . The relation / ( x ) = /i(x)p e shows that the 
coefficients of h(x) satisfy equations of the form xpe = ceF. Hence these are 
purely inseparable elements of E. Now it is clear that the subset of purely 
inseparable elements is a subfield F/F and the coefficients of h(x) are con­
tained in P. Moreover, a is a root of h(x) and h(x) = Y\i(x~ad with distinct 
at. Hence a is separable over P. Since a was arbitrary in E, we have proved 

P R O P O S I T I O N 8.14. If E is normal over F, then E is a separable extension 
of its subfield P of purely inseparable elements. 

This result is striking in that it shows that whereas any algebraic extension is 
built up by first making a separable extension and following this with a purely 
inseparable one, the order can be reversed for normal extensions. We now 
determine the structure of arbitrary extension fields that can be constructed 
in the second manner. 

T H E O R E M 8.19. (1) If E is an algebraic extension field of F such that E is 
separable over its subfield P of purely inseparable elements, then E = P®FS 
where S is the maximal separable subfield of E. Conversely, if P is a purely 
inseparable extension of F mid S is a separable algebraic extension of F, then 
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P ®FS is an algebraic extension field of F whose subfield of separable elements 
is S and subfield of purely inseparable elements is P. 

(2) If E is normal algebraic over F, then E ^ P ®FS as in part (1), with S Galois 
over F. Conversely, if P is purely inseparable over F and S is algebraic and 
Galois over F, then P ®FS is a normal algebraic extension field of F. 

Proof (1) Assume first that [ P : F ] < oo. If a is any element of E and / ( x ) is its 
minimum polynomial, we have seen t h a t / ( x ) = g(xpe) where g(x) is separable. 
Then apeeS. It follows that for any finite subset {a1,...,ar} in E there exists 
an e such that af e S for all i. Since the elements having this property form a 
subfield and since E is finitely generated, there exists an e such that ape e S 
for every aeE. Now let ( x 1 ? . . . , x „ ) be a base for E/P and write xtXj = 

B U i cijkxk where the cijkeP. Then ytys = ^dijkyk for yt = xt

p\ dijk = cfjk. The 
yt e S and the dijkeS n P = F. The multiplication table for the yt shows that 
Yf[ Fyt is an F-subalgebra of E and YA Fyt is a P-subalgebra of E. Now let 
aeE and write a — Yfi &iXi, ctieP. Then ape = £ a f V i - Since a is separable over 
P, aeP(ape) = P [ a p e ] . This and the formula for ape imply that aeJ^Pyi, so the 
yt generate E as vector space over P. Since the number of yt is n = [E:P']9 

these form a base for E/P. The foregoing argument shows also that if aeS, 
then aeJ^Fyt. It follows that (y1,...,yn) is a base for S/F. The existence of a 
set of elements that is simultaneously a base for E/P and for S/F implies that 
E ^ P ®FS. This proves the first assertion when [ P : P ] < co. Now let [ P : P ] 
be arbitrary. Let L be a finite dimensional subfield of E/F. Then S n L is the 
subfield of separable elements of L and P n P is the subfield of purely insepar­
able elements of L. We show next that L can be imbedded in a finite dimen­
sional subfield L such that L is separable over P n P . Let L = F(al9...,ar) and 
let /j(x) be a separable polynomial with coefficients in P having af as root. 
Let pi,...,ps be the coefficients of all of the fi(x) and put L = F(au...,ar; 
pu...,ps). Then L = (L n P ) { a l 9 . . . , a r ) and the at are separable over LnP. 
Hence every element of L is separable over LnP, which means that L satisfies 
the first condition. To complete the proof we need to show that any element 
of E is a linear combination of elements of S with coefficients in P and that 
elements of S that are linearly independent over P are linearly independent 
over P. Since any finite set of elements can be imbedded in a finite dimensional 
subfield L satisfying the conditions, both of these results are clear from the 
first part. This completes the proof of the first statement in (1). 

Conversely, assume E = P ®FS where P is purely inseparable and S is a 
separable algebraic extension of P. Let (xa) be a base for S/F. We claim that 
for any e ^ 0 , (xf) is also a base for S/F. The argument is similar to one we 
used before: Let a e S and write a = ]T aaxa, aa e F. Then ape = £ apexpe e £ Fxpe, 
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which is an algebra over F. Since aeF[ape], aeJ^Fxpe, so any a is a linear 
combination of the x f . To show linear independence of the x f , it is enough to 
take a finite subset, say, { x i , . . . , x n } . Then the subfield F(xu• • • is finite 
dimensional separable over F and has a base ( x i , . . . , xn, yl9..., y m ) . Then the 
elements x f , • • . , * f , y \ \ a r e generators for F(xu...,xn) as vector space 
over F. Since their number is the dimensionality, they are linearly independent 
over F . Hence { x f , . . . , x f } is a linearly independent set. Since the x a form a 
base for S'/F, every element of P ®FS can be written in one and only one way 
in the form ^ f c a ® x a , baeP. There exists an e ^ 0 such that every fcf e F . 

Hence £ K ® xa)pe = £ h« ® x« = 1 ® E ^ x f G 5 a n d i f I fo« ® ^ ° > t h e n 

some ba # 0. Then ftf ^ 0 and £ fcf x f # 0. Since 5 is a field, this element has 
an inverse in S and hence ]T£>a ® x a is invertible. This proves that P ® F ,S is a 
field. Clearly P is a purely inseparable subfield^ S is a separable algebraic 
subfield of E, and E = P ®FS = P(S). Thus £ is generated over P by separable 
algebraic elements. Hence E is separable algebraic over P. Then, by the result 
we proved first, E = P' ®FS' where P' is the subfield of purely inseparable 
elements and S' the subfield of separable ones. Then P' ZD P , S' ZD S and since 
E = P ®FS, it follows that P' = P and S' = S. This completes the proof of (1). 

(2) If E is normal over P, E is separable over its subfield of purely inseparable 
elements, by Proposition 8.14. Hence E = S®FP as in (1). Let aeS have 
minimumpolynomia l / (x) . T h e n / ( x ) is separable a n d / ( x ) = Y[i (x — ad> a i = a> 
in E [ x ] . Since S is the set of separable elements of E, every ateS. This implies 
that S is a splitting field over F of a set of separable polynomials, so S is Galois 
over F by Theorem 8.16. Conversely, assume that E = S®FP where S is 
algebraic and Galois over F and P is purely inseparable. We have shown in (1) 
that E is an algebraic field over F. It is clear that every automorphism of S/F has 
a unique extension to an automorphism of E/P and this implies that E is Galois 
over P. Let aeE and l e t / ( x ) e P [ x ] , h(x)eP[x] be the minimum polynomials 
of a over F and P respectively. Then / i ( x ) p e e P [ x ] for a suitable e, so / ( x ) = 

h(x)pe. Since £ is Galois over P, /z(x) is a product of linear factors in £ [ x ] . Then 
f(x) is a product of linear factors in £ [ x ] . Thus E is normal over F. • 

These results apply in particular to the algebraic closure F of F. We have 
F = SF ®FPF where SF is the subfield of F of separable elements and PF is 
the subfield of purely inseparable elements. SF is Galois over F and we have 
called this field the separable algebraic closure of F. We recall that a field is 
called perfect if every polynomial with coefficients in the field is separable 
(BAI, p. 226). For characteristic 0 this is always the case, and for characteristic 
p it happens if and only if every element of the field is a pth power. It is easily 
seen that P F is perfect and that this is contained in any perfect extension of F. 
For this reason P F is called the perfect closure of F. 
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EXERCISES 

1. Let F/F be algebraic and let K = F(xuxr), the field of fractions of F [ x i , x r ] , 
x t indeterminates. Show that £ (g)F K ^ £ (x l 5 . . . , xr) and hence E (x)FK is a field. 

2. Show that F(x) ® F F(y) is not a field if x and 3; are transcendental. 

3. Show that if £/£ contains a purely inseparable element not in F, then £ (x)Fp has 
a non-zero nilpotent element. 

4. (J. D. Reid.) Suppose that £ 0 is not perfect and that char F0 = p . Let aeF0, <£Fg 
(the subfield of pth power). Let £ = F0(x), x transcendental over F 0 . Put 
_y = xp2(xp + a)'1 and P.= Fo(y). Show that £ is not separable over F and that 
P(£/£), the subfield of £ of purely inseparable elements over P, is P. 

5. Let £ and P be as in exercise 4. Show that E®FE contains non-zero nilpotent 
elements. 

6. If £ is a finite dimensional extension field of P, where S = SE, the subfield of 
separable elements, put [£: £ ] s = \_S: £] and [£: P] f = [£: S]. These are called the 
separability degree and inseparability degree respectively of £/£. Evidently [£: P] = 
[ £ : £ ] s [£ :£] ; . Show that if K is finite dimensional separable over £, then 
[i£: £ ] s = [K: £ ] s [£ : £ ] s . Show that this holds also if K is purely inseparable over 
£. Finally show that [K:F]S= [K:E]S and \_K:F]; = [K:£]f[F:P]f holds for 
arbitrary finite dimensional extension fields of F/F. 

7. Show that an algebraic extension of a perfect field is perfect. 

8. Let P be purely inseparable over F. We say that P/F exponent e ^ 0 if ape e F for 
every a e P but there exist a such that ape~l <£F. Show that P/F has an exponent if 
[P: F] < c o and that if P/F has exponent e, then 

p _ p(0) 3 p ( l ) ZD . . . ZD p(e) = p ? 

where P ( l ) — F(PP'). Show that p^-^/pM is purely inseparable of exponent one. 
9. Let P/F be finite dimensional purely inseparable of characteristic p . Show that P 

has a subfield Q/F such that P/Q = p. 
10. Let P = F(a) where charF = p and a is algebraic with minimum polynomial 

Ape—ct over F. Determine all the subfields of P/F. 

8.8 S E P A R A B L E SPL ITT ING FIELDS 

We shall now prove the existence of a separable splitting field for any finite 
dimensional central simple algebra A/F. This will enable us to upgrade the 
results on the Brauer group that we obtained in section 8.4 and make them 
apply to arbitrary finite dimensional central simple algebras. As a consequence 
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we shall obtain the result that the Brauer group Br(F) for any field F is a 
torsion group. 

The theorem we want to prove is 

T H E O R E M 8.20. If A is finite dimensional central simple over F, then there 
exists a finite dimensional separable field S/F that is a splitting field for A. 

It suffices to prove this for A = A, a division algebra. In this case the result 
will follow from the Corollary to Theorem 4.7 if we can show that A contains 
a maximal subfield that is separable. To prove this we shall need a few remarks 
on derivations of algebras. 

We note that if A is any algebra and deA, then the map D d : x ~> [dx] = 
dx — xd is a derivation. It is clear that Dd is linear and the calculation 

[dx] y + x [dy] = dxy — xdy + x dy — xyd 

= dxy — xyd = [d, xy] 

shows that Dd(xy) = (Ddx)y - f - x(Ddy). We call Dd the inner derivation determined 
by d. Evidently we have the relation Dd = dL — dR where dL and dR are the left 
and right multiplications determined by d. Since dL and dR commute, we have 
Dd

k = (dL-dRf = Y}=o$){-i)k~idL

idR~i. If the characteristic is p, this gives 
Dd

p = (dp)L-(dp)R = DdP. We can write this out as 

( 4 1 ) • • •]]] = [dpx]. 

We are now ready to prove 

T H E O R E M 8.21. Any finite dimensional central division algebra A/F contains 
a maximal subfield S that is separable over F. 

Proof There is nothing to prove if A = F, so we assume A ^ F. We shall 
show first that A contains an element a£F that is separable over F. Choose 
any aeA, $F. If F(a) is not purely inseparable, then it contains a separable 
element not in F and we have what we want. Next suppose that F(a) is purely 
inseparable. Then the characteristic is p and the minimum polynomial of a 
over F has the form xpe — a. Put d = ape~\ Then d$F but dpeF. Then the 
inner derivation Dd ^ 0, but Dd

p = DdP = 0. Hence we can choose aeA so that 
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[da~] = b^0, but [db~] = 0. Now, put c = ab~1d. Then 

Ddc = (Dda)b~1d = d. 

Hence [dc\ = dc — cd = d and dcd'1 = c + 1. We now see that the subfield 
F(c)/F has a non-trivial automorphism, namely, the restriction to F(c) of the 
inner automorphism x^dxd'1. It is readily seen that if E/F is purely in­
separable, then the only automorphism of E/F is the identity. Hence F(c) is 
not purely inseparable. Then we have a separable element in F(c) not in F. 
Thus in any case we have an a$F that is separable over F. 

We shall complete the proof by showing that any maximal separable sub-
field S of A is a maximal subfield of A. Otherwise, A' = CA(S) ^ S. By the 
double centralizer theorem (Theorem 4.10, p. 224), S is the center of A' so A' 
is a central division algebra over S with [A ' :S] # 1. By the result we proved 
first, we have a subfield S(a) ^ S that is separable over S. This contradicts the 
maximality of S as separable subfield of A since S(a) is separable over F. • 

As we have seen, Theorem 8.21 implies Theorem 8.20. 
Now let S be a finite dimensional separable splitting field for A and let 

E be the normal closure of S. Then E/F is finite dimensional Galois. Since 
any extension field of a splitting field is a splitting field, E/F is a splitting 
field for A. Let A be the division algebra associated with A by the Wedderburn 
theorem and let d be its index. Then, by Theorem 8.12, Ad ~ 1. Evidently this 
implies 

T H E O R E M 8.22. Br(F)for any field F is a torsion group. 

The order of {̂ 4} in Br(£) is called the exponent of the central simple 
algebra A. Since {A}d = 1 for the index d of A, we see that the exponent e of A 
is a divisor of its index. 

EXERCISES 

1. Let p be a prime divisor of the index d of a central simple algebra A. Show that 
p\e, the exponent of A (Hint: Let £ be a Galois splitting field of A and let [E: F] = 
m. Then d\m so p\m. By the Galois theory and Sylow's theorem, there is a subfield 
K of E/F such that [E: K] = pl where pl is the highest power of p dividing ra. 
Let e' be the exponent of A' = AK in Br(i<C). Show that e'\e and that e' is a power of 
p different from 1.) 
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2. Show that if A is a central division algebra of degree d = pi1 • • • pf, h > 0, pt distinct 
primes, then A ^ Ai ® • • • (g) Ar where the degree of Af is p / ' . (The degree is the 
square root of the dimensionality. Exercise 9, p. 226, is needed in the proof.) 

8.9 K U M M E R EXTENSIONS 

We recall that a finite dimensional extension field F / F is called abelian if E is 
Galois over F and the Galois group G of E/F is abelian. The same terminology 
can also be used for infinite dimensional extension fields. However, we shall 
confine our attention to the finite dimensional case. In this section and in 
section 8.11 we shall study two types of abelian extensions that are particularly 
interesting because they can be treated in a fairly elementary, purely algebraic 
fashion. 

If G is a finite abelian group, the least common multiple e of the orders of 
the elements of G is called the exponent of G. Evidently e \ |G|. In this section 
we shall be dealing with a base field F that for a given positive integer m 
contains m distinct mth roots of unity and we shall give a survey of the abelian 
extensions whose Galois groups have exponents m'\m. We call these extensions 
Kummer m-extensions of F. 

The hypothesis that F contains m distinct mth roots of 1, or equivalently, 
that xm— 1 = —Q in F\_x] with distinct ( f implies that the characteristic 
of F is not a divisor of m. The set U(m) = ^ i < m] is a subgroup of the 
multiplicative group F * of F and U(m) ZD U(m') for every m'\m. We remark 
also that if G is a finite abelian group of exponent m'\m, then the character 
group G of G can be identified with hom (G, U(m)), the group of homomorphisms 
of G into U(m). For, by definition, G is the group of homomorphisms of G 
into the multiplicative group of complex numbers. Hence if # e G and geG, 
then X(QT = lio™) = x(l) = 1- Hence x(g) is contained in the group of com­
plex mth roots of 1 which can be identified with U(m). Accordingly, G can be 
identified with hom(G, U{m)\ We recall that |G| = |G| (p. 281). This fact has 
some important consequences that we shall need. We state these as a 

LEMMA. Let G be a finite abelian group, G its character group. Then 
(1) For any s ^ 1 in G there exists a^eG such that x(s) # 1. 
(2) For any seG let s denote the map x ^x(s) °f G into C* (or into U(m), 

m the ̂ exponent of G). Then seG and s^s is an isomorphism of G 
onto G. 

(3) A set {xi,X2,- • -,Xr} °f characters generate G if and only if the only 
seG such that xt(s) = 1, 1 < i ^ r , is s = 1. 
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Proof: (1) Let H = {s\x(s) = 1 for all xeG}. Then if is a subgroup and 
condition (1) will follow if we can show that H= 1. Let G = G/H. Any xeG 
defines a character x o n G by x(gH) = x(#) and the map x ^ x is a monomor­
phism of G into G. Since |G| = |G| and |G | '= |G|, this implies that |G| ^ | G | . 
Hence |G| = |G| and i f - 1. 

( 2 ) It is clear that seG and s ~> s is a homomorphism. If 5 = 1, then x(s) = 1 
for all % e G; hence s = 1 by condition 1. Thus s ~> s is a monomorphism. Since 
|G\ = |G.| = |G|, it follows that s ~> 5 is an isomorphism. 

( 3 ) The result established in ( 2 ) has the consequence that we can regard G as 
the character group of G. Hence assertion ( 3 ) is equivalent to the following 
statement: { s i g e n e r a t e G if and only if the only x in G such that 
x(Si) = 1, 1 ^ z < r, is % = 1. Suppose that the st generate G, Then x(sd = K 
1 ^ i ^ r, implies x(s) = 1 for all s and hence % = 1. On the other hand, suppose 
that the subgroup H = < s i , . . . , s r > ^ G. Then G — G/H #• 1 and we have a 
character x / 1 on G. This defines a character x on G by %(g) = %(gH), which 
satisfies x(st) = 1, 1 ^ i ^ r, and x ^ L • 

Now let £ be an abelian extension of F whose Galois group G has exponent 
m'|m. Let F* and F * be the multiplicative groups of E and F respectively. Let 
M(E*) be the subset of F * of elements whose mth powers are contained in F* 
and let N(E*) be the set of mth powers of the elements of M(F*). Then M(F*) 
and N(E*) are subgroups of F * and F * respectively, M(F*) = 5 F * and 
A ( F * ) = > F * m = { a m | a e F * } . 

Let p E M(F*) and put 

( 42 ) XP(S) = ( V ) P _ 1

9 seG. 

Since p m e F * , (sp)m = pm and Xp( 5 ) m = 1? s o Xp(s)EU(m). Moreover, since 
l/(m) c= F*, 

XP(st) = (stp)p~1 = sdtp^-^aspfr-1) 

= (tp)p~1(sp)p~1 = Xp(s)xP(t)-

Hence XP:S^XP(S) is a character of G. If p i , p 2 e M ( F * ) , then X p , p 2 ( 5 ) = 

s ( p i p 2 ) ( p i p 2 ) _ 1 = {sp1)pi1\sp2)p2 1 - XPl(5)Xp2(4 Hence p~>xP is a homo­
morphism of M(F*) into G. We shall now prove 

T H E O R E M 8.23. Let F be a field containing m distinct mth roots of 1 and 
let E be an abelian extension of F whose Galois group G has exponent m'\m. 
Let M(F*) be the subgroup of F * of elements whose mth powers are in F*. 
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Then we have the exact sequence 

(43) 1 F* ^M(E*)AG->1 

where °> denotes inclusion and X is p^Xp where xP(s) = s(p)P X> seG. The 
factor group M(£*) /F* ^ G. We have E = F(M(E*)) and E = F(pu..., pr) for 
pteM(E*) if and only if the cosets ptF* generate M(E*)/F*. 

Proof To prove the first statement we have to show that X is surjective and 
its kernel is F*. Let x e G . Then %(st) = = ta(s))x(0 and hence there 
exists sl peE* such that x(s) = (sp)p~1 (p. 361). Since (sp)p~1e U(m), spm = pm 

for every seG. Hence pmeF* and peM(E*). Thus x = XP f ° r peM(E*) and 
X is surjective. Now suppose Xp — 1- Then sp — p, seG, so peF*. Hence 
ker X = P*. 

The exactness of (43) implies that M(E*)/F* ^ G. Since G = G, we have 
M(E*)/F* ^ G and the homomorphism X of M(£*) onto G gives the iso­
morphism X:pF*^Xp °f M(E*)/F* onto G. Accordingly, the characters 
X P P • • • 5 ZPR generate G if and only if the cosets p{F* generate M(E*)/F*. Suppose 
this is the case and consider the field E' = F{pu... ,pr). Let H = Gal E/Ef. 
If teH, then tpt = pu 1 < r , so %A(t) = 1. This implies that x(t) = 1 for 
every %e G. Then t = 1 by statement (1) of the lemma. Thus H = 1 and hence 
E = E; = F(pupr). Evidently this implies that E = F(M(E*)). Conversely, 
let p 1 ? . . . , p r e M ( E * ) generate E/F and let seG. Then spt = pt, 1 < i < r, imply 
sp = p for every peE and 5 = 1 . Thus xPi(s) = 1, 1 ^ j ^ r , imply s = 1. Then 
by (3) of the lemma, the xPi generate G and the cosets ptF* generate 
M(E*)/F*. • 

We consider next the map p: p ~»pm(F*m) of M(E*) into N(E*)/F*m. This is 
an epimorphism and its kernel is the set of p e M(E*) such that pm = am, a e F*. 
Then pa'1 e U(m) cz F*. It follows that ker u = F*. Hence we have the iso­
morphism p:pF* ~>pm{F*m) oiM(E*)/F* onto N(E*)/F*m. Then, by Theorem 
8.23, N(E*)/F*m ^ G, so this is a finite subgroup of F*/F*m. Thus we see that 
any Kummer extension whose Galois group has exponent m'\m gives rise to a 
finite subgroup N(E*)/F*m of F*/F*m. We remark also that if pu..., pr are 
elements oiN(E*) whose cosets # F * m generate N(E*)/F*m, then E = F{^/%, 

We shall now show that any finite subgroup of F*/F*m can be obtained in 
the manner indicated from a Kummer extension, that is, if the given group is 
N/F*m, then there exists a Kummer extension E/F such that N(E*) = N. We 
remark that since x m = 1 for any x e F*/F*m, the exponent of N/F*m is neces­
sarily a divisor of ra. We work in an algebraic closure F of F. If fieF, we 

.) where denotes a root of x m = 
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choose a particular element p e F satisfying pm = ft and write p = "Iffi. We 
have 

T H E O R E M 8.24. Let N/F*m be a finite subgroup ofF*/F*m and let plt..., 0r 

be elements of N whose cosets jSfF*m generate N/F*m. Then E = FQj~fii,..., 
*!yjfr) is a Kummer m-extension such that N(E*) = N. 

Proof. We note first that E is a splitting field of 

(44) Ax) = (*n-Pi)'~(*n-Pr)-

This is clear since xm— /?* = Ylj(x~CjPd where U(m) = C2, • • •, Cm}. More­
over, since x m — f}t has distinct roots, the po lynomia l / (x ) is separable. Then E 
is a splitting field over F of a separable polynomial and hence E/F is finite 
dimensional Galois. Let s, te G = Gal E/F. We have spi = t>s{i)pi and tpt = 
CmPi f ° r Pi = Zffii- Then stpt = Cs(i)Ct(i)Pi = tspt. Hence G is abelian. Since 
smpt = C7(i)Pi = Pi, sm = 1, and the exponent of G is m'\m. Then £ is a Kummer 
m-extension of F. 

It remains to show that N(E*) = N. Since p f

m = # e F * , the pteM(E*). 
Since E = F(p1,..., pr), it follows from Theorem 8.23 that the cosets ptF* 
generate M{E*)/F*. Hence the cosets p £

m F * m = ^ F * m generate iV(£*)/F*m. On 
the other hand, the cosets faF*™ generate AT/F*. Hence N = N(E*). • 

Our results establish a 1-1 correspondence between the set of finite sub­
groups of F * / F * m and the set of Kummer m-extensions of F contained in F. 
It is clear that this correspondence is order-preserving where the order is 
given by inclusion. Since the set of finite subgroups of F * / F * m is a lattice, we 
see that the set of Kummer m-extensions constitutes a lattice also and our 
correspondence is a lattice isomorphism. 

8.10 R INGS OF W I T T VECTORS 

An extension field E of a field F of characteristic p # 0 is called an abelian 
p-extension of F if E is an abelian extension and [ £ : F ] = pe. Alternatively, 
we can define an abelian p-extension as an extension that is finite dimensional 
Galois with Galois group G a p-primary abelian group. We have given a 
construction of such extensions with [ F : F ] = p in BAI, p. 300. These were 
first given by Artin and Schreier, who also constructed abelian p-extensions of 
p 2 -dimensions, in connection with the proof of an algebraic characterization 
of real closed fields (see p. 674). The Artin-Schreier procedure was extended 
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by A. A. Albert to give an inductive construction of cyclic p-extensions of pe 

dimensions. Slightly later Witt gave a direct construction of all abelian p-
extensions analogous to that of Kummer extensions. Witt's method was based 
on an ingenious definition of a ring, the ring of Witt vectors, defined by any 
commutative ring of characteristic p. These rings have other important appli­
cations and they are of considerable interest beyond the application we shall 
give to abelian p-extensions. 

We start with the ring X = Q[_xi,yj,zk] in 3m indeterminates Xi,yj,zk, 
0 ^ ij, k < ra — 1, over Q. Consider the ring X(m) of ra-tuples (a0, ai,..., o m _ i), 
at e X, with the component-wise addition and multiplication. Let p be a fixed 
prime number. We use this to define a map 

(45) a= (a0,a1,...,am-1)^cpa = (a ( 0 ) , a ( 1 ) , . . . , a ( m _ 1 ) ) 

where 

(46) aiv) = apv •+ paf1 + • • • + pvav, 0 < v < ra - 1. 

Thus a ( 0 ) = a0, a{1) = a0

Pjrpau— We introduce also the map P: a ^ Pa = 
(ar/, aip, - •., ali-1). Then (46) gives 

(47) ai0) = a0, a ( v ) = ( P a ) ( v ~ 1 } + p v a v , v > 1. 

Next let A = (a{0\a{1\...,a(m_1)) be arbitrary and define a map xj/ by ^^1 = 
( a o , ^ ! , . . . , ^ - ! ) where 

a 0 = a ( 0 ) 

(48) t 

av = — (a{v) — aQ—paf 1 — • • • — pv~1av-1), v ^ 1. 

Direct verification shows that xj/cpa = a and î/̂ y4 = A. Hence cp is bijective 
with \jj as inverse. 

We shall now use the maps cp and \j/ = cp"1 to define a new ring structure 
on X{m). It will be convenient to denote the usual (component-wise) addition 
and multiplication in X[m) by © and O respectively and write w = ( l , l , . . . , l ) , 
the unit in X(m). Then we define a new addition and multiplication in X(m) by 

a + b = (p~1(cpa © cpb) 
(49) 

ab = cp x((pa O cpb). 

We have cp(0,...,0) = (0 , . . . ,0) and </>(!, 0 , . . . ,0) = ( 1 , 1 , . . . , 1) = u. It follows 
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that (X[m\ + , - ,0 ,1 ) where 1 = (1,0, . . . ,0) is a ring and cp is an isomorphism 
of (X{m), + , •, 0,1) onto (X ( m ) , 0 , 0 , 0 , u) (exercise 10, p. 97 of BAI). We denote 
the new ring as Xm and write (a ( 0 ) , . . . , a{m~1)) for cp(a0, au..., am-1), etc. 

We now examine the formulas for x + y, xy, and x — y for the "generic" 
vectors x = (x 0 ,x i , . . . , x m _ x ) , y = (y0,yl9... ,ym-1). For example, we have 

lP-i 

(* + y)o = xo + yo, (x + J>)i = x i + y i - - X (f)x0--3>o 
P i 

(xy)0 = x0y0, (xy)1 = x0

py1 + x1y0

p + px1y1. 

In general, if ° denotes one of the compositions + , or —, then it is clear 
from the definitions that (x°j/)v is a polynomial with rational coefficients and 
0 constant term in x 0 , yo, xi, yi,..., xv, yv. Also one sees easily that 

(50) (x + y)v = x v + yv+/v(x0, yo,--., x v _ i, yv.±) 

where fv is a polynomial in the indicated indeterminates. The basic result we 
shall now establish is that (x°y)v is a polynomial in x0,y0,...,xv,yv with 
integer coefficients and 0 constant term. 

Let Z[xi,yj] = Z[xo,yo,--.,xm-1,ym-1~] and write {f) for p^Z\_xt,yf\, 
ji ^ 0. Then we have 

L E M M A 1. Let p ^ 1, 0 ^ fe < ra-1, a = (av), fc - (fcv) w/zere a v , b v e 1\xuyj], 
0 < v ^ m— 1, <pa = (a ( v ) ) , cpfc = (fr(v)). F/zen the system of congruences 

(51) av = bv{p^, O ^ v ^ f e 

zs equivalent to 

(52) a ( v ) = / 3 ( v ) ( p M + v ) , 0 < v < f c 

Proo / We have a(0) = a 0 , b ( 0 ) = bo, so the result is clear for fc = 0. To prove 
the result by induction on fe we may assume that (51) and (52) hold for v ^ fe — 1 
and show that under these conditions ak = bk (p^) if and only if a{k) = b{k) (pfX+k), 
It is clear that ak = bk (p11) if and only if pkak = pkbk (p^+ f c ) . Hence by (47), it 
suffices to show that (Pa){k~1] = (Pb)(k~1] (p M + f c ) holds under the induction 
hypothesis. We have av = bv (p"), 0 ^ v ^ fc - 1 . Since (f) = 0 (p), 1 < i ^ p - 1, 
this gives av

p = bv

p ( p ^ + 1 ) , 0 ^ v ^ fc— 1. Hence, the induction on fc applied to 
the vectors Pa and Pb gives ( P a ) ( k _ 1 ) = (Pb)(k~1} ( p M + 1 + / c _ 1 ) , which is what is 
required. • 
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We can now prove the basic 

T H E O R E M 8.25. Ifx°y denotes x + y, xy, orx — y, then (x oy)v is a polynomial 
in x0,yo, 3>i, • • •, xv,yv with integer coefficients and 0 constant term. 

Proof. Since (xoy)v is a polynomial in x 0 , y0,..., xv, yv with rational co­
efficients and 0 constant term, it suffices to show that (xoy)ye Z[xhy^\. This 
is clear for (x°y)0 and we assume it for (x °y)k, 1. By (47), we have 

(53) f(x oy)v = (x oy)M-(P(x oy)r~V 

and (x°j / ) ( v ) = x(v)±y{v)eZ[xi,yj]. The induction hypothesis implies that 
(P(xoy))^-^eZ[xuyj]. Hence by (53), it suffices to show that (xoy)^ = 
(P(x oy))i*-1) (pv)_ B y ( 4 7 ) ? w e h a v e x(v) = ( P x ) ( v - u ^ a n d y v ) = ^ ( V - D ^ 

Hence 

(xô v)
 = x ( v ) ± y v ) = (Px)(v-i)±(p^)(v_1) 

^ ^ ( P x o P j ^ ^ V ) . 

We are assuming that (x°y)keZ[xbyf\, 0 <fc ^ v — 1 . For any polynomial 
with integer coefficients we have f(x0,y09.. .)p = f{x0

p,yop,.. It follows 
that (P(x oy))fc = ( (Px) o (Py) ) k (p), 0 ^ k <: v - 1 . Hence by Lemma 1, we have 

(55) {P(xoy)p-» = ( P x o P y f 

By (54) and (55), (xoj;) ( v ) = ( P ( x ° j / ) ) ( v - 1 ) ( p v ) , which is what we needed to 
prove. • 

It is convenient to write the result we have proved as 

(x + y)v = Sv{xo, y0,...,xV9yv)eZ [xu yj] 

(56) (xy)v = m v (x 0 ? yo , . . . , x v , j \ ) e Z [ x b yj] 

(x - y)v = d v (x 0 , yo, • • •, x v , yv) e Z [ x b j ; J . 

Let n be an algebra endomorphism of X/Q. Suppose that nxv = av, nyv = 
bv,0^v^m-1. Then we have nx{v) = a ( v ) , ^ ( v ) = biv\ n({x + y){v)) = nx{v) + 
rjy^ = a ( v ) + b ( v ) , and ?^((x + y)v) = (a+b)v. Hence by (56), 

(57) {a + b)v = sv{a0, b0,...9 av, bv). 

Similarly, 

(58) (ab)v = mv(a0, b0,..., av, bv). 
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(59) {a- b)v = dv(a0, b0,..., aV9 bv). 

Since there exists an endomorphism of X/Q mapping the x v and yv into 
arbitrary elements of X, the foregoing formulas hold for arbitrary vectors 
a= (a0,a1,...,am-1), b = (bo,bi,...9bm-1)eXm. 

We are now ready to define the ring Wm(A) of Witt vectors for an arbitrary 
commutative ring A of characteristic p. The set P^(^4) is the set of ra-tuples 
(a09al9...9am-1)9 ateA9 with the usual definition of equality. We define addi­
tion and multiplication in Wm(A) by 

(a + b)v = sv(a0, b0,...9 aV9 bv) 

^ (ab)v = mv(a09 b0,...9 aV9 bv) 

where the right-hand sides are the images in A of sv(x0,yo,- • -,Xv,yv) and 
^v(x0,y0,...,xV9yv) respectively under the homomorphism of Z[xi9yf\ into A 
such that xi ~> ai9 yi^bi90 ^ i ^ ra — 1. Also we put 0 = (0 , . . . , 0), 1 = (1 ,0 , . . . , 0) 
in Wm(A). Then we have the structure (Wm(A)9 + , •, 0,1). We shall now prove 

T H E O R E M 8.26. (Wm(A)9 + , 0,1) is a commutative ring. 

Proof. To prove any one of the defining identities for a commutative ring— 
i.e., the associative laws, the commutative laws, distributive laws— we let a, 
b9 c be any three elements of Wm(A). We have the homomorphism nofZ [xi9 yj9 zk~\ 
into A such that x v ~> aV9 yv^bV9 zv^> cV9 0 ^ v ^ m — 1. Let Im denote the 
subset of Xm of vectors whose components are contained in Z[xi9yj9zk~]. By 
(57)-(59) this is a subring of Xm. Moreover, comparison of (57)—(59) with (60) 
shows that (u0, U\9 ..., Um — i)^(nuo9nul9...9rjpm-1) is a homomorphism of 
(Im, + , • ) into (Wn(A)9 + , •). This homomorphism maps x = (x 0 ,x i , . . . ,x m _ i ) , 
y = (yo,yu--,ym-i), z = (z09zl9...9zm-1) into a, b9 c respectively. Since 
(xy)z = x(yz) in Im9 we have (ab)c = a(bc). Hence the associative law of multi­
plication holds in Wm(A). In a similar manner we can prove the other identities 
for multiplication and addition. The same type of argument shows that 0 is the 
0-element for addition and 1 = ( 1 , 0 , . . . , 0 ) is the unit for multiplication. To 
prove the existence of negatives we apply our homomorphism to — x. Then 
the image is the negative of a. It follows that (Wm(A)9 + , •, 0,1) is a commutative 
ring. • 

We shall call 1^,(^4) the ring of Witt vectors of length m over A. It is clear 
that Wi(A) can be identified with A since a ^> (a) is an isomorphism. It is clear 
also that if rj is a homomorphism of A into another commutative ring A' of 
characteristic p, then (a0,al9...9am-1) ^(na0,nal9...,rjam-1) is a homomor-



506 8. Field Theory 

phism of Wm(A) into Wm(A'). In this way we obtain a functor Wm from the 
category of commutative rings of characteristic p into the category of 
commutative rings. In particular, if A is a subring of • Ar, then FP^(^4) is a 
subring of Wm(A). 

We shall now consider some of the basic properties of the ring P^n(̂ 4). For 
this purpose we introduce three important maps P, R9 and V. We note first 
that since A is a commutative ring of characteristic p, we have a ring endo­
morphism r ^rp in A. This gives rise to the Frobenius endomorphism P of 
Wm(A) where Pa = (a0

p, a*9..., a&-1) for a = (a0, al9..., am-1). Next we define 
the restriction map R of into Wm-i(A) by 

(61) R(a0, al9...9 am-i) = (a0, al9...9 am-2) 

and the shift map V of Wm-^A) into Wm(A) by 

(62) V(ao9a1,...,am-2) = ( 0 , a 0 , . . . , a m - 2 ) . 

It is immediate that R is a ring homomorphism and we shall see that V is a 
homomorphism of the additive groups. We have 

RV(a0,a1,...,am-1) = (0,a0,...,am-2) = VR(a09al9...,am-1)9 

so VR = RV as maps of PFm(v4) into itself. It is clear also from the foregoing 
formula that (VR)m = 0. Moreover, we have PV = VP as maps of Wm-i{A) 
into Wm(A) and P P = PR as maps of Wm(A) into Wm-^A). 

We prove next the following 

L E M M A 2. The following relations hold in Witt rings: 

| P 1 

(63) pl = l + l h l = J R K I , 

(64) V(a + b)= Va+Vb, 

(65) (Va)b = V\aPRb), ae Wm{A), be Wm + 1(A), 

(66) pa = RVPa. 

Proof Consider the subrings 7 m - i , Im, Im+i of Xm-l9 Xm9 Xm+1 respectively 
whose vectors have components in T[xi9yf\. We define the maps R and V for 
these rings in the same way as for Witt rings and we define P as before. 
Consider the unit 1 = (1 ,0 , . . . , 0) of Im. We have <pl = ( 1 , 1 , . . . , 1) and hence 
Q?l)( v ) = p9 0 < v < m-1. On the other hand, RV1 = ( 0 , 1 , . . . , 0), so the defini­
tion of <p gives (RV1){0) = 09 (RVl)iv) = p9 l ^ v ^ m - 1 . It follows that 
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(RV1)(V) = (p l ) ( v ) ( p v + 1 ) , 0 ^ v < ra-1. By Lemma 1, this implies that (RV1)V = 
(pl ) v (p). Now we have a homomorphism of 7 m into Wm(A), sending x = 
(x 0 , x l s . . . , x m _ i) ^ (a0, au..., am-1), y = (yo, y l 5 . . . , ym-±) ~> (fe0, • • •, K - 1 ) -
If we apply this to RVl and to p l , we obtain formula (63) from the foregoing 
relations and the fact that A has characteristic p. 

Next we note that Vx = (0, x 0 , . . . , xm-1), Vy = (0, yo,..., ym-i). Hence 

(FX)(V) = p x F - i + p 2 x P - > + . . . + / , v X v _ i 

( 6 ? ) =px^~1\ . l ^ v ^ r a . 

Since (x + j / ) ( v ) = x ( v ) + y{v\ (67) and ( F x ) ( 0 ) - (Vy){0) = (7 (x + y ) ) ( 0 ) = 0 give 
(F(x + j / ) ) ( v ) = (Fx) ( v ) + (Fj;) ( v ) , 0 ^ r a . If we apply the homomorphism of 
Z[x i , j / j ] , into A such that x v ^ av, yv ~>bv, 0 < v < ra — 1, to these relations 
we obtain (V(a + b)){v) = (Va){v) + (Vb){v\ 0 < v ^ ra. This gives (64). 

To prove (65) we shall show that 

(68) ((Vx)y)v = V(xRPy)v (p), 0 < v ^ ra, 

for x = ( x 0 , . . . } x M - 1 ) and y = (y0,yu...ym). Put (Fx)j; = (w0, w 1 ? . . . , wm), 
V(xRPy) = (t0, t i , t m ) . Then we have to show that wv = tv(p), 0 ^ v ^ ra. 
By Lemma 1, this is equivalent to w ( v ) = t ( v ) ( p v + 1 ) . This holds for v = 0 since 
w (°) = 0 = t{0). For v ^ 1, we have, by (67), that w ( v ) = p x ( v _ 1 ) y ( v ) and £( v ) = 
px ( v ~ 1 ) (FF3 ; ) ( v ~ 1 ) . Since = (Py){v~ x ) + pvyv5 this gives the congruences 

w<v> = p x ( v _ 1 y v ) = px^-^Py)^-^ 

= px^-'XPRyf*-^ = £( v ) ( p v + 1 ) . 

Hence (68) holds. If we apply the homomorphism of Z [ x 0 , . . . , xm-1, y0,..., y m ] 
to 4̂ such that x v ~» av, yv ^ bv to (68), we obtain the required relation (65). 

If we apply R to both sides of (65), we obtain (RVa)Rb = RV(aPRb). 
Putting A = 1 in this, we obtain (RVl)(Rb) = RVPRb. Since RVl = p l by (63) 
and since Rb can be taken to be any element of 1^04), this gives (66). • 

We can now derive the basic properties of Wm(A) that we shall need. We 
prove first 

T H E O R E M 8.27. The prime ring ofWm(A) is isomorphic to Z/(pm). It consists 
of the Witt vectors with components in the prime ring of A(= Z/(p)). 

Proof. By (63), p l = RVl. Then by (66), p 2 l = ( R F ) 2 1 . Iterating this gives 
pkl = (RVfl. Hence p m " H = (0 ,0 , . . . , 1) # 0 and pm> = 0. Hence the prime 
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ring is isomorphic to 1/(pm). The prime ring of A can be identified with Z/(p) 
and the subset of Witt vectors with components in Z/(p) is a subring of 
cardinality pm. Hence it coincides with the prime ring of Wm{A). • 

We prove next the important 

T H E O R E M 8.28. The map (a0, a\,..., Om-f) ~> a0 is a homomorphism of 
Wm(A) onto A whose kernel N is a nilpotent ideal 

Proof We have seen that R is a homomorphism of H^(^4) into Wm-i(A). 
Iteration of this gives a homomorphism Rm~1: (a0,..., a™ - 1 ) ~» (a 0 ) of Wm(A) 
into Wi(A). Since we can identify (a0) with a0eA, we have the homomorphism 
(a 0 , au..., a m _ x) ^ a0, which is clearly surjective. The kernel N of the homo­
morphism is the set of elements of the form (0, a i ? . . . , a^-i), so N = RVWm(A). 
We shall show that N™ = 0. If we apply R to (65) we obtain (RVa)Rb = 
RV(aPRb\ aeWm(A\ beWm+1(A). Since Rb can be taken to be any element 
c of Wm{A\ this gives the relation (RVa)c = RV(aPc) for any a,ceWm(A). 
Then {RVa)(RVc) = RV(aPRVc) = RV(aRVPc) = RV((RVPc)a) = 
(RV)2 (PcPa)e(RV)2Wm(A). Thus N2 cz (RV)2Wm(A) = (RV)N. N o w suppose 
that for some k >2, Nk c N(RVf-2N cz (RVf'^. Then if d = RVaeN 
and b e Nk, we have b = (RVfc, c e Wm(A), since Nk cz (RVf~ XN = (RVf Wm{A). 
Hence db = (RVa){(RVfc)eN{RVJ

k-1N, so Nk+1 cz iV(RF)' c"1iV. Moreover, 
if a,ceWm(A), then 

(RVa)({RVfc) = R F ( ( R F P a ) ( ( R F ) / c - 1 c ) ) e R F ( A r ( R F ) / c - 2 N ) cz (RVfN. 

Thus for any k we have Nk cz (RVf-'N = (RV)kWm{A). Since (RV)m = 0, this 
gives Nm = 0. • 

An immediate consequence of Theorem 8.28 is the 

COROLLARY. An element a = (a0, alf..., am- i ) e I^n(^L) is a unit in Wm(A) 
if and only if a0 is a unit in A. 

Proof If a is a unit, then so is a0 since we have a homomorphism of ^ ( ^ 4 ) 
into A sending a into a0. Conversely, if a0 is a unit, then a= a' + z where 
zeN and a! + N is a unit in Wm(A)/N. It follows that a is a unit. • 

E X E R C I S E S 

1. Obtain the formulas for sv and mv as in (56) for v = 0,1,2. 
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2. Let Wi(A), W2(A),... be the sequence of Witt rings defined by the commutative 
ring A of characteristic p. If n >m, we have the homomorphism Rn~m of Wn(A) 
into Wm(A). Show that these rings and homomorphisms define an inverse limit 
W(A) = lim Wm(A). Show that W(A) is isomorphic to the ring of Witt vectors of 
infinite rank defined to be the set of infinite sequences a — (a0,aua2,•. aveA, 
with the addition and multiplication given by (49), 0 = (0,0,...), 1 = (1,0,0,...). 
Show that N = {(0, au a2,...)} is an ideal in W(A) contained in the Jacobson radical. 

3. Let A be a perfect field of characteristic p (BAI, p. 233). Show that pkW(A) = 
VkW(A) where V(a0, au a2, ...) = (0, a0, au a2,...). Show that any element of W(A) 
has the form pka where a is a unit and hence show that W(A) is a domain. 

8 . 1 1 A B E L I A N p - E X T E N S I O N S 

We recall first the Artin-Schreier construction of cyclic extensions of dimen­
sion p of a field F of characteristic p: Let /? be an element of F that is not of 
the form ap—a, aeF, and let p be an element of the algebraic closure F of F 
such that pp—p — /?. Then F(p) is a cyclic extension of F of dimension p and 
every such extension is obtained in this way. The proof makes use of the 
additive analogue of Hilbert's Satz 90, which can be regarded as a result on 
cohomology. We shall now give the extension of these results to abelian 
p-extensions and we consider first the extension of the cohomology theorem. 

We suppose first that £ is a finite dimensional Galois extension field of a 
field F of characteristic p and we form the ring Wm(E) of Witt vectors of length 
m > 1 over E. We have the subring Wm(F) of E and we have an action of the 
Galois group G of E/F defined by 

(69) s(p0,p1,...,pm-1) = (spo,sp1,...,spm-1). 

This is an action by automorphisms and the subring of elements fixed under 
every seG = Gal E/F is Wm(F). 

Ifp = (p0, pi,..., pm~ i)eWm(E), we define the trace T(p) = ^ s e G s p . Evidently 
T(p) e Wm(F). Since (p + a ) 0 = po + <J0 for p = ( p 0 , . . . , p m - i ) and a = 
(<T 0 , . . . , cr m _ i ) , T(p) = (TE/F(po\.. .)• We shall require the following 

L E M M A 1. There exists ape Wm(E) such that T(p) is a unit in Wm(F). 

Proof. By the Dedekind independence property of distinct automorphisms of 
a field, there is a poeE such that TE/F(p0) / 0. Let p = (p0,...). Then T(p) = 
(TE/f(Po),--')- Since TE/F(p0) ^ 0, it is a unit in F. Hence, by the Corollary to 
Theorem 8.28, T(p) is a unit in Wm(F). • 

We shall use this result to prove the following: if we regard the additive 
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group (Wm(E), + ) as G-module under the action we defined, then the cohomo­
logy group H1(G, Wm(E)) = 0. In explicit form the result is 

T H E O R E M 8.29. Let s^ psbe a map of G into Wm(E) such that pst = spt + ps. 
Then there exists aoe Wm(E) such that ps = so— o, seG. 

Proof. The proof is identical with that of the special case in which m = 1, 
which was treated in Theorem 4.33 of BAI (p. 298). Choose p e WJE) so that 
T(p) is a unit in Wm(F) and put x = T ( p ) ~ 1 J^teoPtitp)- Then 

T - S T = T(p)'1 £ (pst{stp)-Spt{stp)) 
t 

= r ( p r 1 ^ I t p ) 

Hence if o = — T, then ps = so — o. • 

We recall that the Frobenius map p = (po, Pi, • • •, Pm-1) ^ Pp = (Pop,Pip, • •, 
pl-i) is an endomorphism of the ring Wm(E). We now introduce the map 0* 
defined by 

(70) I 0>(p) = Pp-p. 

It is clear/that this is an endomorphism of the additive group of Wm(E) (but 
not of the ring Wm(E)). The kernel of is the set of vectors p such that 
pv

p = p v , 0 ^ v ^ m— 1. This is just the set of vectors whose components are 
in the prime field of E. We have seen (Theorem 8.27, p. 503) that this set of 
vectors is the prime ring of Wm(E) and can be identified with 1/(pm\ whose 
additive group is a cyclic group of order pm. If G is any finite abelian group 
of exponent pe ^ p m , then the argument on p. 494 shows that the character 
group G can be identified with the group of homomorphisms of G into the 
cyclic additive group of the prime ring of Wm(E). We shall make this identifica­
tion from now on. 

We now assume that the Galois group G of the extension F / F is abelian of 
order pf and we choose m so that pm ^ p e , the exponent of G. We introduce 
the following subset of Wm (F): 

(71) SWm(E) = {peWm(E)\^peWm(F)}. 

This is a subgroup of the additive group of Wm(E) containing Wm(F). If 
p eSWm(E), we define a map xP of G by %p(s) = sp — p. Then PxP(s) = Psp — Pp = 
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sPp-Pp = sPp-sp + sp-Pp = Pp-p + sp-Pp = sp-p = xP(s) or ^xP{s) = 
0. Then #p(s) is in the prime ring of Wm(E). Also we have xP(st) = stp-p = 
stp — tp + tp — p = sp — p + tp — p = X P ( 5 ) + XP(0- Thus xP is a homomorphism 
of G into the additive group of the prime ring of Wm(E) and so may be 
regarded as an element of the character group G. Next let p,oeSWm{E). 
Then p + ceSWm(E) and xP+<r(s) = s(p + G-)-(p + a) = sp-p + sa-a = xP(s) + 
Xa(s)- Thus p ^XP is a homomorphism of the additive group SP^„(£) into G. 
If xP(s) = 0 for all 5 , then sp = p for all 5 and p = ae Wm(F). Hence Wm(F) is 
the kernel of p ^> %p. Finally, we note that this homomorphism is surjective. 
For, let xe G. Then x(s) is in the prime ring and x(st) = x(5) + xW = sx(t) + x(sY 

Then, by Theorem 8.29, there exists a p e 1^(F) such that x(s) = sp — p. Since 
^x( 5 ) = x(5)> w e have s(Pp-p) = Pp-p, seG. Then ^peWm(F) and so 
pe-SW^F) and x P = X- This proves the surjectivity of p ~*xP- We now have 
SWm(E)/Wm(F) ^ G ^ G. We have therefore proved the first two statements of 
the following theorem, which is a perfect analogue of Theorem 8.23 of the 
Kummer theory: 

T H E O R E M 8.30. Let F be a field of characteristic p ^ 0, F an abelian p-
extension field of F whose Galois group G is of exponent pe, and let Wm(E) be 
the ring of Witt vectors over E of length m where m>e. Let SWm(E) be the 
additive subgroup ofWm(E) of p such that 0>p = Pp — pe Wm(F). Then we have 
the exact sequence 

(72) 0 Wm(F) SWm(E) ^ G -> 0 

where denotes inclusion and £ is p ~> xP where xP(
s) = SP~P- The factor 

group SWm(E)/Wm(F) ~ G. The field E/F is generated by the components of the 
vectors peSWm(E) and 

E = f ( M ) (1) (2) ( 2 ) (r) (r) \ 

if and only if cosets p^ + Wm{F), p ( 0 = (pg>,... ,p<j>_ 0, generate SWm{E)/Wm(F). 

The proof of the last statement is exactly like that of the corresponding 
statement in Theorem 8.23. We leave it to the reader to check the details. 

Following the pattern of our treatment of the Kummer theory we introduce 
next the set 

(73) QWm{E) = {<P(p)\peSWm(E)}. 

This is a subgroup of the additive group of Wm(F) containing &Wm(F\ the 
subgroup of vectors ^ a , a e Wm(F). We have the homomorphism 

(74) p ~>3Pp+0>WJF) 
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of SWm(E) onto QWm{E)/0>Wm(F). An element p is in the kernel of this homo­
morphism if and only if gPp = 0>a, a e Wm(F). This is equivalent to 0>(p — a) = 0, 
which means p — a is in the prime ring. Thus the kernel of (74) is Wm(F) and 
we have the isomorphism 

(75) QWm{E)/0>Wm{F) ^ SWm(E)/Wm(F). 

Since the second of these groups is isomorphic to G, the first is also isomorphic 
to G. We shall show next that if Q is any subgroup of the additive group of 
the ring Wm(F) containing 0>Wm{F) and Q/^Wm(F) is finite, then Q = Q{Wm{E)) 
for an abelian p-extension E/F. For this we need 

L E M M A 2. Let p = (fi0,Pi, • • • , j 8 m _ i ) e Wm(F). Then there exist pv, 0 < 
ra — 1, in F such that E = F(po,p\,... , p m - i ) is finite dimensional separable over 
F and the vector p = (p 0 ,P i , • • • ,pm- 1) ofWm(E) satisfies 0>p = p . 

Proof. If ra = 1, we choose p in F so that pp-p = p . Then F[p) is separable, 
since the derivative (xp—x — P)' = — 1 and hence xp — x~P has distinct roots. 
Now suppose we have po,...,pm-i in F so that E' = F(p0,p1,...,pm-2) is 
separable over F and &{p§,p\,...,pm-
Consider the polynomial ring F ' [ x ] and the Witt ring Wm(E'[x~\). Let 
y = (p0,pu...,pm-2,x) in this ring and form 

^J> = (P0P, P1 P , • • • , Pm - 2, X*) ~ (p 0 , P1, • • . , Pm - 2, 

We have 0>y = (fi0, p u . . . , pm_2, / ( x ) ) , / ( x ) e F ' [ x ] , and since (fl0, fiu..., j 8 m - 2 , 
/ ( x ) ) + ( p 0 , p i , . . . , p m - 2 , x ) = (pop,Pip,...,pm-2,xp), it follows from (50) that 
x p = / ( x ) + x + y when y e F ' . T h u s / ( x ) = xp—x — y and if we choose p m _ ! e F 
so that f(pm-i) = 0, then the derivative argument shows that F ' ( p m - i ) is 
separable over E'. Hence F = F ( p 0 , p i , . . . , p m - i ) is separable over F. The 
formulas show that if p = (p 0 ,P i , • • • , p m - i ) , then &p = (p0,Pi,...,Pm-i\ • 

We can now prove 

T H E O R E M 8.31. Let g k subgroup of {Wm{F), + ) containing ^Wm(F) 
such that Q/^Wm(F) is finite. Then there exists an abelian p-extension E of F 
such that the exponent of the Galois group of E/F is pe, e < ra, and QWm(E) = Q. 

Proof. Let p { 1 \ p { 2 \ . . . , p{r) be elements of Q such that the cosets p{i) + 0>Wm(F) 
generate Q/^Wm(F). By Lemma 2, F contains a field F that is finite dimensional 
separable over F and is generated by elements pi/}, 1 ^ z ^ r, 0 ^ v ^ ra— 1 
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such that &(p0

i\-.-,pm

)-i) = (Poi\-..J$-1) in Wm{E). Let E' be the normal 
closure of E in F so E' is a finite dimensional Galois extension of F containing 
E. We form Wm{E') and let the Galois group G of E'/F act on W W (F) as before. 
If seG and p ( / ) - (po'V^Pm-i), then ^ p ( 0 = ^ gives ^(sp( 0) = Hence 
^(sp{i)-p{i)) = 0, so sp{i)-piV> is in the prime ring of Wm(E'). This implies that 
sE cz F, seG. It follows that E is Galois over F and hence E' = E.If s,teG, 
then sp ( i ) = p ( 0 + y( i ) , tp(i) = p{i)+ S{i) where y ( f ) , ^ e ^ m ( F ) . Hence t sp^ = 
p<o + y<i) + (5<*) = 5 t p (0 5 w h i c h implies that G is abelian. Also skp{i) = p{i) + ky(i). 
Since Wm(E) is of characteristic pm, this implies that spm = 1 hence G has order 
p9 and exponent pe with e ^m. Let be the character of G defined by p ( i ) : 
Xt(s) = sp{l) — p(l). Then it is clear that xt{s) = 1 , 1 ^ z ^ r, implies that s = 1. 
It follows that the Xi generate G. Hence, if p is any element of Wm(E) such that 
^ p e Wm{F\ then Z p - T h i s i m P l i e s t h a t P = I > P ( 0 + ft P^m(F), m£ 

integers. Then ^(p) = Yjmip{i)-\-^(p)eQ. Since p is any element of SWm(E), 
this shows that <2(I^m(F)) c g . The converse is clear so the proof is complete. • 

The results we have obtained are analogous to the main results on Kummer 
extensions. They establish a 1-1 correspondence between the abelian p-
extensions whose Galois groups have exponent pe, e ^ m, with the subgroups 
Q of (Wm(F% -f) containing ^Wm(F) as subgroup of finite index. 

We shall now consider the special case of cyclic p-extensions. We observe 
first that the original Artin-Schreier theorem is an immediate consequence of 
the general theory: Any p-dimensional cyclic extension of F has the form 
F(p) where &p = pp—p = {SeF and /? is an element such that there exists 
no oceF satisfying = p. We shall now prove a result that if such an extension 
exists, then there exist cyclic extensions of F of any dimension pm, m ^ 1. For 
this purpose we require 

L E M M A 3. 1/0 = OSo, jSi pm- i)e Wm(F), then fl"1Pe^Wm(F) if and only 
ifPoe^F. 

Proof. We note first that by iteration of the formula (66) we obtain pm~ xfi = 
( 0 , . . . , 0 , ^ " _ 1 ) . Next we write 

(0 , . . . , 0, pQ) - ( 0 , . . . , 0, j 8 f ' ) = [ (0 , . . . , 0, jB0) - (0 , . . . , 0, Pl)] 

+ [ ( 0 , . . . , 0 , ^ ) - ( 0 , . . . , 0 , ^ 2 ) ] + ---

+ [(o,...,o,^"-2)-(o,...,o,^'-1)]. 

Evidently the right-hand side is contained in £PWm(F). Hence pm~1p = 
(0 , . . . , 0, /?£""') e SPWm{F) if and only if (0 , . . . , 0, /?<>) e &WJF). Suppose that this 
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is the case, say, (0 , . . . , 0,/?0) = P% — oc for a = (a 0 , OLU . . a m _ i ) s ^ ( F ) . Applying 
R to this relation gives PRoc — Ra = 0 where Ra = ( a 0 , . . . , a m _ 2 ) . Hence if y = 
( a 0 , a i , . . . , a m - 2 , 0 ) , then Py = y and if 8 = a — y, then P<5 —<5 = (0 5 . . . ,0 , /? 0 ) . 
Moreover, since R(5 = Pa—Py = 0, 5 = ( 0 , . . . , 0, <5W_ j). Then the formula (50) 
applied to PS = <5 + (0 , . . . ,0 , /? 0 ) implies that ^ < 5 m _ ! = so poe0>F. Con­
versely, if this condition holds, then 0>b = (0 , . . . , 0,p0) for 5 = (0 , . . . , 0, <5m_x) 
and hence p ^ ^ e 0>Wm(F). • 

We can now prove 

T H E O R E M 8.32. Let F be a field of characteristic p 0. Then there exist 
cyclic extensions of pm dimensions, m ^ 1, over F if and only if there exist such 
extensions of p dimensions. The condition for this is &F ^ F. 

Proof. We have seen that there exists a cyclic extension of p dimensions over 
F if and only if F ^ 0>F. Suppose that this conditions holds and choose fi0 e F, 
Po$0>F. Let p = (p0,pu...,pm-i) where the ph i > 0, are any elements of F. 
By Lemma 3, pm-1p$0>Wm(F). This implies that the subgroup Q of (Wm(F), +) 
generated by P and ^Wm{F) has the property that Q/&Wm(F) is cyclic of order 
pm. By Theorem 8.31, Q = QWm(E) for an abelian p-extension E/F. Moreover, 
we have seen that the Galois group G of E/F is isomorphic to Q/SPWm(F). 
Hence this is cyclic of order pm and E/F is cyclic of pm dimensions. • 

EXERCISE 

1. Show that if j8e Wm{F) satisfies fl~1Pe^Wm(F), then there exists a yeWm(F) such 
that py = P(^Wm(F)). Use this to prove that any cyclic extension of p m _ 1 dimen­
sions over F can be embedded in a cyclic extension of pm dimensions over F. 

8.1 2 T R A N S C E N D E N C Y BASES 

A finite subset {al9..., an}, n ^ 1, of an extension field E / F is called algebraically 
dependent over F if the homomorphism 

(76) f{xu...,xn) ~> f(au...,an) 

of the polynomial algebra F [ x i , . . . , x n ] , xt indeterminates, into E has a non­
zero kernel. In other words, there exists a non-zero polynomial f(x1,...9xn) 
such t h a t / ( a i , . . . , = 0. Evidently if {a1}Om}, 1 <m ^ n, is algebraically 
dependent, then so is {al9...,an}. We shall now say that an arbitrary non-
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vacuous subset of F is algebraically dependent over F if some finite subset 
has this property. We have the following criterion. 

T H E O R E M 8.33. A non-vacuous subset S of an extension field E/F is alge­
braically dependent over F if and only if there exists an aeS that is algebraic 
over F(S—{a}). 

Proof If T is a subset of E and a is algebraic over F(T), then a is algebraic 
over F(U) for some finite subset U of T. It follows that it suffices to prove the 
theorem for S finite, say, S = {al9..., an). Suppose first that S is algebraically 
dependent. We shall prove by induction on n that there exists an a\ such that 
at is algebraic over F(S/)9 St = S — {at}. This is clear from the definitions if 
n = 1, so we assume that n > 1. We may assume also that {al9...9an-1} is 
algebraically independent ( = not algebraically dependent). Then we have a 
polynomial / ( x i , . . . , x „ ) ^ 0 such that / ( a l 9 . . . , a n ) = 0. Write f(x1,...,xn) = 
fo(xl9..., xn-i)xn

m+/i(xi,..., x^- i)xm~1 + • • • + / m ( x i , . . . , x w _ i) with f0(xu..., 
x n - i ) ^ 0 . Then f0{au...9an-1) ^ 0, so #(x) = f0(al9...,an-i)xn

m + fi(al9..., 
< 3 n - i W - 1 + " ' +/m(^i ,--- 5 ^n-i)is non-zero polynomial in F(al9...,an-1)[x] 
such that g(<2„) = 0. Hence an is algebraic over F(a±,..., an~ i). 

Conversely, suppose one of the ^ is algebraic over St = .S— {a*}. We may 
assume that i = n. Then we have elements bl9...9bmeF(al9...,an-1) such that 
g(a„) = 0 for g(x) = xm + b1xm'1 + • • • +bmeF(al9..., <z„-i)[x]. There exist 
polynomials / 0 ( x i , . . . , xn _! ) , / x ( x i , . . . , xn _ x),... 9fm( X\9. . . , Xn-i) E 
x n _ i ] w i t h / o ( a i , . . . , f l n _ i ) ^ 0 such that bi=fi{al9...9an-1)f0(al9...9an-1) 1. 
Then if we put 

/ ( x i , . . . , x „ ) = / 0 ( ^ i ? - . - ? ^ - i ) ^ m + / i ( ^ i ? - - . , ^ - i ) x m - 1 + ••• + / m ( x 1 , . . . , x „ _ 1 ) 

we shall have f(xl9..., x„) ^ 0 and f(al9..., an) = 0. Thus S is algebraically 
dependent over F. • 

We shall now introduce a correspondence from the set E to the set &(E) of 
subsets of E9 which will turn out to be a dependence relation on E in the sense 
defined on pp. 122-123. This is given in 

D E F I N I T I O N 8.1. An element a of E is called algebraically dependent over 
F on the subset S (which may be vacuous) if a is algebraic over F(S). In this case 
we write a<, S. 

Using this definition, Theorem 8.33 states that a non-vacuous subset S is 
algebraically dependent over F if and only if there exists an a e S that is alge-
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braically dependent over F on S— {a}. We shall now show that the corres­
pondence •< between elements of E and subsets of E satisfies the axioms for 
a dependence relation, that is, we have 

T H E O R E M 8.34 The correspondence < of E to 0>(E) given in Definition 8.1 
is a dependence relation. 

Proof. The axioms we have to verify are the following: (i) If as S, then a < S. 
(ii) If a < S, then a < U for some finite subset U of S. (iii) If a < S and every 
beS satisfies b<T, then a< T. (iv) If a<S and a< S—{b} for some b in S, 
then b < (S— {b}) u {a}. Axiom (i) is clear and (ii) was noted in the proof of 
Theorem 8.33. To prove (iii) let A be the subfield of E of elements algebraic 
over F{T). Then S cz A and if a < S, then a is algebraic over A. Hence aeA, 
which means that a < T. To prove (iv) let a < S, a < S - {b} where beS. Put 
K = F(T) where T = S — {b}. Then a is transcendental over K and algebraic 
over KQ)). Hence, by Theorem 8.33, {a, b) is algebraically dependent over K, 
so there exists a polynomial / ( x , y) ^ 0 in indeterminates x, y with coefficients 
in K such that / ( a , b) = 0. We can write f(x,y) = a0(x)ym + a1{x)ym~1 + • • • + 
Ornix) with ai(x)eK[x\ and a0(x) / 0. Then a0(a) # 0, so f(a,y) ^ 0 in K[y], 
a n d / ( a , f r ) = 0 shows that b is algebraic over X(a) = F(T u {a}). Hence 
b •< T u {a} as required. • 

We can now apply the results that we derived on dependence relations to 
algebraic dependence. The concept of a base becomes that of a transcendency 
base, which we define in 

D E F I N I T I O N 8.2. If E is an extension field of F, a subset B of E is called a 
transcendency base of F over F if(l) B is algebraically independent, and (2) every 
aeE is algebraically dependent on B. 

The two results we proved in the general case now give 

T H E O R E M 8.35. F / F has a transcendency base and any two such bases have 
the same cardinality. 

It should be remarked that B may be vacuous. This is the case if and only if 
F is algebraic over F. The cardinality \B\ is called the transcendency degree 
(tr deg) of F /F . A field F is called purely transcendental over F if it has a 
transcendency base B such that F = F(B). 
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EXERCISES 

1. Let E => K ZD F. Show that tr deg E/F = tr deg E/K + tr deg K/F. 

2. Show that if char F ^ 3 and E = F(a, b) where a is transcendental over F and 
a3 + b 3 = 1, then E is not purely transcendental over F. 

3. Let C be the field of complex numbers, Q the rationals. Show that tr deg C = | C | . 
Show that if B is a transcendency base of C / Q , then any bijective map of B onto 
itself can be extended to an automorphism of C / Q . Hence conclude that there are 
as many automorphisms of C / Q as bijective maps of C onto C . 

4. Show that any subfield of a finitely generated E/F is finitely generated. 

5. Let E = F(x l 5 . . . ,x m ) where the xt are algebraically independent. Call a rational 
expression/ = gh'1 homogeneous of degree ra (eZ) if g is a homogeneous poly­
nomial of degree r, h is a homogeneous polynomial of degree s, and r — s = ra. 
Show that the set E 0 of homogeneous rational expressions of degree 0 is a subfield 
of E that is purely transcendental of transcendency degree ra — 1 over F. Show 
that E is a simple transcendental extension of E0. 

8.13 T R A N S C E N D E N C Y BASES FOR D O M A I N S . A F F I N E A L G E B R A S 

Let D be a commutative domain that is an algebra over a field F , E, the field 
of fractions of D, so F cz D cz E. Evidently, since F(D) is a subfield of E con­
taining D, F(D) = E and hence D contains a transcendency base for E / F (see 
the comment (ii) on bases on p. 124). We call tr deg F / F the transcendency degree 
of D/F. This is an important concept for studying homomorphisms of domains 
that are algebras over the same field F. For, we have the following 

T H E O R E M 8.36. (i) Let D/F and D'/F be domains and suppose there exists 
a surjective homomorphism n of D/F onto D'/F. Then tr deg D/F > tr deg D'/F. 
(ii) Moreover, if tr deg D/F = tr deg D'/F = m < co then rj is an isomorphism. 

Proof (i) Let B' be a transcendency base for D'/F. For each x! e B' choose an 
xeD such that rjx = x'. Then C = [x] is an algebraically independent subset 
of D. Hence, C can be augmented to a base B for E/F, E the field of fractions 
of D (see comment (i) on p. 124). Hence 

t rdegZ)/F = \B\ > \C\ = \B'\ = t r d e g D ' / F 

(ii) Now let B' = { x i , . . . , x'm), C = ( x l 3 . . . , x m } where nxt = x't. Since C is an 
algebraically independent set of cardinality tr deg E/F, B = C is a transcendency 
base for D/F. Let a be a non-zero element of D. Then a is algebraic over 
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F(xl9xm). Let m{X) = Xn — uxXn 1 + • • • + an9 ateF(xl9...,xJ be the mini­
mum polynomial of a over F ( x 1 ? . . . , x m ) . Since a # 0, a„ ^ 0. We can write af = 
^ • ( x 1 , . . . , x J ^ o ( x 1 , . . . , : x J - 1 where ^ ( x 1 ? . . . )eF[xx,...,xm~]. 
Then we have 

tf0(x1,...,xm)a'J + g1(xl9...,xja"-1 + ••• + gn{xl9.. .9xm) = 0 

and hence 

( 7 7 ) g0(x'l9..., x^)(?/fl)n + • • • + #„(x ' l 5 . . . , x'm) = 0 . 

Since aw # 0 , # n ( x l 5 . . . 5 x m ) 7^ 0 and since the x- are algebraically independent 
gn{x'l9..., x'm) = 0. Then by (77) , na ^ 0 . Thus a # 0 => rja ^ 0 and 77 is an 
isomorphism. • 

We prove next the important 

N O E T H E R N O R M A L I Z A T I O N T H E O R E M . Let D be a domain which is 
finitely generated over a field F9 say, D = F\ul9...,um]. Let trdegD = r < ra. 
Then there exists a transcendency base {vt} such that D is integral over 
F[ul9...9ur~\. 

Proof. The result is trivial if ra = r so suppose m > r. Then the ut are algebra­
ically dependent. Hence there exists a non-zero polynomial 

f(xl9..., xm) = X a7 1 jv̂ i1 • • • xir 

in indeterminates x£ with coefficients in F such that f(ui9..., um) = 0. Let X be the 
set of monomials x { x . . . x ^ occurring in / (with non-zero coefficients). With each 
such monomial x ^ . . . x ^ we associate the polynomial j \ -f j2t + • • • + ; m t m ~ 1 e 
Z [ t ] , £ an indeterminate. The polynomials obtained in this way from the mo­
nomials in X are distinct. Since a polynomial of degree n in one indeterminate 
with coefficients in a field has at most n zeros in the field, it follows that there 
exists an integer d ^ 0 such that the integers j \ + j2d + • • • + 7 M ^ M _ 1 obtained 
from the monomials in X are distinct. Now consider the polynomial 
f(xl9 x\ -f y2,..., xf"'1 + ym) where yl9..., ym are indeterminates. We have 

f(xl9 x{ + y 2 , . . . , x f - 1 + y j = X ... jmx»(rt + j ; 2 y 2 . . . ( x f " 1 + y J J m 

= I ^ . . . j^i1 +j2d+-''+J-dm_1 + 9{xl9 y2,..., ym) 

where the degree of g in x± is less than that of X a j 1 . . . j m x J i 1 + " / 2 d + + J m d m • 
Hence for a suitable / Je i 7 * , fSf(xl9x\ + y29...9xd™~1 + _yj is monic as a poly­
nomial in x t with coefficients in F[y2,ym~\. If we put wt = — \ 2 < z < 
ra we have pf(ul9u{ + w 2 , . . . , ud™~1 + wm) = 0 which implies that ux is integral 
over D' = F [ w 2 , . . . , w m ] . By induction on the number of generators, D' has a 
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transcendency base {vt} such that D' is integral over F[vu..., vr~\. Then D is 
integral over F [ u l 5 . . . , i ; r ] by the transitivity of integral dependence. • 

A commutative algebra that is finitely generated over a field is called an affine 
algebra. Such an algebra is Noetherian (Corollary to the Hilbert basis theorem, 
p. 421). We recall that the Krull dimension of a Noetherian ring is defined to 
be Sup S for chains of prime ideals P 0 =2 Px =2 • • • =2 Ps in R. We are now in a 
position to prove the following theorem on dimension of an affine domain. 

T H E O R E M 8.37. Let D be an affine domain of transcendency degree r over F. 
Then the Krull dimension dim D ^ r and dim D = r if F is algebraically closed. 

Proof. By Noether's normalization theorem we may write D =F[t/1?..., ur, 
ur+u.*., um~\ where the uv 1 ^ / r , constitute a transcendency base and the re­
maining Uj are integral over F[uli...,ur~]. Then F[u1,...,ur] is factorial and hence 
is integrally closed in its field of fractions. Under these circumstances we can 
apply the "going-down" Theorem 7.1 to show that d imD = - d i m F [ M 1 , . . . , « „ ] . 

First, let p 0 =2 pt =2 • • • =2 ps be a strictly descending chain of prime ideals in 
F\uu..., w j . By the lying-over Theorem 7.5, there exists a prime ideal F 0 in D 
such that Fq = F 0 n F [ w 1 ? . . . , w j = p0. By Theorem 7.6, there exists a prime 
ideal Px in D such that P\ = px and P0ZD Pv Then F 0 =2 P ^ Then by induc­
tion we obtain a chain of prime ideals P0 ^P± =2 P s such that P £ n 
F [ w l 5 . . . , ur~\ = pi9 0 ^ i ^ s. This implies that dim D ^ dim F [ w l 5 . . . , uJ. Next 
let P0 =2 P i =2 • • • =2 P s for prime ideals P £ in D. Then, by Corollary 2 to Prop­
osition 7.17 (p. 410), p0 ^ px =2 • • • =2 p s , p f = P i is a properly descending chain 
of prime ideals in F [ w l 3 . . . , uY~\. It follows that dim F[uu..., ur~] ^ dim D. Hence 
dim D = dim F [ w 1 ? . . . , uJ. Now we have the chain of prime ideals 

(UU . . . , Ur) ^ ( W l 5 . . . , W r _ J ^ ' • • ^ (Mj) (0) 

in F ^ ! , . . . , ^ ] . Hence d imD = d i m F [ u l 5 . . . , w r ] ^ r = t r d e g D / F . On the 
other hand, we have shown earlier (p. 453) that if F is algebraically closed 
then d i m F [ w l 5 f o r algebraically independent ut is r. This concludes 
the proof. • 

EXERCISE 

1. Use the Noether normalization theorem to prove the Corollary to Theorem 7.15 
(p. 426). {Sketch of proof. Let M be a maximal ideal in *'\_x±,... ,x„], xt inde-
terminates, F algebraically closed. Then F [ x l 5 . . . ,x,J/M is a field that is an affine 
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algebra F\_xu...,xM], xf = xt + M. By the Noether normalization theorem and 
Proposition 7.17, tr degF[x 1 ? . . . , x J / M = 0. Since F is algebraically closed, 
Flxl,...,xH]/M = F. Then xt = ateF, 1 < i : < n, and M = ^ - a l 5 . . . , x n - a„)}. 

8.14 L U R O T H ' S T H E O R E M 

The purely transcendental extension fields E/F, especially those having a 
finite transcendency degree, appear to be the simplest type of extension fields. 
It is clear that such a field is isomorphic to the field of fractions P ( x i , . . . , xn) of 
the polynomial ring P [ x 1 ? . . . , x n ] in indeterminates X i , . . . , x n . Even though 
these fields look quite innocent, as noted in BAI (p. 270), there are difficult 
and unsolved problems particularly on the nature of the subfields of 
F(xu• • -,xn)/F. A problem of the type mentioned in BAI, which, as far as we 
know remains unsolved (although it was stated as an exercise in the first 
edition of the author's Lectures in Abstract Algebra vol. I l l (1964), p. 160), is 
the following: Let the alternating group An operate on F(xi,...\xn) by auto­
morphisms of this field over F so that nxt = x^, 1 ^ i ^ n, for n e An and 
let Inv A„ be the subfield of fixed points under this action. Is Inv An purely 
transcendental over Fl 

The one case where the situation is quite simple is that in which E has 
transcendency degree one. We consider this case. 

Let E — F(t), t transcendental, and let ueE,$F. We can write u = f^gif)"1 

where f(t), g(t)eF\_t~\ and (f{t\g(t))= 1. If n is the larger of the degrees of 
f(t) and g(t), then we can write 

f(t) = a0 + a1t+ ••• +antn 

g(t) = b0 + b1t+ ••• +bntn, 

at, bteF, and either an or bn =£ 0. We ha.vef(t) — ug(t) = 0, so 

(78) {an-ubn)tn + {an-1-ubn-1)f~1 + ••• +(a0-ub0) = 0 

and an — ubn # 0 since either an # 0 or bn # 0 and u$F. Thus (78) shows that 
t is algebraic over F{u) and \F(t): F(u)~] < n. We shall now prove the following 
more precise result. 

T H E O R E M 8.38. Let E = F{t), t transcendental over F, and let ueF(t), $F. 
Write u = / ( t ) ^ W _ 1 where (f(t),g(t)) = 1, and let n = max (deg f(t), deg g{t)). 
Then u is transcendental over F, t is algebraic over F(u), and \F(t): F(uj] = n. 
Moreover, the minimum polynomial of t over F(u) is a multiple in F(u) of 
f(x,u) = f(x)-ug{x). 
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Proof. Put f(x,y) = f(x) — yg(x)eF[x,y], x,y indeterminates. This poly­
nomial in x and y is of first degree in y and it has no factor h(x) of positive 
degree since (f(x\g(x))= 1. Hence it is irreducible in F [x , j ; ] . Now t is 
algebraic over F(u) so if u were algebraic over F, then t would be algebraic over 
F, contrary to the hypothesis. Hence u is transcendental over F. Then 
F [ x , u ] = F[x,y] under the isomorphism over F fixing x and mapping u into 
y and hencef{x,u) is irreducible in F[x ,u] . It follows t h a t / ( x , u ) is irreducible 
in F{u)[x] (BAI, p. 153). Since f(t,u) = f(t)-ug(t) = 0, it follows that f(x,u) 
is a multiple in F(u) of the minimum polynomial of t over F(u). Hence 
[F(t):F(uj] is the degree in x of f(x,u). This degree is n, so the proof is 
complete. • 

A first consequence of this theorem is that it enables us to determine the 
elements u that generate F(t). These have the form u = fitfgit)'1 where / ( t ) 
and g{f) have degree 1 or 0, (f(t),g(t)) = 1, and eitherf(i) or g{t)$F. Then 

where a, b,c,de F, either a # 0 or c / 0, and at + and cf + J have no 
common factor of positive degree. It is easily seen that this set of conditions 
is equivalent to the single condition 

Now if F(u) = F(t), then we have a uniquely determined automorphism of 
F(t)/F such that t^u and every automorphism is obtained in this way. 

The condition (80) holds for the matrix 

if and only if A is invertible. Now consider the linear group GL2(F) of these 
matrices (BAI, p. 375). Any matrix A e GL2(F) as in (81) determines a generator 
u = (at + b)/(ct + d) of F(t) and hence determines the automorphism rj(A) of 
F(t)/F such that 

(80) ad — bc^ 0. 

(81) 

(82) 

If 
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e GL2(F), then 

( 8 3 ) n(A)n(Af)t = 
{a'a + b'c)t + (a'b + b'd) 

(da + d'c)t + {db+-d,d) 

= n(A'A)t 

Since any automorphism of F(t)/F sends t into a generator, rj is surjective. 
Hence by (83), n is an anti-homomorphism of GL2(F) onto Gal F(t)/F. The 
kernel consists of the matrices A as in (81) such that •(at + b){ctJt d)~x = t or 
at + fc = ct2 + dt. This gives c = £> = 0 and a = d. Hence the kernel is the set of 
scalar matrices al, a^O. The factor group GL2(F)/F*1 is called a projective 
linear group and is denoted as PGL2(F). Hence Gal F(t)/F is anti-isomorphic 
to PGL2(F) and since any group is anti-isomorphic to itself (under g ^>g~1\ 
we also have Gal F(t)/F ^ PGL2(F). 

One can determine all of the subfields of E/F for E = F(t), t transcendental: 
These have the form F(u) for some u. This important result is called 

L U R O T H ' S T H E O R E M . IfE = F(t), t transcendental over F, then any 
subfield K of E/F, K ^ F, has the form F(u), u transcendental over F. 

Proof Let veK, £F. Then we have seen that t is algebraic over F(v). Hence 
t is algebraic over K. Let f(x) = xn + k1xn~1 + • • • +fc„ be the minimum 
polynomial of t over K, so the kteK and n = [_F{t)\ K]. Since t is not algebraic 
over F, some kj^F. We shall show that K = F(u), u = kj. We can write 
u = gtyhtt)'1 where g(t\ h{t)eF\t], (g(t\ h(t)) = 1, and m = max (deg h, 
deg g) > 0. Then, as we showed in Theorem 8.38, [E: F(u)~] = m. Since K ZD F(U) 
and [E\K] = n, we evidently have m ^n and equality holds if and only if 
K = F(w). Now t is a root of the polynomial g(x) — uh(x)eK[x]. Hence we 
have a q(x)eK[x] such that . 

The coefficient kt o f / (x) is in F(t), so there exists a non-zero polynomial c0(t) 
of least degree such that c0(t)ki = Ci{t)eF[t] for 1 ^ i ^ n. Then c0(t)f(x) = 
f(x,t) = c0(t)xl lH-Ci(t)x"~-'1-l- ••• + c n ( t ) e F [ x , t ] , a n d / ( x , 0 is primitive as a 
polynomial in x, that is, the ci(t) are relatively prime. The x-degree o f / (x , t ) 
is n and since kj = g(t)h(t)~l with (g(t%h(t))= 1, the ^-degree of f(x,t) is 
^ m . Now replace u in (84) by gfyhQ)^1 and the coefficients of g(x) by their 
expressions in t. Then (84) shows that / ( x , 0 divides g(x)h(t) — g(t)h(x) in 
F (0 [x ] . S i n c e / ( x , 0 and g(x)h(t) — g(t)h(x)eF[x, t] a n d / ( x , t ) is primitive as 
a polynomial in x, it follows that there exists a polynomial q(x, i)eF[x, t] 

(84) g(x)-uh(x) = q(x)f(x). 
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such that 

(85) g(x)h(t)-cj(t)h(x) = f(x, t)q{x, t). 

Since the ^-degree of the left-hand side is and that o f / ( x , t) is ^ m , it 
follows that this degree is m and q(x,t) = q(x)eF[x~]. Then the right-hand 
side is primitive as a polynomial in x and so is the left-hand side. By symmetry 
the left-hand side is primitive as a polynomial in t also. Hence q(x) = qeF. 
Then/ (x ,£ ) has the same x-degree and ^-degree so m = n, which implies that 
K = F(u). • 

We shall now indicate some of the results that are presently known on sub-
fields of purely transcendental extensions of transcendency degree greater than 
one. We use the algebraic geometric terminology in which a purely transcen­
dental extension E/F is called a rational extension and a subfield of such an 
E/F is called unirational. In BAI (p. 270) we have noted some results and given 
some references on unirational fields of the form Inv G where G is a finite group 
of automorphisms of a field F ( x 1 ? . . . , xn)/F where the xt are indeterminates that 
are permuted by G. Further results on the rationality and non-rationality of 
fields of the form Inv G are given in a survey article by D. J. Saltman, "Groups 
acting on fields: Noether 's problem" in Contemporary Mathematics vol. 43, 
1985, pp. 267-277. 

An old result on subfields of rational extensions of transcendency degree two 
is the theorem of Castelnuovo-Zariski: if F is algebraically closed of characteristic 
0 then any subfield L of a rational extension F ( x 1 ? x 2 ) such that F ( x l 5 x 2 ) is 
affine over L is rational. The result does not always hold for characteristic p ^ 0. 
(See R. Hartshorne's Algebraic Geometry, Springer-Verlag, New York, 1977, 
p. 422.) 

Examples of non-rational subfields of rational extensions of transcendency 
degree 3 over C are given in the following papers: 

1. M. Artin and D. Mumford, "Some elementary examples of unirational 
varieties that are not rational," Proc. London Math. Soc. vol. 25, 3rd 
ser. (1972), pp. 75-95. 

2. G. H. Clemens and P. A. Griffiths, "The intermediate jacobian of the 
cubic threefold," Annals of Math. (2) vol. 95 (1972), pp. 281-356. 

3. V. A. Iskovkikh and J. Manin, "Three dimensional quartics and coun­
terexamples to the Luroth problem," Math. Sbornik, vol. 86 (1971), 
pp. 140-166. 

A. Beauville, J. L. Colliot-Thelene, J. J. Sansuc, and Sir P. Swinnerton-Dyer 
in "Varietes stablement rationelles non rationelle," Annals of Math. (2) vol. 121, 
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pp. 283-318 have given an example of an extension K/C of transcendency de­
gree three such that a purely transcendental extension of transcendency degree 
three over K is purely transcendental of transcendency degree six over C but 
K is not rational over C. 

EXERCISES 

1. Let Fq be a field of q elements and let K be the subfield of fixed elements of Fq(t), 
t transcendental, under Gal Fq(t)/Fq. Determine an element u such that K = Fq(u). 

2. Let E = F[t9v] where t is transcendental over F and v2 + t2 = 1. Show that E is 
purely transcendental over F. 

The following two exercises sketch proofs due to Mo waffag Hajja (to appear in Alge­
bras, Groups, and Geometries) that Invv43 and Inv^44 are rational. This improves results 
of Burnside published in Messenger of Mathematics, vol. 3 7 ( 1 9 0 8 ) , p. 1 6 5 . We mention 
also that it has been proved recently by Takashi Maeda (to appear in the J. of Algebra) 
that IwA5 for the base field Q is rational. The situation for InvAn with n > 5 is still 
unsettled. 

3 . Show that Invv43 in K = F(x1,x2,x3) is rational. 
(Sketch of Proof: We distinguish three cases: 

i. F contains a primitive cube root of 1, which implies charF # 3 . 
ii. chari 7 # 3 but JF contains no primitive cube root of 1. 

iii. charE = 3 . 
In all cases A3 is the group of automorphisms of K/F generated by the auto­
morphism a such that x x ^ x 2 , x 2 ^ x 3 , x 3 ^>xt. Also GalK/ Inv^ 3 = A3 and 
[K.IwAz] = \A3\ = 3 . In case i we put Xj = x x + wjx2 + w2jx3 where w3 = 1, 
w # 1. Then aXj = w~jXj and K = F(Xl9X2,X3). Now put Y1 = X\/X2, Y2 = 
X\/Xx, Y3 = X3. Then crYj = Ys so F(Yi9 Y2, Y3) cz IwA3. On the other hand, 
X{ = Y\Y2 and K = F(X1,X2,X3) = F(Yl9 Y2, Y3,X1). Hence [K:F(Yl9 Y2, Y3)] < 
3. Then Inv A3 = F(Yl9 Y29 Y3). In case ii we adjoin a primitive cube root of 
unity w to K to obtain K' = K(w) = F'(xl9x2,x3) for F' = F(w). We have w2 + 
w + 1 = 0, (w, w2) is a base for K'/K and for F'/F and we have an automorphism 
T of K'/K such that w ^>w2. As in case i, we define Xj = x x + wjx2 + w2jx3, 
j = 1 , 2 , 3 , ^ = X\/X29 Y2 = X2/Xl9 Y3 = X3 = x1 + x2 + x 3 . Then I n v ^ 3 = 
F'(Yl9 Y2, Y3). We have - Y2, T 7 2 = Yl9 %Y3 = Y3eK. Hence if Yt = wZx + 
w 2 Z 2 where Z , eK then 7 2 = w2Z1 + wZ 2 and oY2 = Y2 implies aZ{ = Zt and 
Inv A3 = F(Zl9Z2,X3). In case iii we let A = a - 1 and Vj = A J x 1 ? j = 0 , 1 , 2 . 

Then K = F(l/ 0, C72) and al/ 0 = l/ 0 + ^ i, uVx = U± + V2, oV2 = V2. 
Let V = V0V2 + V\- Then K = F(V9 Vl9 V2), aV = V, aV, = V^V2 

and oV2 = V2. Hence o(V\ - V^2) = U\- VtV2

2 and I n v ^ 3 ^ F(V, V2, V\ -
UtUl). Since [K:F(U9 V2,V\- V^D] O it follows that Inv,43 = 
F(V, V2, V\ - UJJl). (Cf. exercise 1, p. 2 7 1 of BAI.)) 
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4. Show that Invv44 in K = F(xx 5X25X35X4) is rational. 
(Sketch of Proof: It is clear that A4 is generated by the automorphisms a, a 

of K/F such that ax1 = x2, olx2 = xlt ocx3 = x 4 , ax 4 = x 3 ; pxt = x 3 , /?x3 == x 1 ? 

fix2 = x 4 , jSx4 = x 2 , crxj = x 2 , ox2 = x 3 , <rx3 = x l 5 crx4 = x 4 . If char F ^ 2 we 
define 

s = =
 -f" x 2 ~f" x 3 "4~ x 4 

z^ — x^ ~f~ x 2 x 3 x 4 

z 2

 =
 X j x 2 ~F x 3 x 4 

Z 3 — X j x 2 x 3 H- x 4 . 

Then K = F(s, z l 5 z 2 , z3). The action of a, ft, a on (s, z l 5 z2, z3) is given by the follow­
ing table 

Put Yx = zlZs/z2, Y2 = oYx = z2z3/Zi, 73 = a2Yx = z ^ / z , . Then F(s, 71 ? 72, 73) c 
InvH where H = <a,£>. Since z\ = z\ = 7 2 7 3 , F(s, 71 ? 72, 7 3 , z 1 ? z 2 ) = 
and = 4, it follows as before that InvH = F(s, 71 ? Y2, 73). Since = sx and 
0-7! = 72, cr72 = 73, cr73 = 7 l 5 the result of exercise 3 shows that Inv <cr> in 
F(s, 7 l 5 72, 73) is rational over F(s). It follows that Inv^44 in K is rational over F. 
Now suppose charP = 2. Put x = x l 5 y = x x + x 3 , z = x x + x 2 , s = x x + x 2 + 
x 3 4- x 4 , X = xs + yz = x x x 4 + x 2 x 3 . Then K = P(x, y, z, 5) = F(X, y, z, s) and 

.. aX = X, ocy = y + s, az = z, as = 5, /?X = X, fly = y, (3z = z -\- s, ps = s. It fol­
lows that I n v F in X = F(X, s,y(y + s),z(z + 5)). Then InvH = F(X,s,y{y + 5), 
z(z + s)). If we put Xx = X = xxx4 + x 4 x l 5 X2 = oX = x 2 x 4 + x 3 x l 5 X3 = 
a2X = x 3 x 4 + X i X 2 , then y(y + s) = (xj + x 3 )(x 2 + x4) = X±+ X3, z{z + s) = 
(x1 4- x 2 )(x 3 + x4) = X2 + X x . Hence. Inv if = F(X1,X2,X3,s). Then the ra­
tionality of InvA 4 follows from exercise 3 since as = s, oXx = X2, oX2 = X3, 
oX3 = X^) 

8.15 S E P A R A B I L I T Y FOR A R B I T R A R Y EXTENSION FIELDS 

In this section we shall introduce a concept of separability for arbitrary 
extension fields that generalizes this notion for algebraic extensions. This is 
based on the concept of linear disjointness, which we now define. 

D E F I N I T I O N 8.3. Let E be an extension field of F, A, and B subalgebras of 
E/F. Then A and B are said to be linearly disjoint over F if the canonical 
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homomorphism of A ®FB into E sending a®b into ab, aeA, beB, is a mono­
morphism. 

It is clear that if A and B satisfy this condition and A' and B' are subalgebras 
of A and B respectively, then A' and B' satisfy the condition. Let K and L be 
the subfields of E/F generated by A and B respectively. Then A and B are 
linearly disjoint over F if and only if K and L are linearly disjoint over F. To 
prove this it suffices to show that if /c i , . . . , /c w are E-linearly independent 
elements of K and li,...Jn are E-linearly independent elements of L, then the 
elements kjj, 1 ^ i ^ m, 1 ^ n, are linearly independent over F. This follows 
from the linear disjointness over F of A and B by writing kt = aioT1, at,aeA, 
1 < i < m, = bjb'1, bj,beB, 1 ^ w. Conversely, the linear disjointness of 
K and L over F implies that of A and B. 

The following result permits establishment of linear disjointness in stages. 

L E M M A 1. Let Ex and E2 be subfields of E/F, Kt a subfield of Ei/F. Then 
Ei and E2 are linearly disjoint over F if and only if the following two conditions 
hold: (1) Ki and E2 are linearly disjoint over F and (2) Ki(E2) and Ex are linearly 
disjoint over K\. 

F E2 

Proof. Assume the two conditions. Let (ua) be a base for E2/F. By (1) these 
elements are linearly independent over Ki and, since they are contained in 
K1(E2), they are linearly independent over F 1 ? by (2). Hence Ei and E2 are 
linearly disjoint over F. Conversely assume that Ei and E2 are linearly disjoint 
over F. Then (1) is clear since Ki c Let (ua) be a base for Ei/Ku (vp) SL 
base for Ki/F, (wy) a base for E2/F. Then (uavp) is a base for Ei/F and since 
Ei and E2 are linearly disjoint over F, the set of elements {uavpwy} is linearly 
independent. This implies that the only relations of the form J]^fu^ = ® with 
dt in the subalgebra KXE2 generated by Kx and E2 are the trivial ones in 
which every dt = 0. Since Ki(E2) is the set of elements cd'1, c, deKiE2, it 
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follows that (ua) is a set of elements that is linearly independent over 
K±(E2). Then (2) holds. • 

We now assume that the characteristic is p ^ 0 and we imbed E in its 
algebraic closure E. If e > 0, we denote the subset of E of elements a such that 
apeeF by Fp~e. This is a subfield and F cz Fpl cz Fp~2 cz • • •. Hence Fp~™ = 
Ue ^>! i ^ " 6 is a subfield. Since linear disjointness is a property of finite subsets, 
it is clear that Fp~" and E are linearly disjoint over F if and only if Fpe and E 
are linearly disjoint over F for every e. A result on separable algebraic exten­
sions that we proved before can now be reformulated as 

L E M M A 2. If E/F is separable algebraic, then E and Fpco are linearly dis.-
joint over F. 

Proof It suffices to show that if a1,...,am are F-independent elements of E, 
then these are linearly independent over Fp~e for every e. This is equivalent to 
the following: a{\..., cC are f-independent, which is a property of separable 
algebraic extensions proved on p. 489. Hence E and Fp~" are linearly disjoint 
over F. • 

We prove next 

L E M M A 3. IfE is purely transcendental over F, then E/F and Fpco are linearly 
disjoint over F. 

Proof It suffices to prove the result for E = F (x i , . . . , x„ ) where the xt are 
algebraically independent. Moreover, the result will follow in this case if we 
can show that J P [ x i , . . . , x n ] and Fpe are linearly disjoint over F for every 
e > 0. We have a base for F[xl9...,xn~\/F consisting of all of the monomials 
xi* • • • xJS«, kt ^ 0 . The map m ~> mpe for the set of monomials is injective onto 
a subset. Hence if (raa) is the base of monomials, then the set {mpe} is linearly 
independent over F. It follows that {ma} is linearly independent over Fpe and 
hence ^ [ x i , . . . , x„] and Fp~e are linearly disjoint over F. • 

An extension E/F is said to be separably generated over F if E has a tran­
scendency base B such that E is separable algebraic over F(B). In this -case B 
is called a separating transcendency base for E/F. The example of E inseparable 
algebraic over F shows that E/F may not be separably generated. The example 
of B = {xp} in F(x% x transcendental, shows that even if E is separably 
generated over F, not every transcendency base has the property that E is 
separable algebraic over F(B). 
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We can now prove our main result. 

T H E O R E M 8.39. Let E be an extension field of afield of characteristic p > 0. 
Then the following properties of E/F are equivalent: 

(1) Every finitely generated subfield of E/F is separably generated. 
(2) E and F p _ 0 ° are linearly disjoint over F. 
(3) E and Fp~l are linearly disjoint over F. 

Proof. (1) => (2). To prove this we suppose that E is separable algebraic over 
F(B), B a transcendency base of E/F. By Lemma 3, F p - C 0 and F(B) are linearly 
disjoint over F. By Lemma 2, E and F(B)pco are linearly disjoint over F(B). 
Since F(B)pco ZD Fpco(B) it follows that Fpco(B) and E are linearly disjoint over 
F(B). Then, by Lemma 1, E and FP~J~ are linearly disjoint over F. Since this 
is a property of finite subsets, the result proved shows that (1)<^>(2). 

(2) => (3) obviously. 
(3) ^ ( 1 ) . Assume that E and F p _ 1 are linearly disjoint over F and let K = 

F(au • • •, an) be a finitely generated subfield of E/F. We prove by induction on 
n that we can extract from the given set of generators a transcendency base 
ail,...,air (where r is 0 if all the at are algebraic over F) such that K is 
separable algebraic over F(aix,at). The result is clear if n = 0, so we assume 
n > 0. The result is clear also if au..., an are algebraically independent. Hence 
we assume that a±,..., ar, 0 < r < n, is a transcendency base for K/F. Then 
a\,..., ar-\- \ are algebraically dependent over F, so we can choose a polynomial 
/ ( x i , . . . , x r + i ) / 0 e F [ x i , . . . , x r + i ] of least degree such that f(au• • • ,a r +i) = 
0. T h e n / ( x i , . . . , x r + 1 ) is irreducible. We claim t h a t / d o e s not have the form 
g(x1

p,...,x?+1), geF[xu...,xr+1]. For g{xt

p,... ,xp

+1) = h(x1,...,xr+1)p in 
F p _ 1 [ x i , . . . , x,+ i ] a n d i f / ( x i , . . . , x r +1) = #(* i p , . . . . , x), then / t ^ , . . . , ar+1) = 

0. Let m/(xi 5 . . . , x r + 1 ) , 1 ^ /' ^ be the monomials occurring in h. Then the 
elements ra^x,..., ar+1) are linearly dependent over Fp~\ so by our hypothesis, 
these are linearly dependent over F. This gives a non-trivial polynomial 
relation in a 1 ? . . . , a r + 1 with coefficients in F of lower degree than / contrary 
to the choice off. We have therefore shown that for some i, 1 ^ i 
/ ( x i , . . . , xr+1) is not a polynomial in xt

p (and the other x's). Then at is algebraic 
over F(a1,...,ai,...,ar+1) where ^ denotes omission of at. It follows that 
{ a 1 } 1 } is a transcendency base for F(auan). Then F [ a i , . . . , 
cii-u ^ 5 ai+1, • . . , a r + 1 ] ^ F [ x i , . . . , x r + 1 ] in the obvious way and h e n c e / ( a i , . . . , 
^i-1?^? 1? • • • ? I ) is irreducible in F\_ai,.. .,ai~i,x, ai+i,.. .,ar+i ] . Then 
this polynomial is irreducible in F(au..., ah..., ar+1) [x] . Since at is a root of 
/(«!,...,a(-ux,ai+i,...,ar+1) and this is not a polynomial in x p , we see that 
a* is separable algebraic over F(a\, . . . , «£ , . . . , a r +1) and hence over L = F ( a i , . . . , 
Si , . . . , The induction hypothesis applies to L and gives us a subset 
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{ati,...,aif} of {au... ,au... ,an} that is a separating transcendency base for L 
over F. Since at is separable algebraic over L, it follows that at is separable 
algebraic over F(ati,at). Hence {ati,..., a j is a separating transcendency 
base for F(auan). • 

We remark that the result is applicable in particular to an algebraic exten­
sion E/F. In this case it states that if £ and Fp~l are linearly disjoint over F, 
then E is separable and if E is separable, then E and F p - C 0 are linearly disjoint 
over F (which was Lemma 2). This makes it natural to extend the concept of 
separability for arbitrary extension fields in the following manner. 

D E F I N I T I O N 8.4. An extension field E/F is called separable if either the 
characteristic is 0 or the characteristic is p ^ 0, and the equivalent conditions of 
Theorem 8.37 hold. 

The implication (3) => (1) of Theorem 8.37 is due to MacLane. It implies an 
earlier result due to F. K. Schmidt, which we state as a 

COROLLARY. If F is perfect, then every extension E/F is separable. 

Proof. This is clear since F is perfect if and only if the characteristic is 0 or 
it is p and F**"1 = F. • 

The following grab-bag theorem states some properties and non-properties 
of separable extensions. 

T H E O R E M 8.40. Let E be an extension field of F, K an intermediate field. 
Then (1) IfEis separable over F, then K is separable over F. (2) If E is separable 
over K and K is separable over F, then E is separable over F. (3) If E is separable 
over F, then E need not be separable over K. (4) If E is separable over F, it need 
not have a separating transcendency base over F. 

Proof. We may assume that the characteristic is p # 0. (1) This is clear since 
the linear disjointness of F and Fp~x over F implies that of K and Fp~l over F. 
(2) The hypothesis is that F and Kp~* are linearly disjoint over K and that 
K and Fp~x are linearly disjoint over F. Then F and K(FP~X) are linearly 
disjoint over K since X ( F P _ 1 ) c Kp~\ Hence, by Lemma 1, F and Fp~l are 
linearly disjoint over F and so F is separable over F. (3) Take F = F(x), x 
transcendental, and K = F(xp). (4) Take F = F(x,xp~\xp~\...) where x is 
transcendental over F . Then F has transcendency degree one over F and F 
is not separably generated over F. • 
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EXERCISES 

1. Let EJF and E2/F be subfields of E/F such that EJF is algebraic and E2/F is 
purely transcendental. Show that Fi and E2 are linearly disjoint over F. 

2. Let F have characteristic p ^ 0. Let E = F(a, b,c,d) where a, fe, c are algebraically 
independent over F and dp = abp + c. Show that F is not separably generated over 
F(a, c). 

3. (MacLane.) Let F be a perfect field of characteristic p, E an imperfect extension 
field of transcendency degree one over F. Show that E/F is separably generated. 

8.16 D E R I V A T I O N S 

The concept of a derivation is an important one in the theory of fields and in 
other parts of algebra. We have already encountered this in several places 
(first in BAI, p. 4 3 4 ) . We consider this notion now first in complete generality 
and then in the special case of derivations of commutative algebras and fields. 
In the next section we shall consider some applications of derivations to 
fields of characteristic p. 

D E F I N I T I O N 8.5. Let B be an algebra over a commutative ring K, A a sub­
algebra. A derivation of A into B is a K-homomorphism of A into B such that 

(86) D(ab) = aD(b) + D(a)b 

for a, be A. If A = B, then we speak of a derivation in A (over K). 

Let DQIK(A,B) denote the set of derivations of A into B. Then DerK(A,B) cz 
homK(A,B). If D1,D2eDerK(A,B), then the derivation condition (86) for the 
Dt gives 

(Dx + D2)(ab) = a(Dx + D2)(b) + (Dx + D2)(a)b. 

Hence Dx + D2 e DQVK(A, B). Now let k e K, D e D&K(A, B). Then 

(kD)(ab) = k(D(ab)) = k(D(a)b A aD(b)) = (kD)(a)b + a(kD(b)). 

Hence kD e F>QTK(A, B) and so DerK(y4, B) is a K-submodule of h o m K ( 4 , £) . 
Now let B = A and write DeiKA for DeiK(A, A). As we shall now show, 

this has a considerably richer structure than that of a iC-module (cf. BAI, pp. 
4 3 4 - 4 3 5 ) . Let DlyD2eDerKA,a9beA. Then 

DIJD 2 (O&) = D1(aD2(b) + D2(a)b) 

= aDiD^b) + D±{a)D2{b) + Z)2(a)D1(b) + DxD2(a)b. 
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If we interchange Di and D2 in this relation and subtract we obtain 

(87) [ D i D 2 ] (ab) = alD^] (&) + [ D ^ ] (a)b 

where we have put [D1D2] for D1D2 -D2DX. This result and the fact that 
D e r K ^ is a K-module of End^^l amount to the statement that Der^^l is a 
Lie algebra of X-endomorphisms of A (BAI, p. 434). 

There is still more that can be said in the special case in which K is a field 
of characteristic p # 0. We note first that for any K, if DEDGTKA, we have 
the Leibniz formula for Dn: 

(88) Dn(ab) = £ {VDXaWXbl 
i=Q 

which can be proved by induction on n. If K is a field of characteristic p, then 
(88) for n = p becomes 

(89) Dp(ab) = Dp(a)b + aDp(b). 

This shows that Dp e DQVKA. If V is a vector space over a field K of characteris­
tic p, then a subspace of E n d K F that is closed under the bracket composition 
[ D i D 2 ] and under pth powers is called a p-Lie algebra (or restricted Lie algebra) 
of linear transformations in V. Thus we have shown that if A is an algebra 
over a field of characteristic p, then DorKA is a p-Lie algebra of linear trans­
formations in A over K. 

There is an important connection between derivations and homomorphisms. 
One obtains this by introducing the algebra A of dual numbers over K. This 
has the base (1,8) over K with 1 the unit and 8 an element such that 82 = 0. 
If B is any algebra over K, then we can form the algebra B ®K A and we have 
the map b b ® 1 of B into B ®K A. Since A is X-free, this is an algebra iso­
morphism and so B can be identified with its image B ® 1. We can also 
identify <5e A with 1 ® 8 in B ®K A. When this is done, then B (x) appears 
as the set of elements 

(90) bx+b28, bteB. 

This representation of an element is unique and one has the obvious K-module 
compositions: Moreover, if b[ e B, then 

(91) (&! + b28) {b\ + b2(5) = b1b'1 +(bib2 + &2&;)<5. 

Now let D be a K-homomorphism of A into P. We define a corresponding 
map a(D) of A into £ ® # A by 

(92) a(D): a ~> a-\-D(a)8, 
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which is evidently a X-homomorphism. We claim that ot(D) is an algebra 
homomorphism if and only if D is a derivation. First, we have D(l) = 0 for 
any derivation since D(l) = D(l2) = 2D(1). Now 

(oc{D)(a))(a{D)(b)) = (a + D(a)8)(b + D(b)S) 

= ab + {aD{b) + D{a)b)d 
and 

oc(D)(ab) = ab + D(ab)8. 

Thus a(D)(ab)) = (ot(D)(a))(oc(D)(b)) if and only if D is a derivation and a(D) is 
an algebra homomorphism if and only if D is a derivation. 

The homomorphisms a(D) have a simple characterization in terms of the map 

(93) n:b1 + b2S^b1, bteB, 

of B (g)K A into B, which is a surjective X-algebra homomorphism of B ® X A 
onto 5 . If (2e^, then a(Z>)<2 = <3 + D(a)(5 so na(D)a=a. Hence na(D) = iA-
Conversely, let FT be a homomorphism of A into B(g)KA. For any a we write 
H(a) = a1 + a2S. This defines the maps a ^ au a ^ a2 of A into F , which are 
X-homomorphisms. The condition nH = 1^ is equivalent to ax = a for all a. 
Hence if we denote a ^ a2 by D, then FT(a) = a + D(a)c^. The condition H(ab) = 
H(a)H(b) is equivalent t o : D is a derivation. 

We summarize our results in 

P R O P O S I T I O N 8.15. Let Abe a subalgebra of an algebra B and let D be a 
derivation of A into B. Then a(D): a ^» a + D(a)5 is an algebra homomorphism 
of A into B®KA such that na(D) = IA- Conversely, any homomorphism H of 
A into B ®K A such that nH = 1A has the form oc(D), D a derivation of A into B. 

The importance of this connection between derivations and homomorphisms 
is that it enables us to carry over results on algebra homomorphisms to deriva­
tions. In this way we can avoid tedious calculations that would be involved in 
direct proofs of the results for derivations. As an illustration we prove 

P R O P O S I T I O N 8.16. Let A be a subalgebra of an algebra B, D, D1} D2 

derivations of A into B, X a set of generators for A. Call an element aeA a 
D-constant if Da = 0. Then 

(1) D1=D2ifD1\X = D2\X. 
(2) The set of D-constams is a subalgebra of A. Moreover, if A is a division 

algebra, then it is a division subalgebra. 
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Proof. (1) The condition Dt\X = D2\X implies that ociD^X = oc(D2)\X for 
the algebra homomorphisms of A into B®KA. Since X generates A, we have 
a p O = a(D2). Hence Dx = D2. 

(2) The condition that a is a D-constant is equivalent t o : a is a fixed element 
under the homomorphism a(D) of A cz B ®K A into F ® K A. Since the set of 
fixed points of a homomorphism of a subalgebra A of an algebra C is a sub­
algebra and is a division subalgebra if A is a division algebra, the result on 
derivations is clear. • 

We obtain next a formula for D(a~1) for an invertible element a of A and 
derivation D oi A into P. Since 1 is a D = constant, applying D to aa'1 = I 
gives 

D M a ^ + oDOz"1) = 0. 

Hence we have the formula 

(94) Dia'1)^ -a-1D(a)a-\ 

which generalizes the well-known formula from calculus. 
F rom now on we consider derivations of commutative algebras into com­

mutative algebras, that is, we assume B commutative. Let D e DQVK(A, B\ 
beB. If we multiply the relation D(xy) = D(x)y + xD(y), x,yeA, by b we 
obtain 

bD(xy) = bD(x)y + xbD(y). 

This shows that bD defined by (bD)(x) = b(D(x)) is again a derivation. It is 
clear that this action of B on DQTK(A,B) endows DerK(A,B) with the structure 
of a F-module. 

We now consider the problem of extending a given derivation D of a sub­
algebra A into B to a derivation of a larger subalgebra A'. Let <x(D) be the 
corresponding homomorphism of A into B(g)KA such that na(D) = 1A. The 
problem of extending D to a derivation of A' amounts to that of extending 
H = a(D) to a homomorphism H' of A' into B ®KA such that %H' = lA>. Now 
if H' is a homomorphism of A' into F ® ^ A extending H, then nH' = lA> 
will hold if and only if %H\x) = x holds for every x in a set of generators for 
A' over A. We shall use these observations in treating the extension problem. 

We now suppose that A' = A[uu..., u„~], the subalgebra generated by A and 
a finite subset {u1,...,un} of B. Let A[xu...,xr/\ be the polynomial algebra 
over A in the indeterminates xt and let / be the kernel of the homomorphism 
of A[x1}..., x n ] onto A', which is the identity on A and sends xt ~> ut, 1 ^ i ^ n. 
Suppose that we have a homomorphism s of v4 into a commutative algebra 



534 8. Field Theory 

C and elements vt, 1 < i : < n, of C. Then we have the homomorphism 

(95) f(xi,..;xn)~>(sf)(vu...,vn) 

of A[xl9...,x„] into C (BAI, p. 124). Here sf denotes the polynomial obtained 
from / by applying s to its coefficients. The homomorphism (95) induces a 
homomorphism 

(96) , f ( x u x „ ) + I ~> (sf) ipu..., vn) 

of A[xl5...,xM-]/J into C if and only if (5 / ) ( v u . . . , i ; „ ) = 0 for every f el. Since 
we have the i s o m o r p h i s m / ( x i , . . . , x„) + J ~> f(ui,..., un), we see that we have 
a homomorphism of A' into C extending 5 and sending ut ~> i;,-, 1 ^ z ^ n, if 
and only if 

(97) (sf)(vu...,vn) = 0 

for every f el. Moreover, it is clear that it suffices to have this relation for 
every fin any set of generators X for the ideal I. 

If fix 1,..., xn)e A[xu • • • ? x n ] , we write 3//dxt for the polynomial obtained 
f r o m / b y formal partial differentiation with respect to xf. For example 

( x i x 2 x 3 + 3xixi ) = 3 x i x 2 x 3 + 3x§. 
0x1 

If D is a derivation of A into By then we shall write (Df)(xx,...,xn) for the 
polynomial in F [ x i , . . . , x J obtained by applying the derivation D to the 
coefficients off. 

We can now prove 

T H E O R E M 8.41. Let B be a commutative algebra, A a subalgebra, A' = 
A[ui,..., Un], U\eB, X a set of generators for the kernel of the homomorphism 
of A[xlf..., x„] onto A' such that a ~» a for aeA and xt ^ut, 1 ^ i ^ n. Let D 
be a derivation of A into B. Then D can be extended to a derivation of A' into B 
such that ut ^vifl ^ i ^ n, if and only if 

n df 
(98) (/)/)(«!,...,«„)+Z r - ( K i , . . - > « > * = o 

i=l OXi 

for every f eX. 

Proof. The condition that D has an extension of the sort specified is that 
a(D) is extendable to a homomorphism of A' into B ®K A sending w£ ̂ > ut + vtd, 
1 < i ^ n. This will be the case if and only if for every feX 

(99) (a(D)/)(«! +Vi5,u2 + v2S,.. .,u„ + v„5) = 0. 
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Now let ae A and consider the monomial ax\^xk

2

2... xk», kt ^ 0. We have 

(a + D(a)8)(ux +v15fi •-(un + vn8)k* 

= a w / 1 • • • un

k» + ((Da)tfi k l • • • Mn

k» + fc1awik,~" W 2 • • • 

+ fe2awi/ClU2/C2~1W3/C3'"W«;Cn^2 + + knaux

kl - • - un- 1

kn-iun

k»~~ 1vn)8. 

Hence for a n y / e A[xu..., x n ] we have 

(a (D) / ) (Mi + Pi 8, u2 + ^2<5,...,«« + vn8) = f(uu..., wn) 

i = l OXt 

Then the condition that (99) holds for all / e X is equivalent to (98). • 

We suppose next that S is a submonoid of the multiplicative monoid of A 
and we consider the localizations As and BS. We can prove 

T H E O R E M 8.42. Let D be a derivation of A into B (commutative) and let S 
be a submonoid of the multiplicative monoid of A. Then there exists a unique 
derivation Ds of As into BS such that 

(100) 

is commutative. Here the horizontal maps are the canonical homomorphisms 
a^ a/1 and b ~> b/1 respectively. 

Proof. We have the homomorphism a(D) of A into B (g) K A sending a ̂ > 
a + D(a)8 and the homomorphism of B®KA into BS®K& sending b®u~> 
b/1 ® u. Hence we have the homomorphism of A into BS ® K A sending such 
that a~*a/l+(D(a)/l)5. Now if seS, then s/l+(D(s)/l)8 is invertible with 
inverse 1/s — (D(s)/s2)8. Hence by the universal property of As we have a unique 
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homomorphism H: As ~> Bs <g) K A such that 

A 

(101) OL(D) H 

B®KA Bs®Kk 

is commutative. If ns denotes the canonical homomorphism of Bs ®K A onto 
Bs, then the commutativity of (101) implies that nsH = 1^ . Hence H has the 
form cc(Ds) where D s is a derivation of As into 5 S . Then Ds satisfies the condi­
tion of the theorem. • 

We now specialize to the case of fields. We consider an extension field E/F 
of a field and regard this as an algebra over F. Suppose K is a subfield of E/F 
and we have a derivation D of K/F into E/F and a is an element of E. If a is 
transcendental over K, then Theorem 8.41 shows that for any beE there 
exists a derivation of K\_d] into E extending D and mapping a into fe. Then 
Theorem 8.42 shows that this has a unique extension to a derivation of K(a) 
into £ . Hence if a is transcendental over K, then there exists an extension of 
D to a derivation of K(a) sending a into fe. By Proposition 8.16 (and Theorem 
8.42) this is unique. Next let a be algebraic Over K with minimum polynomial 
f(x) over K. Then K(a) = K\_a] and Theorem 8.41 shows that D can be 
extended to a derivation of K(a) into E sending a ^ b if and only if 

If a is separable, (f(x), f\x)) = 1 a n d / ' ( a ) / 0. Then there is only one choice 
we can make for fe, namely, 

Hence in this case D can be extended in one and only one way to a derivation 
of K(a) into E. If a is inseparable, then f'(a) = 0. Then (101) shows that D 
can be extended to a derivation of K(a) if and only if the coefficients of f(x) 
are D constants and if this is the case, the extension can be made to send a 
into any beE. We summarize these results in 

P R O P O S I T I O N 8.17. Let E be an extension field of F, K an intermediate 
field, D a derivation of K/F into E/F, a an element of E. Then 

( 1 0 2 ) (Df)(a)+f'(a)b = 0. 

( 1 0 3 ) b=-f'(a)-\Df)(a). 

(1) D can be extended to a derivation of K(a) into E sending a into any beE 
if a is transcendental over K. 
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(2) D has a unique extension to a derivation of K(a) into E if a is separable 
algebraic over K. 

(3) D can be extended to a derivation of K(a) into E if a is inseparable 
algebraic over K if and only if the coefficients of the minimum polynomial 
of a over K are D-constants. Moreover, if this condition is satisfied, then 
there exists an extension sending a into any beE. 

We now suppose that E is finitely generated over F : E — F(ai,..., an). 
Let X be a set of generators for the ideal I in F[xu..., x„], xt indeterminates, 
consisting of the po lynomia l s / such t h a t / ( a i , ...,an) = 0. Then it follows from 
Theorems 8.41 and 8.42 that there exists a derivation D of E/F into itself such 
that Dat = bu 1 ^ i ^ n, if and only if 

(104) £ ^-(a1,...,an)bi = 0 
i = l OXi 

for e v e r y / e l . We recall that D e r F F becomes a vector space over E if we 
define bD for beE, D e D e r F F by (bD)(x) = b(D(x)) (p. 525). We wish to 
calculate the dimensionality [ D e r F F : F ] when E = F(au... ,an). For this 
purpose we introduce the rc-dimensional vector space E{n) of n-tuples of 
elements of F. If D e D e r F F , D determines the element (Dau...,Dan) of E{n) 

and we have the map 

(105) Klt...,aH:D~>(Dau---,Dan) 

of D e r F F into F ( n ) . Evidently this is a linear map of vector spaces over F and 
since a derivation is determined by its action on a set of generators, 1 = 
Aai,...,an is injective. Hence [ D e r F F : F ] is the dimensionality of the subspace 
A(Der F F) of E{n\ N o w let g e F [ x 1 ? . . . , x n ] . Then g defines a m a p dg of F ( n ) into 
F b y 

(106) dg:(bu...,bn)^i^(ai,...,an)h 
1 OXi 

Evidently this is linear. The result we proved before now states that (bi,...,bn)e 
X (Der F E) if and only if 

(107) df(b1,...,bn) = 0 

for every ' / e l . This is a system of linear equations that characterizes 
X (Der F F). This leads to a formula for [ D e r F F : F ] , which we give in 

T H E O R E M 8.43. Let E = F(a1}... ,an) and let X be a set of generators of the 
ideal of polynomials in F[xlt..., x„] such that f (ax,..., an) = 0. Let dX denote 
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the subspace ofE(n}* spanned by the linear functions dff e l . Then 

(108) [ D e r F £ : E ] = n- [dX:£]. 

Proof We have [ D e r F £ : £ ] = [2 D e r F £ : £ ] , and A D e r F £ is the subspace 
of £ ( ? 1 ) of elements such that df(bu..., bn) = 0 for a l l / e X. Hence (108) follows 
from linear algebra. • 

By the Hilbert basis theorem, we can take X = { f u / m } . Then it follows 
from linear algebra that [dX: £ ] is the rank of the Jacobian matrix 

(109) 

(au...9an) 
5/i , . dfi 
— (au...9an) ••• — 
dxi oxn 

Sfm . dfm 

-—(a1,...,an) ••• — (au...,an) 
OXi oxn 

Combining this with Theorem 8.43 we obtain the 

COROLLARY. Let E = F(alf ...,an) and let X = {flf..., fm) be a finite set 
of generators for the ideal of polynomials in £ [ x i , . . . , x „] such that f(alf... ,an) = 
0. Then 

(110) [ D e r F £ : £ ] = n - rank J{flt.. 

where J ( / i , . . - , f n ) is the Jacobian matrix (108). 

.fm) 

We obtain next a connection between [ D e r F £ : £ ] and the structure of E/F. 
We prove first 

P R O P O S I T I O N 8.18. / / £ = E(a1}. 
separable algebraic over F. 

,an), then D e r F £ = 0 if and only ifE is 

Proof. If aeE is separable algebraic over £ , then Proposition 8.17.2 applied 
to the derivation 0 on £ shows that D{a) = 0 for every derivation of £ / £ . 
Hence D e r F £ = 0 if £ is separable algebraic over £ . Now suppose that £ is 
not separable algebraic over £ . We may assume that {au..., ar} (r ^ 0) is a 
transcendency base for £ / £ . Let S be the subfield of elements of £ that are 
separable algebraic over F(au...,ar). If S = £ , then r > 0 and we have a 
derivation of F(au...,ar) into £ sending ai9 1 ^ r , into any element we 
please in £. By applying Proposition 8.17.2 successively to ar+1,...9an9 we 
obtain extensions of the derivation of F(al9..., ar) to £ to a derivation of £ / £ . 
Hence we can obtain a non-zero derivation of £ / £ . Now let £ ^ S. Then the 
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characteristic is p ^ 0 and F is purely inseparable over S. We have 0 i=- [ F : S] < 
co and we can choose a maximal subfield K of E containing S (K ^ E). If 
aeE, $K, then K(a) = F by the maximality of X. Moreover, the minimum 
polynomial of a over K has the form xpe — b since E is purely inseparable over 
S and hence over K.If e> 1, then i£ (a p e _ 1 ) is a proper subfield of £ properly 
containing K. Hence E = K(a) where xp — b is the minimum polynomial of a 
over By Proposition 8.17.3 we have a non-zero derivation of E/K. Since 
this is a derivation of E/F, we have D e r F F ^ 0 in the case F ^ S also. • 

We can now prove the following theorem relating [ D e r F F : F ] and the 
structure of F /F . 

T H E O R E M 8.44. Let E = F(a1,...,an). Then [DerFE:F] is the smallest s 
such that there exists a subset {ati,..., ais] of {a1}... ,an) such that E is separable 
algebraic over F(aii,..., at). Moreover, [ D e r F F : F ] is the transcendency degree 
of E over F if and only ifE is separable over F. 

Proof. We again consider the map X = X a i t . . . , a n of D e r F F into F ( n ) defined by 
(105). Let 5 = [ D e r F F : F ] - [ 2 (De r F F ) : E] and let Du D2,..., Ds be a base for 
D e r F F over F. Then s ^n and X(DQVFE) has the base (Diai,...,Dia„),..., 
(Dsa1:)...,Dsan) and so the s x n matrix (Ao;) has rank s. Hence we may 
suppose that the at are ordered so that 

(111) d e t ( A ^ ) / 0 if 1 <z, j ^ 5 . 

Put K = F(al9...,as) and let DeDer^F c D e r F F . Then D = biDu bteE9 

and D(flj) = 0 for 1 ^ 5 gives ^ bf A(flj) = 0 for 1 ^ ; < s. By (110), this 
implies that every bt = 0, so D = 0. Hence Der#F = 0 and so by Proposition 
8.18, F is separable algebraic over K. Conversely, let {aii9...,a$ be a subset 
of {al9...9an} such that F is separable algebraic over F(aii9...,at). By re­
ordering the a's we may assume that the subset is {al9...9at}. We now map 
D e r F F into E{t) by D ^ [Dau.. .9Dat). The kernel of this linear map is the set 
of D such that D(ak) = 0, 1 < k ^ t, and hence it is the set of D such that 
D(K) = 0 for K = F(al9...9at). Now D(K) = 0 means that D e D e r ^ F ) and 
since F is separable algebraic over K, this implies that D = 0. Thus the map 
D ^(Dal9...9Dat) is injective. Hence t >s = [ D e r F F : F ] . This completes the 
proof of the first statement. To prove the second, we note first that if 
[ D e r F F : F ] = s, then we may assume that F is separable algebraic over 
F(a1,...,as). Then {al9...,as} contains a transcendency base for F /F , so 
5 ^ r = tr deg F /F . Moreover, if r = s, then { a i , . . . , s s } is a transcendency 
base. Hence this is a separating transcendency base and F is separable over 
F. Conversely, suppose that F is separable over F. Then the proof of Theorem 
8.39 shows that we can choose a separating transcendency base among the 
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Oi, so we may assume this is {au...,ar}. Then E is separable algebraic over 
F(au • • • > a r ) and hence, as we showed in the first part, r > [ D e r F £ : E ] . Since 
we had [ D e r F E : E] ^ r, this proves that [ D e r F E : E ] = r. • 

E X E R C I S E S 

1. Let E = F(au..., an). Show that E is separable algebraic over F if and only if 
there exist n polynomials f,... 9fneF[xu...,x„] such that/^fli,..., an) = 0 and 

dft 
det \^{al9..,an) J^O. 

2. Let D be a derivation in E/F, K the subfield of D-constants. Show that al9. ..,ameE 
are linearly dependent over K if and only if the Wronskian determinant 

a>2 

Da2 

dm 

3. (C. Faith.) Let E = F(al9...,an) and let K be a subfield of F/F. Show that 
[Der F K:X] < [ D e r F F : F ] . 

4. Let A be a subalgebra of an algebra B over a commutative ring K. Define a 
higher derivation of rank m of A into £ to be a sequence of K-homomorphisms 

(112) 

of A into F such that 

(113) 

D = (D0 = U2)i , . . . ,An) 

A(a&)= £ Dj{a)Dt-£b) 
7 = 0 

for a, fee A Let A( m ) be the algebra K[x] / (x m + 1 ) so A( m ) has a base (1,(5,.. .,<Sm) 
where S = x + {xm+1) and Sm+1 = 0. Note that B®KA{m) is the set of elements 

(114) bo + biS- -bmSm 

where = bt ® 1, and (5 = 1 (g) <5 and that an element (113) is 0 if and only if every 
bi = 0. Let n denote the homomorphism of B ®KA{m) into B sending b0 + bid + ••• + 
bm5m ^b0. Show that a sequence of maps D = (D0,DU... ,Dm) of into B is a 
higher derivation of rank m of A into F if and only if 

<x(D):a^D0(a) + D1{a)5+ +Dm{a)&n 

is a K-algebra homomorphism of A into B <g)K A( m ) such that n;a(D) = 1^. 

5. Let 4̂ and F be as in exercise 4. Define a higher derivation of infinite rank of A 
into F to be an infinite sequence of homomorphisms D = (D0 = l9Dl9D2,...) of 
A into F such that (113) holds. Obtain a connection between higher derivations of 
A into B and homomorphisms of A into F [ [ x ] ] , the algebra of formal power 
series in x with coefficients in B. 
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8.17 G A L O I S T H E O R Y FOR PURELY I N S E P A R A B L E EXTENSIONS 

OF EXPONENT ONE 

Let E/F be of characteristic p # 0 and let D be a derivation of E/F. If aeE, 
then D(ap) = pap~1D(a) = 0. Hence every element of F(EP) is a constant 
relative to every derivation of E/F. If ceF(Ep) and aeE, then D(ca) = cD(a) 
for D e D e r F £ . It is natural to replace F by F(EP) in studying the derivations 
of E/F. We shall now do this, so with a change of notation, we may assume 
that Ep cz F, which means that either E = F or E is purely inseparable of 
exponent one over F (see exercise 8, p. 495). We restrict our attention also to 
finitely generated extensions E = F(au • • •, an)-

Let {auOm) be a minimal set of generators for E/F, so m = 0 if and only 
if E = F. Suppose that m > 0. Then ai $ F and at $ F(au..., at-1) for 1 < i ^ m. 
Since at

peF for all i, the minimum polynomial of a\ over F and of a* over 
F(ai,...,ai-i) for z > l has the form xp—b. Hence [E(#i) :E] = p and 
[ F ( < 2 i , . . . , ai): F(au..., at-1)] = p, which implies that [E:F~\ = pm. Evidently 
E = F\_a1,...iam] and since at

peF for all i and [E\F~]= pm, the set of 
monomials 

(115) aik^a2

kl • • • am

k>» 0 ^ kt < p, 

constitutes a base for E/F. It is clear also that E/F is a tensor product of the 
simple extensions F{a/)/F. 

Put Ft = F(ai,...,at,...,am). Then E = Fi{a/) and the minimum polynomial 
of at over Ft has the form xp — bt, bteF. By Proposition 8.17.3 we have a 
derivation Dt of E/F{ such that A t e ) = 1. Thus we have Di{a3) = It follows 
immediately that the Dt, 1 ^ i ^ m, form a base for D e r F E as vector space 
over E and hence [ D e r F £ : £ ] = m. Since [E . ' i 7 ] = p m , this implies that 
[ D e r F E : F ] = mpm. 

We now consider any field E of characteristic p, and derivations of E 
into itself without reference to a particular subfield of E. These are the endo­
morphisms D of the group (E, + ,0) that satisfy the condition D(ab) = D(a)b + 
aD(b). One deduces from this that D(ca) = cD(a) if c is in the prime field P, so 
D can be regarded as a derivation of E/P. However, we shall simply say that D 
is a derivation of E into itself. Let Der E denote the set of these maps. Then 
Der E is a set of endomorphisms of the additive group (E, + , 0) having the 
following closure properties: (1) Der E is a subspace of End (E, + , 0) regarded as 
a vector space over E by defining bL for beE, L e E n d ( £ , + , 0 ) by (bL)(a) = 
b(L(a)), (2) if D i , D 2 e D e r £ , then [ A ^ j e D e r E , and (3) if D e D e r E , then 
Dpe Der E. We shall now call any subset of End (E, + ,0) having these closure 
properties a p-E-Lie algebra of endomorphisms of (E, + , 0). We use this 
terminology for want of anything better, but we should call attention to the 
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fact that a p-E-Lie algebra need not be a Lie algebra over E in the usual 
sense, since the composition [Di ,D 2 ] is not E-bilinear. 

If F is a subfield of E such that IE: F] < co and E is purely inseparable 
of exponent ^ 1 over F, then D e r F £ is a p-E-Lie algebra of endomorphisms 
of (E, + ,0). Moreover, we have seen that [ D e r F E : £ ] < co. We shall now 
show that every p-E-Lie algebra of derivations of E having finite dimensionality 
over E is obtained in this way. For, we have 

T H E O R E M 8.45 (Jacobson). Let E be a field of characteristic p # 0, F a 
subfield such that (1) [ E : F ] < co and (2) E is purely inseparable of exponent 
^ 1 over E. Then D e r F E is a p-E-Lie algebra of endomorphisms of (E, + ,0) 
such that p[Der F £.-£] _ [ £ : F ] . Conversely, let <3) be a p-E-Lie algebra of 
derivations ofE such that [ ^ : E ] < co and let F be the set of ^-constants of E, 
that is, the elements that are D-constants for every De@. Then [ E : F ] < oo 

and E is purely inseparable of exponent ^ 1 over F . Moreover, 3) = D e r F E 
and if(D1}... ,Dm) is a base for 3 over E, then the set of monomials 

(116) DikiDikl • • • Dm\ 0^kt< p, (D? = 1) 

form a base for E n d F E regarded as a vector space over E. 

Proof The first statement has already been proved. To prove the second, 
we use the same idea we used to establish the results on finite groups of auto­
morphisms in fields: We use the given set of endomorphisms to define a set of 
endomorphisms L satisfying the conditions in the Jacobson-Bourbaki cor­
respondence. In the present case we take L to be the set of E-linear combina­
tions of the endomorphisms given in (116). Evidently L contains 1 = D? • • • Z)£, 
so L contains EE = El and [ F : E ] ^ pm. It remains to show that L is closed 
under multiplication by the Dt. We note first that if D is a derivation in E, 
then the condition D(ab) = D(a)b + aD(b) gives the operator condition 

(117) DaE = aED + D(a)E 

where aE and D(a)E denote the multiplications by a and D(a) respectively. 
Using this relation we see that Di{aD^ • • • Dm

km) = aDtD^ • • • Dm

km + Di(a)Dxk> • • • 
Dmm. Hence to prove that DtL cz L, it suffices to show that DtDikl - • • DmkmeL 
for all i and all kj such that 0 ^ kj < p. We shall prove this by showing that 
DtDikl • • • Dm

km is a linear combination with coefficients in E of the monomials 
Dikl • • • Dm

k»' such that 0 ^ kj < p and £ kj < £ fej-+1. The argument for this is 
very similar to one we used in the study of Clifford algebras (p. 230): We use 
induction on £ kj and for a given kj, induction on i. We have at our disposal 
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the formulas 

(118) Df^bfiD* bjkeE, 
k 

and 

(119) DiDj = DjDi+YidijkDk, dijheE, 
k 

that follow from the conditions that 3) is closed under pth powers and under 
commutators. The result we want to prove is clear* if £ kj = 0, so we may 
suppose that £fc ; > 0. Then some k / 0 and we suppose that kj is the first of 
the fc's that is > 0. Then A / C l • • • A**" = Djkj • • • Dm

km. If i < j , then A £ / J • • • Dm

K is 
one of the monomials (116) for which the sum of the exponents is £j/c z + 1 . Hence 
the result holds in this case. The same thing is true if i = j and kj < p— 1. Now 
let i=j, kj = p-l. Then A i ) / - •• Dm

k» = D f D j + 1

k j ^ • -Dm

K' and the result 
follows by induction if we replace D / by ^ bjkDk. Now assume that i > j . Then 
by (119), 

DiDfr • • • Dm*» = DjDiD p'1'-' Dm*» + £ dijkDkDjkr1 • • Z)m

k» 

The result follows in this case also by applying both induction hypotheses to 
the right-hand side. This establishes the key result that L is closed under 
multiplication. Hence the Jacobson-Bourbaki correspondence is applicable to 
L, and this shows that if F = {a\aEB = BaE for F e L } , then F is a subfield 
such that [E\F~\ = [L\E~] and L = E n d F F . By definition of L we have 
[L : F ] < pm and equality holds here if and only if the monomials (116) form a 
base for L over F. Since 2 generates L, the conditions defining F can be 
replaced by aED = DaE for all D e l By (117) this is equivalent t o : a is a 
D-constant for every D e l Hence F is the set of ^-cons tants and 
3 cz D e r F F . Then E is purely inseparable of exponent ^ 1 over F. We have 
[ F : F ] = [ L : F ] ^ p m , so [ F : F ] = p w ' with m' < m. On the other hand, ^ 
contains m linearly independent derivations (over F), so [ D e r F F : F ] ^ m and 
hence [ F : F ] ^ p m . It follows that ® = D e r F F , [ D e r F F : F ] = m, and [ I : F ] = 
[ F : F ] = pm. This completes the proof. • 

EXERCISES 

In these exercises we assume that E is purely inseparable of exponent ^ 1 over F of 
characteristic p and that E is finitely generated over F. 

1. (Baer.) Show that there exists a derivation D of E/F such that F is the subfield 
of E of D-constants. 
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2. Let D be a derivation of E/F such that F is the subfield of D-constants. Show that 
the minimum polynomial of D as a linear transformation in E/F has the form 

Xp"' + C i X p " ' _ 1 + • • • + C m , Cf e F 

where p m = [F: F]. Show that (1, D,..., Dpn~l) is a base for End F F as vector space 
over E. 

3. (J. Barsotti, P. Cartier.) Show that if D is a derivation in a field F of characteristic 
p ̂  0, then Dp-\a-1Da) = a-1Dpa-(a~1Da)p. 

4. (M. Gerstenhaber, M. Ojanguren-M.R. Sridharan.) Let £ be a field of characteristic 
p # 0 and let F be an E subspace of Der F closed under pth. powers. Show that 
V is a Lie subring. Note that this shows that closure under Lie products is 
superfluous in the statement of Theorem 8.45. 

5. (Gerstenhaber, Ojanguren-Sridharan.) Extend Theorem 8.45 to obtain a 1-1 
correspondence between the set of subfields F of F such that F/F is purely in­
separable of exponent 1 and the set of p-F-Lie algebras of derivations of F that 
are closed in the finite topology. 

8 . 1 8 T E N S O R P R O D U C T S O F F I E L D S 

If F / F and K/F are fields over F what can be said about the F-algebra E®FK1 
In particular, is this a field or a domain? It is easy to give examples where E®FK 
is not a field. In fact, if F ^ F then F ®FE is never a field. To see this we ob­
serve that by the basic property of tensor products, we have an additive group 
homomorphism r\ of F ®F E into F such that a® b ~>ab, a,beE. Also it is clear 
from the definitions that this is an F-algebra homomorphism. Now let a e E, $F. 
Then 1, a are F-independent in F and hence 1 ® 1, 1 ® a, a ® 1, and a ® a are 
F-independent in F ®FE. Hence 1 ® a — a® 1 ^ 0 but rj{l ® a — a ® 1) = 
a — a = 0. Thus ker rj is a non-zero ideal in F ®FE. The existence of such an 
ideal implies that F ®FE is not a field. 

It is readily seen also that if x and y are indeterminates then F(x) ®FF(y) is 
a domain but not a field (see below). 

Another fact worth noting is that if F is algebraic over F and F (x)F K is a 
domain then this algebra is a field. This is clear if F is finite dimensional over 
F . For, then F can be regarded as a finite dimensional algebra over K 
([F ®FK:K] = [ F : F ] ) and a finite dimensional domain is necessarily a field. 
The general case follows from this since any aeE ®FK is contained in a sub­
algebra isomorphic to an algebra F 0 ®FK where F 0 / F is finitely generated, 
hence finite dimensional over F. If a # 0 the corresponding element of F 0 ® F K 
is invertible. Hence a is invertible in F ® F K . 
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We shall now proceed to a systematic study of tensor products of fields. In 
our discussion separability will mean separability in the general sense of Defini­
tion 8.4, pure inseparability of F / F will mean that E is algebraic over F and 
the subfield of E/F of separable elements over F coincides with F. We shall say 
that F is algebraically closed (separably algebraically closed) in E if every alge­
braic (separable algebraic) element of E is contained in F. We prove first 

T H E O R E M 8.46. Let E/F and K/F be extension fields of F. 
. (1) If E/F is separable and K/F is purely inseparable, then E ®F K is a field. 

On the other hand, if E/F is not separable, then there exists a purely 
inseparable extension K/F of exponent I such that E®FK contains a 
non-zero nilpotent element. 

(2) If E/F is separable algebraic, then E ®FK has no nilpotent elements for 
arbitrary K/F, and E ®F K is afield ifF is separably algebraically closed 
in K. 

(3) The elements of E®FK are either invertible or nilpotent if either 
E/F is purely inseparable and K/F is arbitrary, or E/F is algebraic 
and F is separably algebraically closed in K. 

Proof In (1) and in the first part of (3) we may assume the characteristic is 

(1) Assume E/F is separable and K/F is purely inseparable. The separa­
bility implies that if ax,...,am are F-independent elements of E then 
these elements are linearly independent over F1/pe (contained in the 
algebraic closure of E) for every e = 0,1,2, This implies that the 
elements af, ...,af are F-independent for every e. Now let K be purely 
inseparable over F and let z = Yjat ® ct / 0 in E ®FK where ateE, 
cteK. We may assume that at are F-independent and we have an e 
such that cf e F, 1 < i < m. Then zpe = £ a f ® cf = £ cfaf ® 1 # 0. 
Hence £ cfaf / 0 and this element of F is invertible. Thus zpe is in­
vertible and hence z is invertible in F ®FK. Then F ®FK is a field. 

Next assume F / F is not separable. Then there are F-independent ele­
ments al9..., am e E that are not F1/p independent. Hence we have c\lp, 

cteF not all 0 such that Y,clIPai = °- T h e n Z c ; a ? = 0 b u t Yuctai ^ 0 

since not every ct = 0. Consider the field K = F(c{/p,cm

lp). We have 
K^. F since K — F implies the ai are F-dependent. Now consider the 
element z = Yuai® c\lPeE®FK. This is non-zero since the at are F -
independent and not every c\lp = 0 in K. On the other hand, zp = 
Y,ai ® ct = Yjciaf ® 1 = 0. Hence z is a non-zero nilpotent in F ®FK. 
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(2) Assume E/F is separable algebraic, K/F is arbitrary. We have to show 
that E®FK has no non-zero nilpotents and that E ®FK is a field if F 
is separably algebraically closed in K. Using the argument at the be­
ginning of this section, we obtain a reduction to the case in which E is 
finitely generated, hence [E:F~] < co. In this case since E is separable 
algebraic, E = F\a] = F(a) where the minimum polynomial m(X) of a 
over F is irreducible and separable (meaning, e.g., that (m(X), m'(X)) = 1). 
Then E®FK ^ K[a] where the minimum polynomial of a over K 
is m(X). Hence E ®FK ^ K[X~\/(m(X)). Since m(X) is separable, we have 
the factorization in K[X] of m(X) as m(X) = mx(A).. . mr(X) where the 
mt(X) are distinct irreducible monic polynomials. Then E®FK = 
K[X~\/(m(X)) ^ 0 ; K[X]/(mt(X)) (exercise 4, p. 410 of BAI). Since 
i^;M/(m;M) is a field we see that E®FK is a direct sum of fields. 
Clearly an algebra having this structure has no non-zero nilpotent 
elements. This proves the first assertion of (2). 

The coefficients of the mt(X) are separable algebraic over F since they 
are elementary symmetric polynomials in some of the roots of m(X) 
and these are separable algebraic over F. Hence if F is separably alge­
braically closed in K then mt(X) e F\_X~]. Then r = 1 and E ®FK = 
K[X~]/(m(X)) is a field. 

(3) Let E/F be purely inseparable, K/F arbitrary. Let z = YA ai ® c;> a i G E> 
cteK. We can choose e so that afeF, 1 ^ z ^ m. Then zpe = YjaT ® 
cf = 1 ® J]™ afcf e 1 ® K. If z * 7 V 0 then and hence z is invertible. 
Otherwise, z is nilpotent. 

Next let E/F be algebraic and K/F separably algebraically closed. 
Let S be the subfield of E/F of separable elements. Then E/S is purely 
inseparable. Now E ®FK = E ®S(S ®FK) (exercise 13 (iv), p. 148). 
Since S/F is separable algebraic and K/F is separable algebraically 
closed, S ®F K is a field by (2). Since E/S is purely inseparable it follows 
from the first part of this proof that the elements of E ®S(S ®FK) 
are either nilpotent or units. Hence this holds for E ®FK. • 

We consider next tensor products of fields in which one of the factors is 
purely transcendental. 

T H E O R E M 8.47. Let E/F be purely transcendental, say, E = F(B) where B is 
a transcendency base and let K/F be arbitrary. Then E ®FK is a domain and its 
field of fractions Q is purely transcendental over K = 1 ®FK with B = B ® 1 as 
transcendency base. Moreover, ifF is algebraically closed (separably algebraically 
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closed) in K then E = F(B) is algebraically closed (separably algebraically closed) 
inQ = K(B). 

Proof. For simplicity of notation we identify F and K with the corresponding 
subfields F ® 1 and 1 (g> K of E®FK. These are linearly disjoint over F in 
A = E ®FK. A consequence of this is that if a subset S of F is algebraically 
independent over F then it is algebraically independent in A over K. It suffices 
to see this for S = {sl9...,sm}. In this case algebraic independence over F is 
equivalent to the condition that the monomials s]1...s1^1, kt^0 are distinct 
and linearly independent over F. Since this carries over on replacing F by K 
it follows that S is algebraically independent over K. In particular, this holds 
for the transcendency base B of F. Consider the subalgebra K[B]. If C is a finite 
subset of B then K[C] is a domain (Theorem 2.13 of BAI, p. 128). It follows 
t h a t J £ [ F ] is a domain and this is a subalgebra of A = F(B) ®FK. Let zeA. 
Then z = Yjaicu atEF(B\ cteK. We can write at = piq~1 where pi9 qeF\B]. 
Then z = pq'1 where p = ^ p ^ e i ( [ J 5 ] . Conversely, if p e K [ F ] and qeF[B\ 
g # 0, then p and q~xeA so pq~1eA. It follows that 4̂ is the localization 
K\B\nw of i£ [F] with respect to the multiplicative monoid F [ F ] * of non-zero 
elements of F [ F ] . Since K\B\ is a domain, its localization K\B\FW is a domain. 
Moreover, this is a subalgebra of the localization K[B]K{Br which is the field 
of fractions Q of K [ F ] and of A. Evidently Q = K(B% the subfield of Q/K gen­
erated by B. Since B is algebraically independent over K we see that Q is purely 
transcendental over K with transcendency base B. This proves the first assertion 
of the theorem. 

To prove the second assertion we shall show that if K(B) contains an element 
that is algebraic (separable algebraic) over F(B) not contained in F(B\ then K 
contains an element that is algebraic (separable algebraic) over F not contained 
in F. Clearly, if such an element exists it exists in K(C) for some finite subset 
C of B. Hence it suffices to prove the result for finite B and then by induction, 
it is enough to prove the result for K(x), x an indeterminate. Hence suppose 
zsK(x) is algebraic over F(x) and z$F(x). Let Xn + b^"'1 + • • • + bn be the 
minimum polynomial of z over F(x) so n > 1. Write bt = p{q~l, pt, qeF[x\. 
Then w = qz has minimum polynomial Xn + p ^ ' 1 + qp2Xn~2 + • • • + qn~xPn-
Replacing z by qz we may assume the ^ e F [ x ] . Now write z = rs'1 where r, 
seK[x] are relatively prime. Then we have 

(120) -rn = V M _ 1 s + b2rn~2s2 + ••• + bnsn. 

If deg s > 0 then 5 has a prime factor in K\_x]. By (120) this is also a factor of 
rn, hence of r, contrary to the relative primeness of r and s. Thus 5 is a unit so 
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we may assume zeK\x] so z = z(x) = c0 + ctx + • • • + cmxm,cieK. We claim 
that the ct are algebraic over F. We have the relation z(x)n + b^xf'1 + • • • + 
bn = 0 where bt = Hence for every aeF we have 

(121) z(a)n + fe1(a)z(a)n~1 + • • • + bn(a) = 0. 

Since bfa)eF this shows that the element z(a) of X is algebraic over F. If F is 
infinite we choose m + 1 distinct elements a l 5 a 2 , . . . , < 3 m + 1 in F and write 

= co + c i f l i + "" + cma™ 

z ( a 2 ) = c 0 + cxa2 + ••• + c m a j 
(122) . . . 

= C 0 + Clam + '" + C m < . 

Since the a5 are distinct the Vandermonde determinant det (a{) ^ 0. Hence we 
can solve (122) for the c's by Cramer's rule to show that every ck is a rational 
expression with integer coefficients in the at and the z(aj). Since the at and z(a^ 
are algebraic over F it follows that every ck is algebraic over F. If F is finite 
we replace F by its algebraic closure F which is infinite. Then the argument 
shows that every ck is algebraic over F and since F is algebraic over F it follows 
again that the ck are algebraic over F. Since z$F(x), some ck£F and hence we 
have an element of K that is algebraic over F and is not contained in F. 

Finally, we suppose that z is separable algebraic over F. Then F ( c 0 , . . . , c m ) 
contains an element not in F that is separable algebraic over F. Otherwise, this 
field is purely inseparable over F and hence there exists a pf, p the characteristic 
such that cfeF,0^k^m. Then zpf = cp

0

f + c f x p / + • • • + c ^ x m j , / e F(x) con­
trary to the separability of z over F. Thus if K(x) contains an element that is 
separable algebraic over F(x) and is not in F(x), then K contains an element 
separable algebraic over F not in F. • 

In our next result we weaken the hypothesis that F / F is purely transcendental 
to separability. Then we have the following 

T H E O R E M 8.48. Let E/F be separable, K/F arbitrary. Then E®FK has no 
non-zero nilpotent elements. 

Proof. It is clear that it suffices to prove the theorem in the case in which 
F / F is finitely generated. In this case F has a transcendency base B over F 
such that F is separable algebraic over F(B) (Theorem 8.39). Then E®FK ^ 
E ®F(B){F(B) ®F K). By the last result F(B) ®FK is a domain. If Q is its field 
of fractions then F ® F ( B ) ( F ( F ) ®FK) is a subalgebra of E®F{B)Q. Since F is 
separable algebraic over F(F), E®F(B)Q has no nilpotent elements ^ 0 , by 
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Theorem 8.46 (2). Hence E®F(B)(F(B)®FK) has no non-zero nilpotent ele­
ments and this is true also of E ®FK. • 

Next we consider the situation in which F is separably algebraically closed 
in one of the factors. 

T H E O R E M 8.49. Let F be separably algebraically closed in E and let K/F be 
arbitrary. Then every zero divisor of E®FK is nilpotent. 

Proof Let B be a transcendency base for K/F. Then E ®FK = 
(E ®FF(B)) ®F(B)K. By the last result E ®FF(B) is a domain and F(B) is 
separably algebraically closed in the field of fractions Q of E ®F F(B). Since F(B) 
is separably algebraically closed in Q and K is algebraic over F(B), it follows 
from Theorem 8.46 (3) that the elements of Q ®F(B)K are either invertible or 
nilpotent. Now let z e (E ®F F(B)) ®FiB) K be a zero divisor in this algebra. Then 
z is a zero divisor in the larger algebra Q ®F(B) K. Hence z is not invertible in 
Q ®F{B)K so z is nilpotent. Since E®FK ^(E ®FF(B)) ®F{B)K it follows that 
every zero divisor of E ®FK is nilpotent. • 

We can now prove our main result on the question as to when the tensor 
product of two fields is a domain. 

T H E O R E M 8.50. Let E/F and K/F be extension fields of F. Assume (1) either 
E/F or K/F is separable and (2) F is separably algebraically closed in either E 
or K. Then E ®FK is a domain. 

Proof. By the last result if one of the factors has the property that F is separably 
algebraically closed in it then the zero divisors of E ®FK are nilpotent. On the 
other hand, by Theorem 8.48, if one of the factors is separable then E ®FK has 
no non-zero nilpotent elements. Hence E ®FK has no zero divisor / 0 . • 

A class of extension fields that is important in algebraic geometry (see Weil's 
Foundations of Algebraic Geometry, American Mathematical Society Collo­
quium Publication v. XXIX, 1946 and 1960) is given in the following 

D E F I N I T I O N 8.6. An extension field E/F is called regular if (1) F is separable 
over F and (2) F is algebraically closed in F . 

We remark that a separable extension field F / F contains no purely insepara­
ble subfield. Hence we can replace condition (2) in the definition of regularity 
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by: (2') F is separably algebraically closed in E. The sufficiency part of the 
following theorem is a special case of Theorem 8.50. 

T H E O R E M 8.51. An extension field E/F is regular if and only if E®FK is a 
domain for every field K/F. 

Proof It remains to prove the necessity of the two conditions. The necessity of 
separability follows from Theorem 8.46 (1). Now suppose F is not algebraically 
closed in E. Then E contains a finite dimensional subfield K ^ F. Then E®FK 
contains K ®FK that is not a field. Since K ® K is finite dimensional it is not 
a domain. Hence we have the necessity of condition (2). • 

One readily sees that if F is algebraically closed then any extension field E/F 
is regular. Then E ®FK is a domain for any K/F. 

In the situation in which E ®FK is a domain for the extension fields E/F 
and K/F we shall denote the field of fractions of E ®FK by EK (or EFK). 

E X E R C I S E S 

1. Show that if E/F is purely transcendental then E/F is regular. 

2. Show that if EJF and E2/F are regular then E1E2 is regular. 

8 . 1 9 F R E E C O M P O S I T E S O F F I E L D S 

Given two extension fields E/F and K/F, a natural question to ask is: What are 
the possible fields over F that can be generated by subfields isomorphic to E/F 
and K/F, respectively? To make this precise we define the composite of E/F and 
K/F as a triple (T, s, t) where T is a field over F and s and t are monomorphisms 
of E/F and K/F, respectively, into T/F such that T/F is generated by the sub-
fields s(E) and t(K), that is, T = F(s(E), t(K)). The composites (T, s, t) and ( F , sf, t') 
of F / F and K/F are said to be equivalent if there exists an isomorphism u:T -> T' 
such that the following two diagrams are commutative: 

E K 

r u r r u r 
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Of particular interest for algebraic geometry are the composites that are free 
in the sense of the following 

D E F I N I T I O N 8.7. A field composite (T,s,t) of E/F and K/F is called free if 
for any algebraically independent subsets C and D of E/F and K/F, respectively, 
s(C) n t(D) = 0 and s(C) u t(D) is algebraically independent in T/F. 

Since any algebraically independent subset can be imbedded in a transcen­
dency base, it is clear that the condition that (r, s, t) is free is equivalent to the 
following: for every pair of transcendency bases B and B' of E/F and K/F 
respectively, s(B) n t(B') = 0 and s(B) u t(B') is algebraically independent. We 
now observe that the word "every" can be replaced by "some" in this condition; 
for, we have 

L E M M A 1. A composite {T, s, t) of E/F and K/F is free if and only if there 
exist transcendency bases B and B' of E/F and K/F respectively such that 
s(B) n t(B') = 0 and s(B) u t(B') is algebraically independent in T/F. 

Proof. The necessity of the condition is clear. To prove sufficiency, suppose we 
have transcendency bases B and B' for F / F and K/F such that s(B) n t(B') = 0 
and s{B) u t(B') is algebraically independent over F. To prove freeness of (r, s, t), 
it obviously suffices to show that if Bt is another transcendency base for E/F, 
then siBi) nt(B') = 0 and 5 ( 5 ^ u t (F) is algebraically independent over F. 
Hence it suffices to show that if C is a finite algebraically independent subset of 
F / F and D is a finite subset of B', then s(C) n t{D) = 0 and s(C) u t(D) is alge­
braically independent over F. Now there exists a finite subset G of B such that C 
is algebraically dependent over F on G. Obviously s(G) n t(D) = 0 and s(G) u t(D) 
is a transcendency base for F(s(G),s(C), t(D))/F, so tr deg F(s(G), 5(C), t(D))/F = 
|G| + |D|. We also have tr deg F(s(G),s(C))/F = tr deg F(s(G))/F = \G\ and 
tr deg F(s(C))/F = |C|. It follows that tr deg F(s(G), s(C), t(D))/F(s(C), t(D)) ^ 
|G| — \C\ (see exercise 1, p. 517). F rom this and the above formula for 
tr deg F(s(G),s(C),£(F>))/F, we know that 

trdegF(s(C),t(D))/F ^ (|G| + \D\) - (|G| - |C|) = \D\ + \C\. 

Hence s(C) n t(D) = 0 and s(C) u t(D) is algebraically independent over F. 
Hence (r, s, t) is free. • 

We note also that if B and B' are transcendency bases for E/F and K/F 
satisfying the conditions of the lemma then s(B) u t(B') is a transcendency base 
for T/F. This is clear since the elements of s(E) and t(K) are algebraic over 



552 8. Field Theory 

F(s(B), t(B')) and since T is generated by s(E) and t(K), it follows that F is 
algebraic over F(s(B), t(B')). Hence s(B) u t(B') is a transcendency base for T/F. 

We can use these results to construct a free composite for any two given fields 
E/F, K/F. Let B and B' be transcendency bases for E/F and K/F. Suppose first 
that B and B' are finite, say, B = {£l3...,£m}, B' = { C l 5 . . . , Q . Let Q be the 
algebraic closure of the field F ( x 1 ? . . • , x m + n ) where the x.t are indeterminates. 
We have monomorphisms s' and t' of F (£ 1 ? . . . , £ J / F and F(C l 5 . . -, C)/F, respec­
tively, into Q such that s ' ^ = xt, 1 < i ^ m, and t'Cj = x m + j 5 1 < 7 < ^ Since 
£ is algebraic over F(B) and Q is algebraically closed, s' can be extended to a 
monomorphism 5 of E/F into Q/F (exercise 1, p. 475). Similarly, t! can be 
extended to a monomorphism t of K / F into Cl. Then it is readily seen that if 
T = F(sE, tK) then (T, s, t) is a free composite of E and K. 

If either B or F ' is infinite we modify the procedure used for B and B' finite 
as follows. We may assume |F' | ^ |F|. Then let X be a set disjoint from 5 and 
I?7 such that \X\ = |F'|. We can decompose X as a disjoint union of two sets Y 
and Z such that | 7 | = \B\, \Z\ = \X\ = \Bf\. Let F(X) be the field of fractions of 
the polynomial algebra F [ X ] . Let Q be the algebraic closure of F(X). Then, as 
before, we can define a monomorphism s of E/F into Q/F whose restriction to 
B is a bijective map of B onto 7 and a monomorphism t of K / F into Q/F whose 
restriction to B' is a bijective map of B' onto Z. Then (T,s, t) for T = F(sE, tK) 
is a free composite of E and i£. 

We wish to give a survey of the isomorphism classes of the free composites 
of two given fields E/F and K/F. First, we consider the composites of F and 
K that need not be free. We form F ® F X and let P be a prime ideal in this 
F-algebra. Then (E®FK)/P is a domain whose field of fractions we denote 
as T P . We have the homomorphism sp:a ^> a + F (<z = a (g) 1) of F / F into 
(E®FK)/P and hence into r P / F . Since F is a field this is a monomorphism. 
Similarly, we have the monomorphism tP:b ^ b + P of K / F into T P / F . Since 
E®FK is generated by F and K, (E®FK)/P is generated by its subalgebras 
5 P (F) , tP(K), and hence T P is generated as a field by SP(E), tP(K). Thus (T P , s P , tP) 
is a composite of F / F and K/F . 

We note next that distinct prime ideals P and P' of F ® FK define inequiva­
lent composites (rp, s P , tP) and (rP̂ , sP,, tP). If these are equivalent then we have 
an isomorphism u of T P onto TP, such that sP^ =• usP and = utP. Then 
w(a + F) = usPa = sP,a = a + Pf for aeE and u(b + F) = b + F ' for 6 E K . Then 
ttQ]flA + P) = Yuaihi + p / ' fe£GK. If $ > M P then ^a f f c f + F = 0 so 
£<Zf&j + P' = 0 and ^ ^ e F r . Thus P a P' and by symmetry P ' cz P . Hence 
F = P' contrary to our hypothesis. 

Now let (T, 5 , t) be any composite of F / F and K/F . The homomorphisms s 
and t give rise to the homomorphism s ® t of E®FK into T which maps 
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YJ

ai°h at^E, bteK, into £s(a£)£(fef) of T. Since the image is a domain the kernel 
is a prime ideal P. Hence we have the isomorphism u of (E ®FK)/P onto the 
subalgebra s(E)t(K), which can be extended to an isomorphism u of the field 
of fractions TP of (E®FK)/P onto T = F(s(E),t(E)). It is clear that u is an 
equivalence of composites. We have therefore established a .1-1 correspondence 
between the set of prime ideals of E ®FK and the set of equivalence classes of 
composites of E/F and K/F. 

It remains to sort out the composites (T P , sP, tP) that are free. For this we 
shall prove 

T H E O R E M 8.52. The composite (TP,sP,tP) is free if and only if every element 
of P is a zero divisor in E ®FK. 

We shall identify F and K with their images in F ®FK so we regard F and K 
as subfields of F ®FK with the property that if S and S' are linearly independent 
subsets of F / F and K/F respectively then the map (s, sf) ~> ss' is a bijection of 
S x S' with SS', and SS' is a linearly independent subset of F ®FK. 

Let B and B' be transcendency bases for F / F and K/F, respectively, and let M 
and M be the submonoids of the multiplicative monoids of F and K generated 
by B and B'. Since B and B' are algebraically independent, M and M' are linearly 
independent in F / F and K / F and hence MM' is linearly independent in F ® p K. 
Now the subspace FMM' spanned by MM' is the subalgebra F\B u B'~\ and also 
the subalgebra F [ F ] F [ F ' ] . Thus M M ' is a base for F [ F u B'] = F [ F ] F [ F ' ] . 
Since F u B' is algebraically independent, F\B u F ' ] is a domain. The field of 
fractions F(B u F') of this domain contains the subfields F(B) and F(B') and it is 
readily seen that the subalgebra F(B)F(B') generated by F(B) and F(B') is the set 
of fractions aicc')'1 where a e F [ F u F r ] = F [ F ] F [ F ' ] , c e F [ F ] and c ' e F [ F ' ] . 

We can now state 

L E M M A 2. T/ze composite (TP, sP, tP) is free if and only if F(B)F(B') n P = 0. 

F roo / By Lemma 1, ( r p , 5 p , r P ) is free if and only if sP(B) ntP(B') = 0 and 
sP(B) u iV(F') is algebraically independent over F. Since sP(B) = {b + P\beB} 
and ^(F 7 ) = {fc' + P\b'eB'} these conditions hold if and only if the cosets 
q + P, q e MM', are linearly independent, where M and M' are as above. Hence 
(rp, sP9 tP) is free if and only if FMM' n P = 0. Since F M M ' = F [ F ] F [ F ' ] this 
condition is E [ F ] F [ F ' ] nP = 0. Since F(B)F(B') = { a ( c c / ) " 1 | a e F [ F ] F [ F / ] , c e 
F ^ c ' e F l F ' ] } , F [ J B ] J F [ B ' ] n P = 0<=>F(B)F(B')nP = 0. Hence ( r P , s P , r P ) is 
free if and only if F(B)F(B') n P - 0. • 
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We require also 

L E M M A 3. F ® F K is integral over F(B)F(B'). 

Proof. Since B is a transcendency base for F, E is algebraic, hence, integral 
over F(B). A fortiori E is integral over F(B)F(Bf). Similarly, K is integral over 
F(B)F(B'). Since the subset of E ®FK of elements integral over F(B)F(B') is a 
subalgebra, it follows that E ®FK = EK is integral over F(F)F(F'). • 

We can now give the 

Proof of Theorem 8.52. Suppose first that every element of P is a zero divisor 
in E ®FK. Let aeP n F(B)F(B'). Then a is a zero divisor in E ®FK. We claim 
that a is a zero divisor in F(B)F(B'). To see this let {ca} and {dp} be bases for 
E/F(B) and K/F(B') respectively, and let {my} and {n^} be bases for F(B)/F and 
F(B')/F respectively. Then {camy} is a base for E/F and is a base for K/F . 
Hence { c ^ r a ^ } is a base for F ® P K over F. Then every element of F ®FK 
can be uniquely written as a finite sum £ qapCadp where e F(B)F(Bf). 

Now we have an element £ qapCadp ^ 0 such that £ aqapCadp = a(]T qapCadp) = 
0. Since aeF(B)F(Bf) this implies that every ag a / 3 = 0 and since Y,4*pcadp 0 
some ^ 0 so a is a zero divisor in F(B)F(B'). Since a e F{B)F(B') and F(B)F(B') 
is a domain this implies that a = 0. Hence we have proved that if every element 
of F is a zero divisor in E®FK then F n F(B)F(B') = 0 and ( T P , s P , tP) is free 
by Lemma 2. Conversely, assume (T P , s P , t P ) is free so F n F(B)F(B') = 0. Let 

G F. Then fc is integral over F(B)F(B') and hence we have a relation b n + 
c ^ " - 1 + • • • -f cn = 0 for cieF(B)F(B') and we may assume n is minimal. Then 
we have cn = —bn — ••• — bcn-x eP since be P. Thus cne P n F(B)F{B') and 
hence c„ = 0. Then bib"1'1 + c^b11'2 + ••• + c„_J = 0 and by the minimality 
of n, fc""1

 + C j f c ^ 2 + ••• + c„_! # 0 so b is a zero divisor. Thus freeness of 
(Tp9sP,tp) implies that every element of F is a zero divisor in E®FK. This 
completes the proof. • 

We now consider an important special case of this theorem, namely, that in 
which F is separably algebraically closed in F. In this case, by Theorem 8.49, 
the zero divisors of E®FK are nilpotent. Since the converse holds? 

nilrad F ®FK is the only prime ideal in F ®FK that consists of zero divisors. 
Hence we have 

T H E O R E M 8.53. If K/F is arbitrary and F is separably algebraically closed 
in F , then in the sense of equivalence there is only one free composite of E/F and 
K/F . 
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This applies in particular if £ is a regular extension of F . Then E®FK is a. 
domain for any K so nilrad E ®FK = 0. Then the free composite of E/F and 
K/F is EK which was defined to be the field of fractions of E ®FK. 

Finally, we consider a very simple case of composites that will be needed in 
valuation theory (see section 9.9), that in which one of the fields, say, F / F is finite 
dimensional. In this case all that we shall require of the foregoing discussion is 
the 1-1 correspondence between the set of prime ideals P of E®FK and the 
equivalence classes of composites {TP,sP, tP). We note also that since E ®FK is 
finite dimensional over K this ring is artinian. Hence the results we derived in 
section 7.11 are applicable. Using the fact that a domain that is finite dimen­
sional over a field is a field we see that the prime ideals of F ®KF are maximal. 
By Theorem 7.13, there are only a finite number of these. Moreover, the proof 
of Theorem 7.13 shows how to determine the maximal ideals. We remark also 
that if F is algebraic over F , F / F has a vacuous transcendency base. It follows 
from Definition 8.7 that the composites of F / F with any K/F are free. 

We now suppose E has a primitive element, say, F = F(9). This is always true 
if E/F is finite dimensional separable (BAI, p. 291). We have the following 

T H E O R E M 8.54. Let K/F be arbitrary and let E = F(9) where 9 is algebraic 
over F with minimum polynomial f(x) of degree n. Let fx(x\... ,fh(x) be the monic 
irreducible factors of f(x) in K[x\. Then there are h inequivalent composites 
{Thsut/} of E/F and K/F where Tt = K[x]/(/J(x)), st is the monomorphism of 
E/F into TJF such that 9 ~* x -J- {fix)) and tt is the monomorphism b ^b + 
(fi(x)) of K/F into TJF. Any composite of E/F and K/F is equivalent to one of these. 

Proof We have the isomorphism of E = F(9) over F onto F[x]/(f (x)) such that 
9 = x + (f(x)). As we have seen before p . 546), E ®FK = K[x]/(f(x)). 
The maximal ideals of X[x ] / ( / (x ) ) have the form ( / (x) ) / ( / (x) ) where f(x) 
is a monic irreducible factor of f(x) in K[x]. Then T{ = E[x]/(fi(x)) ^ 
(E(x)/(f(x)))/(fi(x))/(f(x)) is a field over F. We have the monomorphism st of 
F / F into TJF such that 9 x + (Mx)) and the monomorphism tt of K/F into 
TJF such that b ~> b + (fix)), beK. Clearly st(E) and tt(K) generate Tt. Hence 
(Tt, sh t/) is a composite of E/F and K/F. The rest follows from what we proved 
before. • 

E X E R C I S E S 

1. Determine the composites over Q of R with 
(1) Q(co), (o a primitive cube root of 1 
(2) Q ( V 2 ) 
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2. Determine the composites over Q of and 0(^3).' 

3. Suppose E/F and K/F are finite dimensional Galois and E <g)F K is a domain hence 
a field. Is (E ®F K)/F Galois? 



9 

Valuat ion Theory 

The valuation theory of fields that we consider in this chapter, like com­
mutative ideal theory, had two sources: number theory and algebraic geometry. 
The number theoretic source was Hensel's discovery of p-adic numbers. Hensel 
introduced the ring of p-adic integers essentially as we have done in Chapter 2: 
as inverse limit of the rings Z/(pw). Later Kurschak (1913) introduced the con­
cept of a real valued valuation of a field and showed that Hensel's field of 
p-adic numbers could be viewed as the completion of Q relative to the p-adic 
valuation. The algebraic geometric source of the theory appears to have been 
the introduction of the concept of a place by Dedekind and Weber, for the 
purpose of providing a precise definition of the Riemann surface of an algebraic 
curve. 

Valuation theory forms a solid link between number theory, algebra, and 
analysis. On the one hand, it permits a precise study of algebraic functions, 
and on the other hand, it leads to the introduction of analogues of classical 
analytic concepts in the study of arithmetic questions. 

We begin our discussion with real valued valuations, which are now usually 
called absolute values. We can distinguish two types: archimedean and non-
archimedean. The latter suggests a generalization to valuations into ordered 
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abelian groups, a generalization that was introduced by Krull in 1934. In 
what follows we reserve the term "valuation" for Krull's valuations into ordered 
abelian groups. Valuations in this sense are equivalent to two other concepts: 
valuation rings and places. We study in some detail the problem of extension 
of absolute values and valuations to extension fields, especially finite dimen­
sional extensions. In particular, we consider this problem for the field <Q>. 

We define the important concept of a local field that is of central interest 
in algebraic number theory and we give a topological characterization of these 
fields and of finite dimensional division algebras over local fields. Our method 
of treating these is an elementary one that yields at the same time a deter­
mination of the Brauer group of a local field. We consider also quadratic 
forms over local fields and define an invariant for these that together with 
the discriminant provides a complete classification of these forms. 

9.1 A B S O L U T E V A L U E S 

We assume familiarity with the properties of U as an ordered field such as 
are developed in a beginning calculus course (e.g., completeness, existence of 
logarithms, etc.). The concept of an absolute value on a field is a direct 
generalization of the absolute value defined on the field C . This is given in 

D E F I N I T I O N 9.1 An absolute value | \ on a field F is a map a ^ \ a\ of F 
into U such that 

(1) \a\ X ) and \a\ = 0 if and only if a = 0. 
(2) \ab\ = \a\ \b\. 
(3) \a + b\ ^\a\ + \b\ (triangle inequality). 

As indicated earlier, the classical example is that of C in which \a\ = 
(a 2 + / ? 2 ) 1 / 2 for a = a + jS^/^T, a,/?elR. We shall use the notation | ^ for this 
absolute value if it is necessary to distinguish it from other absolute values. 
On the subfields U and Q this reduces to the usual absolute value. We 
proceed to list some less familiar examples. 

E X A M P L E S 

1. p-adic absolute value of Q. Let p be a fixed prime in 2. If a ^ 0 in Q, we write a = 
(b/c)pk where he Z and (b,p) = 1 = (c,p). The integer k is uniquely determined by a. We 
denote it as vp(a) and we define vp(0)= o o . Then it is easy to verify the following 
properties: 

(i) vp(a) = oo if and only if a = 0. 
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(ii) vp(ab) = vp{a) + vp(b). 
(iii) vp(a + b) >mm(vp{a),vp(b)). 

Now let y be a real number such that 0 < y < 1 and define a p-adic absolute value 
\a\p on Q by 

(1) \a\p=f*a) 

(where y00 = 0). Then it is clear that this is an absolute value in the sense of Definition 
9.1. In fact, in place of the triangle inequality we have the stronger relation 

(2) \a + b\ ^ m a x ( | a | , | 6 | ) 

for | | = | | p. 

2. Let F(x) be the field of rational expressions in an indeterminate x and let p(x) be a 
prime polynomial in F [ x ] . If aeF(x) and a ^ 0, we have a = p(x)kb(x)/c(x) where 
keZ and (p{x),b(x)) = 1 = (p(x), c(x)). We define = k, vp(0) = oo, and \a\p = yvp{a) 

for some real y, 0 < y < 1. Then properties 9.1.1 and 9.1.2 and equation (2) hold. Hence 
we have an absolute value on F(x) defined by \a\p = yv

P

{a). 
An important special case of this type of absolute value is obtained by taking F = C 

and p(x) = x — r, re C. An element aeC(x) defines a rational function on the Riemann 
sphere C u {oo} in the usual manner. If vp(a) = k> 0, then this rational function has a 
zero of order k at r and if vp(a) = —k, k> 0, it has a pole of order k at r. Finally if 
vp(a) = 0, then a has neither a zero nor a pole at r. Thus the value of vp(a) gives us 
information on the behavior of a in the neighborhood of the point r. 

3. We obtain another absolute value on F(x) in the following manner. If a ̂  0, we 
write a = b(x)/c(x) where b(x) — b0 + bix+ • • • + bmxm, c(x) = c 0 + C!X + • • • + c„x", fr;, c*e 
i7, Z?m ̂  0, c„ ^ 0. Define ^^(a) = n — m, v^O) = 0, and |fl|oo = JVc°{a) where y G U and 
0 < y < 1. We have 

_ ^ o ^ " m + ^ i ^ ~ ( m " 1 ) + - - - + M 
x " ( c 0 X - N + C 1 X - ( ' J - 1 ) + ' - - - r - C N ) 

= M - " + M - ° " - 1 ) + - + ^ ; . - F L L . M ) 

c 0x " + Cix ( n 1 ) + - - - + c„ 
Hence the definition of \a\oo amounts to using the generator x - 1 for F(x) and applying 
the procedure in example 2 to F[x~ -1] with p(x~1) = x'1. Hence | ^ is an absolute value. 

In the special case of F = C, vo0(a) gives the behavior at oo of the rational function 
defined by a. 

For any field F we have the trivial absolute value on F in which |0| = 0 
and \a\ = 1 if a # 0. 

We now list some simple properties of absolute values that follow directly 
from the definition: 

| l | = l , \u\ = 1 i f t t w = l , | — a | = | a | , 

|a - 11 = if a # 0, | |a| — |b| |oo ^ \ a— b\. 

An absolute value on F defines a topology on F whose open sets are the 
unions of the spherical neighborhoods where such a neighborhood of a is 

file:///a/oo
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defined by {x\ \x — a\ < r} for some r > 0. It is easy to see that this gives a 
topology on F and that multiplication, addition, and subtraction are con­
tinuous functions of two variables in the topology. We can now define con­
vergence of sequences and series in the usual way. Thus we say that {an\n = 
1,2,...} converges to a if for any real s > 0 there exists an integer N = N(s) 
such that 

| a — an | < e 

for all n ^ N. In this case we write also lim an = a or an -> a (an a if it is 
necessary to indicate | |). The standard elementary facts on convergence of 
sequences in C carry over (att-^a and bn->b imply an±bn-* a±b; anbn^ 
ab; \an\-+\a\ in IR; if an a ^ 0, then an ^ 0 for sufficiently large k, say, 
n>k, and then a„+k -> a'1, etc.). We define convergence of a series ^5° an 

and write £ an = s if sn -»s for the sequence of partial sums sn = #i + • • • + <v 
It is natural to consider two absolute values | |i and | | 2 as equivalent if 

they define the same topology on F. For example, if | | p and | \'p are p-adic 
valuations defined by y and y' respectively, that is, \a\p = yvp{a\ \a\'p = y'vp{a\ 

then \a\p = \a\p

s for s = log / / l o g y > 0. Hence any spherical neighborhood of 
a point defined by one of these absolute values is a spherical neighborhood 
defined by the other. Hence | \p and | \'p define the same topology. This is the 
case for any field F and any two absolute values | | and | |' = | | s where 5 is 
a positive real number. We remark also that the topology defined by an 
absolute value | | is discrete if and only if | j is trivial: It is clear that the 
trivial | | defines the discrete topology. On the other hand, if | | is not discrete, 
then we have an a such that 0 < \a\ < 1. Then an-^0 and the set of points 
{an} is not closed in F, so the topology is not discrete. It is now clear that 
the only absolute value equivalent to the discrete one | | is | | itself. For non-
trivial absolute values we shall now show that equivalence can hold only if 
each absolute value is a positive power of the other. Moreover, equivalence 
can be assured by a simple one-sided condition. Both of these results follow 
from 

T H E O R E M 9.1. Let | |i and | \i be absolute values of a field F such that | |i 
is not trivial and \a\t < 1 for aeF implies that \a\2 < 1. Then there exists a 
positive real number s such that | \2 = | | i s {that is, \a\2 = \a\\ for all a 0). 
Hence | |i and | \2 are equivalent. 

Proof (Artin). The hypothesis implies that if < \b\i, then \a\2 < \b\2 and 
hence \a\i > 1 = | l | i implies that \a\2 > 1. Since | |i is non-trivial, we can 
choose an a0 such that \a0\ i > 1 and hence | a 0 | 2 > 1- Now let a be any element 
such that Iah > 1 and hence \a\2 > 1. Let 
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t = log |fl|i/log'|<z0|i-

Then t > 0 and \a\i = \a0\i. We claim that \a\2 = |flo|2f also. We have \a\2 = 
\a0\2' with t' > 0 and if t' ^ t, then there exists either a rational number r 
such that r > t and r < t' or a rational number r such that r < t and r > t'. 
In the first case, | a 0 | 2 r < \a\i. and in the second \a0\2 > \a\2. Our claim can 
therefore be established by showing that if r is a rational number > t, then 
|#o|2r> \a\i and if r is a positive rational number <t, then | a 0 | 2 r < \a\2. 
Write r = 77t/n where m and are positive integers and suppose first that 
r>t. Then \a\± < \a0\fn and < ' ' | f l 0

m | i . Then \an\2 < \a0

m\2 and \a\2 < 
\a0\2

ln. Similarly, if r = m/n < t, then \a\2 > \a0\2

/n. Hence we have \a\2 = 
\a0\2 and 

t = log \a\i = log |al i 
log |<3o|2 log | a 0 | i 

and 
log \a\2 _ log l̂ oU 
log l o g | a 0 | i ' 

Then \a\2 = | a | i s for s = log | a 0 | 2 / l o g | a 0 | i > 0 and this holds for all a such 
that \a\i > 1. Then if \a\1 < 1, we have | a _ 1 | 2 = | ^ - 1 | i s and hence also \a\2 = 
| a | i s . Thus | a | 2 = \a\is and we have seen that this implies equivalence of the 
absolute values. • 

We have observed that the p-adic absolute value on Q and the absolute 
values on F(x) defined in examples 1 and 2 satisfy the stronger triangle 
inequality that \a + b\ < max( | a | , We call an absolute value non-
archimedean if it has this property; otherwise we say that the absolute value 
is archimedean. This distinction can be settled by looking at the prime ring; 
for, we have 

T H E O R E M 9.2. An absolute value \ | of afield F is non-archimedean if and 
only if'\nl\ ^ 1 for all ne Z. 

Proof (Artin). If | | is non-archimedean, then \a± + •• - + an\ ^ max \at\r Hence 
| l + -- - - f - l | < | l | = l and \nl | ^ 1 for all n e Z. Conversely, suppose this holds 
and let a,beF. Then for any positive integer n we have 

|a + fc|n- \an + (n

1)an-1b+---+bn\ 

<\a\n + \cfl'1\\b\+"' + \b\n 

^(n + l)m3x(\a\n,\b\n). 
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Hence \a + b\ ^ (w + max( |a | , |fe|). Since lim(n + = 1 in IR, this implies 
\a + b\ <max( |a | , | fe | ) . • 

A consequence of this criterion is 

COROLLARY 1. Any absolute value on a field of characteristic p ^ 0 is 
non-archimedean. 

Proof If nl is in the prime ring and nl ^ 0, then = 1 and hence 
|nl | = 1. Also |0| = 0. Hence | | is non-archimedean, by Theorem 9.2. • 

The trivial absolute value is non-archimedean. It is clear also from Theorem 
9.2 that if | | is non-archimedean on a subfield of a field F, then | | is non-
archimedean on F. Hence we have 

COROLLARY 2. / / I I is trivial on a subfield, then | | is non-archimedean. 

EXERCISES 

1. Show that if | | is an absolute value and 0 < s < 1, then | | s is an absolute value. 
Show also that if | | is non-archimedean, then | | s is an absolute value for every s > 0. 

2. Show that if | | is non-archimedean, then |a+6| = |a | i f |a |> | f r | . Show also that 
if ai -I + an = 0, then \at\ = \aj\ for some i # j . 

3. Let F be a field with a non-archimedean absolute value | | and let f(x) = x" + a, 
x n _ 1 + ••• + aneF[x]. Show that if M = max(l,|af|) then any zero p of/(x) in 
F satisfies \p\ ̂  M. 

4. Let | | be an absolute value on E and assume that | | is trivial on a subfield JF such 
that E/F is algebraic. Show that | | is trivial on E. 

5. Let | | be an absolute value on F and let a be an automorphism. Show that | \a 

defined by \a\a = \ a a \ is an absolute value. Apply this to F = Q(y/2) and 0(^/^1) 
with a # 1. In each case determine whether or not | |ff is equivalent to | |. 

9.2 THE A P P R O X I M A T I O N T H E O R E M 

In this section we prove a theorem on simultaneous approximation with 
respect to inequivalent absolute values that is an analogue of the Chinese 
remainder theorem in ring theory. This will imply a strong independence 
property for inequivalent absolute values. The result is the following 
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A P P R O X I M A T I O N T H E O R E M (Artin-Whaples). Let | |„ be in-
equivalent non-trivial absolute values on a field F, ai,..., an elements of F, s a 
positive real number. Then there exists an ae F such that 

(3) \a — ak\k < s, l ^ k ^ n . 

We shall prove first 

T H E O R E M 9.3. Let\ \n be inequivalent non-trivial absolute values on 
F. Then, for any k, 1 ^k ^n, there exists an akeF such that 

(4) \ak\k>l, \ak\i<l i f / ^ f c . 

Proof. It suffices to prove this for k — 1. Hence we have to show that there 
is an a such that > 1 and \a\x < 1 for every / > 1. First let n = 2. By 
Theorem 9.2 there is a beF such that \b\i < 1 and \b\2 ^ 1 and & ceF such 
that \c\2 < 1 and |c|i >1. Then if we put a = cb~x we have \a\x > 1 and 
\a\2 < 1. Hence the result holds for n = 2 and we may assume it for n— 1 ^ 2 . 
Then we have elements b and c such that 

| 6 | l > l , | & | 2 < l , . . . , | & | n - l < l , 

| c | i > l , | c | „ < l . 

We distinguish two cases. 

Case I. \b\n < 1. Consider ar = brc. We have \ar\k = \b\k

r\c\k. This is > 1 
if = 1 and < 1 if k > 1 and r is sufficiently large. For any such r put 
a = ar. Then (4) holds. 

Case II. \b\n > 1. Here we take ar = brl{l + V)c. If 2 ^ k ^ n - 1 , \b\k < 1 
so bry*< 0. Then arT*, 0 and \ar\k < 1 for sufficiently large r. Next let fc = 1 

I l k I l k 

or n. Then > 1 and hence br/(l +br) = 1/(1 + ft"0^.1 and fl^c. Since 
|c|i > 1 and \c\n < 1, we have |<ar|i > 1 and | a r | n < 1 for sufficiently large r. 
Hence for a suitable a = ar we have |a | i > 1, \a\2 < 1 , . . | a | w < 1. • 

We can now prove the approximation theorem. Let | |„ be in-
equivalent and non-trivial and let ai,...,an be elements of F. For each fc, 
1 ^ fc <n, apply Theorem 9.3 to obtain an element bk such that \bk\k > 1 and 
\bk\i < 1 for all / ^ fc. Then 

&*7(i+&*0 
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Hence akbk

r/(l + bk

r)-^ ak and 0 ^ / ( 1 + ^ ^ 0 for l^k. Then 
II* II' 

£ £ = 1 akbk

r/(l + bk

r) Y\aj for every j , 1 ^ j ^ n. Hence for any e > 0 we can take 

k = i 

for a sufficiently large r and we shall have the required relations \a — ak\k < e, 
1 ^ k ^ n. • 

We have seen that if | |i and | | 2 are equivalent, there exists a positive real s 
such that | 12 = | | i s . On the other hand, it is clear from the approximation 
theorem that if | | i , . . . , | |„ are inequivalent and non-trivial, then there exists no 
(si,..., sn) (0 , . . . , 0), si real, such that 

| a | i 1 | a | 2 2 , ' , | < 2 | n ' = 1 

for all aeF. For we may assume s \ = 1. Then, by the Approximation Theorem, 
there exists an at such that |<zf|i < 1/21 and \at- l\j < l /2 f for j > 1. Then 
\cii\i 0 and \at\j 1 and hence the foregoing relation cannot hold for all at. 

EXERCISE 

1. If p is a prime, we define the normalized p-adic absolute value on Q by \a\p = 
p~v»ia). Let | |oo be the usual absolute value. Show that rip|a|p= M^1 ^or a^ 
ae Q in the sense that for a given a only a finite number of \a\p are # 1 and 
the product of these is lâ 1. This can also be written as Y[q \aU = 1 if # ranges 
over the primes peZ and o o . 

9.3 A B S O L U T E V A L U E S O N Q and F(x) 

We shall now determine all of the absolute values on Q and all of the 
absolute values on a field F(x), x transcendental, that are trivial on the subfield 
F. We begin with Q and we prove 

T H E O R E M 9.4. Any archimedean absolute value | | on Q is equivalent to the 
ordinary absolute value | |oo-

Proof (Artin). Let n and n' be integers > 1 and write 

n' = a0 + ain + • • • + aknk, 0• < at < n. 
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Then 

\n'\ < w(l + H + — -h|n|fc) <n(fe + l )max(l , - jn | k ) 

and since n' ^ log n' ^k log n, ^ log n'/log n, so 

|n'| < " ( j ^ + l j m a x ( l , | n | l 0 « " > g " ) . 

Replacing n' by n' r for any positive integer r we obtain 

|n ' r | < n ( r l o g n + i )max( l , | H | r l °s" ' / l o g"). 1 1 V l o S ^ / 

Then 
r log 

|n'| < ( n t + 1 max( l , |w|iogn'/iog«). 
1 1 x log n / ^ I I 

For any real numbers a and b, l i m ^ ^ (ra + b)1Jr = 1 since l i m r ^ a ) l/rlog(ra + 
b) = 0. Hence the last inequality gives 

(5) \ri\ ^ m a x ( l ? | n | l o g " ' / i o g ^ 

for any n, n' such that n, n' > 1. Since | | is archimedean, there exists an n' 
such that \n'\> 1 (Theorem 9.2). Then < |n|logn'/togn s o | n | > j f o r a l l n > 1 

Then (5) holds for all n, n' > 1. Hence 

| | l/l0g 77' ^ | nj l/l0g W 

for all n, n' > 1. By symmetry, we have 

| n ' | l / l o g n ' = | ^ | 1 / log". 

Then log |rc'|/log n' = log |w|/log n = s > 0 and so |n| = ns for all integers n > 1. 
It follows that . |a] = | a | o o s for all a ̂  0 in Q and hence | | is equivalent to 

| loo- •. 
We determine next the non-archimedean absolute values on Q. 

T H E O R E M 9.5. Any non-trivial non-archimedean absolute value of Q is a 
p-adic absolute value for some prime p. 

Proof We have \n\ ^ 1 for every integer n. If \n\ = 1 for all n ̂  0 in Z, then 
| | is trivial. Hence the set P of integers b such that |b| < 1 contains non­
zero elements. Now P is an ideal in Z, since I&1 + 62I =^max( |bi | , \b2\) < 1 
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if heP and \nb\ = |n| \b\ < 1 if n e Z and be P. Also P is prime since \n\ = 1 
and \n'\ = 1 imply that \nn'\ = 1. Hence P = (p) for some prime p > 0. Now 
put y = |p| so 0 < y < 1. If r e Q , we can write r = pka/fr where e Z and 
a, b£{p). Then |<z| = 1 = |b | and \r\ = yk = yv'{p). Hence | | is the p-adic absolute 
value defined by y. • 

We consider next the case of F(x) and we prove 

T H E O R E M 9.6. Let | | be a non-trivial absolute value on F(x), x transcen­
dental, that is trivial on F. Then | | is one of the absolute values defined in 
examples 1 and 2 of section 9.1. 

Proof Since | | is trivial on F, it is non-archimedean. We distinguish two 
cases. 

Case I. |x | < 1. In this case, the fact that | | is non-archimedean and trivial 
on F implies that |b| ^ 1 for every b e F [ x ] . Since | | is not trivial on F(x) 
we must have a foeF[x] such that 0 < \b\ < 1. The argument proceeds as 
in the proof of Theorem 9.5. We let P be the subset of be F[x] such that 

< 1. This is an ideal (p) where p = p(x) is a prime polynomial. Then one 
sees that | | is an absolute value determined by p(x) as in example 2, p. 539. 

CaseII. |x | > l .Let b = b0 + b1x+ • • • + bmxm, b{eF, bm ^ 0. Then |fomxm| = 
\x\m > \btxl\ for i < m. Hence \b\ = \x\m (exercise 2, p. 542). If we put |x | = 

0 < y < 1, it is easy to check that | | is an absolute value | |oo as defined 
in example 3, p. 539. • 

9.4 C O M P L E T I O N OF A FIELD 

The familiar concepts of convergence, Cauchy sequence, and completeness in 
U and C, which we have also encountered in considering topologies defined 
by ideals in a ring (section 7.17), carry over to fields with an absolute value. 
For arbitrary F and | | we have the following definitions. 

D E F I N I T I O N 9.2. Let F be a field with an absolute value | |. A sequence 
{an} of elements of F is called a Cauchy sequence if given any real s > 0, there 
exists a positive integer N = N(s) such that 

(6) \am — an\ < s 

for all m,n ^N. F is said to be complete relative to | | if every Cauchy sequence 
of elements of F converges (lim an exists). 
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As in the case of C, it is clear that if an -> a, then {an} is a Cauchy sequence 
We shall now show that any field F with an absolute value | | has a com­

pletion F in the sense that 

(1) F is an extension field of F and has an absolute value that is an extension 
of the given absolute value. 

(2) F is complete relative to the absolute value. 
(3) F is dense in F relative to the topology provided by the absolute value. 

Since the steps of the construction of F are almost identical with familiar 
ones for real numbers and for metric spaces, we shall just sketch these and 
leave the verifications to the reader. We begin with the set C = C(F) of Cauchy 
sequences of elements of F. This can be made into a commutative ring exten­
sion of F. If {an}, {bn}eC, we define {an} + {bn} = {an + bn}, {an}{bn} = {anbn}. 
These are contained in C. If aeF, we let {a} be the constant sequence all of 
whose terms are a. Then (C, +, % {0}, {1}) is a commutative ring containing 
the subring of constant sequences that is isomorphic under a ~* {a} with F. 

A sequence {an} is called a null sequence if an -> 0. Let B be the set of null 
sequences. It is easily seen that B is an ideal in C. It is clear that B n {F} = 
{0} where {F} is the set of constant sequences {a}, aeF. Hence B is a proper 
ideal in C. We have the 

LEMMA. B is a maximal ideal of C. 

Proof Let B' be an ideal of C such that B' ^ B and let {an} e B\ $ B, so {an} 
is a Cauchy sequence that is not a null sequence. Then there exists a real 
number n > 0 and an integer p such that \an\ > rj for all n >p. Define bn = 1 
if n < p and bn = an if n > p. Then {an} — {bn} = {cn} e B. Also it is easy to 
check that {b-^eC. Then {1} = {b~{bn} = {b~{an} - {b~x} {cn} e Bf. 
Hence B' = C and so B is a maximal ideal. • 

We now put F = C/B. This is a field. The canonical homomorphism of 
C onto F maps {F} onto a subfield that we can identify with F. Thus we 
identify an element a of F with the coset {a} +B in C/B. 

We now introduce an absolute value | | on F. Let {an} e C. Then the inequality 
|| an | — | Om || oo ^ I an — cim I shows that {| an \} is a Cauchy sequence of real numbers. 
Hence l i m | a n | exists in R. If {bn}eB, then bn^0 and |6„ | ->0. This implies 
that if {a'n} e {an} + 5 , then lim \a'n\ = lim \an\. Hence if we define 

\{an) + B\ = l im|a„| , 

we obtain a map of F into IR. Since \a\ ^ 0 , it is clear that the values of | | 
on F are non-negative. Also since \an\ -+ 0 implies that an -» 0, it is clear that 
\a\ = 0 for aeF if and only if a = 0. It is straightforward to verify that | | 
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satisfies also conditions (2) and (3) for an absolute value (see Definition 9.1). 
Hence | | is an absolute value on F . It is clear also that | | on F is an extension 
of | | on F if we identify F as before with the subset of elements {a}+B 
in F. 

We show next that F is dense in F. This can be seen by showing that 
any a e F is a limit of a sequence of elements of F. In fact, if a = {an}+B, 
then it is easy to see that lim an = a. 

Now let {an} be a Cauchy sequence of elements of F. Then there exists an 
aneF such that \an — an\ < 1/2". It follows that {an} is a Cauchy sequence in 
F and lim an = a where a = {an} 4- B. Thus F is complete and we have proved 
the existence of a completion of F. 

We now consider the question of uniqueness of the completion. More 
generally we consider two fields Ft, i = 1,2, which are complete relative to 
valuations | \t and let Ft be a dense subfield of Ft. Suppose we have an iso­
morphism s of Fx onto F2 that is isometric in the sense that \a\x = | s a | 2 

for aeFx. Then s is a continuous map of F i into F 2 and since F1 is dense 
in F i , s has a unique extension to a continuous map s of F i into F 2 . This 
is easily seen to be a homomorphism, and since s - 1 is a homomorphism 
and s~1s = l F l and s s - 1 .= 1^ imply s _ 1 s = 1^ , 5 5 _ 1 = l.£2, it follows that s 
is an isomorphism. It is clear also that s is unique and is isometric. 

We state these results in 

T H E O R E M 9.7. (1) Any field F with an absolute value has a completion F. 
(2) If Ft, i = 1, 2, is complete relative to an absolute value and Fi is a dense sub-
field of Fi, then any isometric isomorphism of F\ onto F2 has a unique extension 
to an isometric isomorphism of F\ onto F 2 . 

If we take s = 1 F , then this proves the uniqueness of the completion up 
to an isometric isomorphism that is the identity on F. 

If we complete Q relative to its usual absolute value | ^ we obtain classically 
the field U of real numbers. On the other hand, the completion of Q relative 
to a p-adic absolute value \a\p = yV p ( f l ) , 0 < y < 1, can be identified with the 
field Qp of p-adic numbers as defined on pp. 74-75. To see this we first consider 
the closure Z of Z in the completion Q relative to | | p . An element a e Z is the 
limit in Q of a sequence of integers at. Such a sequence may be assumed to 
satisfy at = a^ (mod p% i ^j, and so determines an element of the inverse 
limit Zp = lim Z/(p'). It is straightforward to verify that we have an isomorphism 
of Z with Zp mapping lim at into the corresponding element of Zp. Hence we 
can identify these two rings. We observe next that since Q} is closed 
in U this set is identical with {|a| [ae Q}. Hence given any ft ^ 0 in Q there 
exists an e e Z such that |/?|. = \pe\, so a = fip~e satisfies |a| = 1. Then a = lim at 
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where at = bi/ci and (bi, p) = 1 = (ci9 p). Now there exists an xt e Z such that 
X i ct = bt (mod pl). Then | xt — bt/ct \ = \pi\ and so a = lim xt elp = T. It 
follows that every element of Q has the form ap e , a e Zp, e < 0. Evidently this 
implies that Q is the field of fractions of Z p so Q is the field Q p of p-adic 
numbers. 

EXERCISES 

In exercises 1-3, F is assumed to be complete relative to an absolute value | |. 

1. Show that if £ a „ converges in F, then lima„ = 0. Show that the converse holds 
if | | is non-archimedean. 

2. Show that if k is a natural number then 

~k ~k~ k 
— —— + —— 

J _ 
and hence vp(k\) < k{l/p - 1) (cf. exercise 15, p. 84 of BAI). Use this to prove 
that the power series 

00 
expz = £ V / i ! 

o 

converges for all ze Qp, p # 2, such that \z\p < 1. 

3. Show that exp(x + y) = (expx)(expy) if |x|,\y\ < 1. 

9.5 FINITE D I M E N S I O N A L EXTENSIONS OF C O M P L E T E FIELDS. 

THE A R C H I M E D E A N CASE 

One of the central problems in valuation theory is: Given a field F with an 
absolute value | | and a finite dimensional extension E/F, can | | be extended 
to an absolute value on El We are interested also in determining all of the 
extensions. We shall now consider this problem for F complete especially in 
the case in which the absolute value is archimedean. We prove first a unique­
ness theorem. 

T H E O R E M 9.8. Let \ \bea non-trivial absolute value on F such that F is com­
plete relative to | | and let E be a finite dimensional extension field of F. Suppose 
that | | can be extended to an absolute value | | on E. Then this can be done 
in only one way and | | on E is given by the formula 

(7) \a\ = \NEIF{a)VllE-n-

Moreover, E is complete. 

file:///
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Proof. Let { } be linearly independent elements of E, {an} a sequence 
of elements of the form an = i ocniUi where the anieF. Then {an} is a Cauchy 
sequence if and only if the r sequences {ocni}, 1 < i ^ r, are Cauchy sequences 
in F. In one direction this is clear: If every {a m } is Cauchy, then so is {an}. 
Conversely, suppose {an} is Cauchy. If r = 1, then clearly {a„i} is Cauchy. 
We now use induction on r. If {anr} is Cauchy, then the sequence bn where 

Cauchy and since bn = Y,rj=i anjUj, the result will follow by 
induction in this case. Now suppose {anr} is not a Cauchy sequence. Then 
there is a real s > 0 such that for any positive integer N there exist integers 
p,q>N such that \apr— aqr\ > s. Then there exist pairs of positive integers 
(pk, qk\ Pi<p2<"',qi<q2<"' such that \ocPkr - ocqkr\ > e. Then ( a f t r - aqkT)~1 

exists in F and we can form the sequence {bk} where 

Since |a A r —a^l 1<s 1 and — a f t ) - * 0 , we have fek->0. On the other 
hand, 

so if ck = pkjUj, ck-> —ur and so {ck} is Cauchy. Hence, by the induction 
hypothesis, every {pkj} is Cauchy and since F is complete relative to | |, fikj-^ 

PJEF. Then taking limits in (9) we obtain fijUj + Ur = 0 contrary to the 
linear independence of the ut. This proves that every {ani} is Cauchy. It is 
now clear also that if a „ - * 0 , then every a m - > 0 . Also, if we take (wi,. . . ,w r ) 
to be a base, then we see that F is complete. It remains to prove the formula (7). 
If this does not hold, we have an a = £ i such that \ar\ ^ \NE/F(a)\ 
(r = [ F : F ] ) . By replacing a by a - 1 if necessary we may assume that < 
\NEIF(a)\. Put b = (fNE/pia)'1. Then |&| < 1 and N{b) = NE/F(b)= 1- Since 

< 1, fc" 0. Hence if we write fc" = £ i then j8nf -> 0 for every i. Since 
the norm map is a polynomial function from F to F, it is continuous. Hence 
p n i -> 0 implies that 1 = N(fc") -> 0. This contradiction proves (7). • 

We shall determine next the fields that are complete relative to a real 
archimedean valuation. We shall see that the only possibilities are U and C. 

We shall need the following result, which is applicable in the archimedean 
case since these fields have characteristic 0. 

L E M M A . Let F be a field of characteristic # 2 that is complete relative to 
a real valuation | | and let E be a quadratic extension of F. Then (7) 

(8) bk = (aPkr ~ otqkr) 1 {aPk - aqk). 

r- 1 

(9) bk= E PkjUj + u, 
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Proof. E is Galois over F. Let a ~> a be the automorphism of E/F that is not 
the identity. Then T(a) = a + a and N(a) = aa and a2 -T{a)a+N(a) = 0. If 
aeF, then N(a) = a2 and the definition shows that the map a ^ \ NEIF(a)\1/2 

is an extension of the absolute value on F. Evidently \a\ as defined by (7) 
is ^ 0 and \a\ = 0 if and only if NEjF(a) = 0, hence if and only if a = 0. 
The condition |afc|= | a | | b | follows from the multiplicative property of the 
norm. It remains to prove that \a + b\ ^ |a | + |b| . The multiplicative property 
permits us to reduce this to proving that \a+l\ < + Since this holds in 
F, we may assume that a$F. Then E = F(a) and the minimum polynomial 
of a over F is x 2 — T(a)xJtN(a) = (x — a)(x — a). Then N(a-\-1) = ( a + l ) ( a + 1 ) = 
N(a)+T(a) + 1 and we have to show that | iV(a+ l ) | ^(\N(a)\1/2 +1)2. This is 
equivalent to 

11 + T(a) + N{a)\ < l+2\N(a)\1/2 + \N(a)\. 

Since |a + /?| ^ | a | + |/?| in F , this will follow if we can show that \T(a)\ < 
2\N(a)\1/2 or, equivalently, |T (a ) | 2 ^4 | iV(a) | . Suppose to the contrary that 
|T(a)\2 > 4\N(a)\. Then we shall show that aeF contrary to E = F(a). 

We consider the equation x 2 — ax + /? = 0, a = T(a), fi = N(a), whose roots 
in E are a and a. We shall show that this has a root in F and this will 
prove that aeF and will give the required contradiction. The given equation 
is equivalent to x = a — fix'1 and we have \a\2 > 4|/?|. We shall obtain a 
solution of this as a limit of a sequence of elements {yn} in F. We define 
the yn recursively by 

71 =2-0, = OL-Py'1. 

To see that this makes sense we have to show that no yn = 0. We have 
= > 0, so yi / 0 and assuming \yn\ >?\OL\ we have 

| y „ + i | = ^ - h n 1 ] ^ H - l i S l l y n l " 1 >|a|-2|i8||a|-1 ̂ lal-ilal2!^-1 =i|a|. 
Hence every |yB| ^ £ | a | > 0, so yn # 0. N o w y n + 2 - y n + 1 - / t y ^ i y n

_ 1 ( y n + i - y n ) . 
Hence 

\yn+2-yn+i\ ^ r i T \yn+i-yn, 
| a | 2 

so if we put r = 4 | /? | / |a | 2 < 1 we obtain | y n + 2 - y „ + i | =̂  ̂ "lyz — Ti|- This in­
equality implies that {yn} is a Cauchy sequence. Hence y = lim yn exists in 
F and if we take limits in the relation yn+1 = a- /fyn~ \ we obtain y = a - /fy " 1 

and y 2 — ay + /? = 0. This completes the proof. • 

We can now prove 

OSTROWSKI 'S T H E O R E M . The only fields that are complete relative to an 
archimedean absolute value are R and C. 
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Proof (A. Ostrowski). Let F be complete relative to the archimedean 
absolute value | |. Then F contains Q and since the archimedean absolute 
values of Q are equivalent to the ordinary absolute value, the closure Q of 
<Q in F can be identified with U and the restriction of | | to U is equivalent 
to the usual absolute value | |. If F contains an element i such that i2 = — 1, 
then F contains a subfield U(i) that can be identified with C. Moreover, by 
Theorem 9.8, the restriction of | | to C is equivalent to the usual | |oo. If F 
contains no i such that i2 = — 1, we can adjoin such an element to F to 
obtain E = F(i). By the Lemma and Theorem 9.8 the absolute value | | has a 
unique extension to an absolute value | | on E and E is complete relative to 
| |. The foregoing considerations apply to E in place of F and if we can show 
that E = C, it will follow that F = U. Hence the proof has been reduced to 
showing that if F satisfies the hypotheses and, moreover, F contains C and the 
restriction of | | to C is equivalent to | |oo, then F = C. 

We proceed to show this. Suppose that F ^ C and let a e F , C. We consider 
the m a p x ~> | x — a\ of C into U. Since the topology induced by | | on C is 
the usual one, it is easily seen that this is a continuous map of C into U. 
Let r = inf|y — a\ for yeC. We claim that there exists & y0eC such that 
|?o — a\ = r. First, it is clear that if we restrict the y so that \y — a\ ^ r + 1 , 
then inf|y — a\ for these y is also r. Hence we consider the yeC such that 
\y — a\ < r - f - l . If yi and y2 are two elements of this set, then \yi — y2\ ^ 2 r + 2. 
Hence the y such that \y — a\ ^ r - f - 1 form a closed and bounded set in C, 
so by the continuity of x ~ » | x — a\ we see that there is a y0eC such that 
|yo — a\ = r a n d hence 17 —a| ^ |y 0 — a\ for all y e C. Now let D = {yeC\ \y — a\ = 
r}. This set is non-vacuous and is closed since |x — a\ is continuous. The argu­
ment used before shows that it is bounded. We shall now show that D is open 
and this will give a contradiction. The openness of D will be proved by 
showing that if y'eD, then every y such that | / — y \ < r is in D. If we replace 
a by y' — a and call this a, this amounts to showing that if \a\ = r and |y| < r, 
then I a — y\ = r. To see this, let n be a positive integer and consider an — yn = 
(a — y)(a — sy)--'(a — £n~1y) where s is a primitive nth root of 1 (in C). Then 

\a — y \ \ a — ey\ • • • \a—£n x y | = \an — yn\ 

^\a\n+\y\n. 

Since |a — e^j ^ r ? this gives 
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Hence \a-y\ ^r(l + \y\n/rn) and so if \y\ < r, then lim | l+( |y | / r )" | = 1 gives 
\a — y\ ^ r. Hence \ a — y \ = r. Thus D is open as well as closed and non-vacuous. 
Since C is connected, D = C. Then for any two complex numbers y± and y2, 
\yi — Ji\ ^ — a\ + 1̂ 2 — a\ = 2r. Since this is impossible, the proof is com­
plete. • 

The extension problem for archimedeam complete fields becomes trivial in 
view of Ostrowski's theorem. If F is such a field with the absolute value | |, 
then either F = C or F = U. In the first case, F has no proper algebraic 
extension and in the second its only proper algebraic extension is C. In both 
cases | | is equivalent to | |oo and if F = U and E = C, the extension is given 
by formula (7) and E is complete. For future reference we state these results as 

T H E O R E M 9.9. Let F be complete relative to an archimedean absolute value 
| | and let E be a finite dimensional extension field of F . Then | | can be extended 
in one and only one way to an absolute value on E and this is given by (7). 
Moreover, E is complete relative to this absolute value. 

The analogous result for non-archimedean absolute values will be post­
poned until after we have generalized this concept to that of a valuation into 
an ordered abelian group. We shall consider this generalization in the next 
section. After that we shall prove an extension theorem for valuations and 
then specialize this to obtain the extension theorem for non-archimedean 
absolute values. 

9.6 V A L U A T I O N S 

A non-archimedean absolute value | | satisfies the condition \a + b\ ^ m a x ( | a | , 
\b\). The addition of the reals plays no role in any of the defining conditions 
for such an absolute value; only the multiplication and order relation for the 
set of non-negative reals are involved. This observation leads to a generalization 
of the concept of a non-archimedean absolute value to that of a valuation 
with values in any ordered group plus 0. This generalization has important 
applications to algebraic geometry; moreover, it is more natural than the 
original concept, since this generality is just what is needed to relate valuations 
to internal properties of the field. We consider first the concept of an ordered 
abelian group. 

D E F I N I T I O N 9.3. An ordered abelian group is a pair (G, H) consisting of 
an abelian group G and a subset H such that 

(1) G is a disjoint union of H u {1} \JH~ 1 where H'1 = {h~1\heH}. 
(2) H is closed under the multiplication in G. 
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Whenever there is no risk of confusion, we shall speak of the "ordered 
abelian group G" or the group G "ordered by if." We can use H to define 
an order relation on the set G by specifying that gx> g2 in G if gi1g2eH. 
It is clear that this relation is transitive. Moreover, the order is total ( = linear) 
since for any (gi,g2), gieG, one and only one of the possibilities gi>g2, 
gi = g2,g2 > g\ (which we write also as gi < g2) holds. Furthermore, the order 
is compatible with multiplication: g± > g2 implies ggx > gg2 for any g. Con­
versely, if we have an abelian group G with a total order relation > compatible 
with multiplication, then we obtain the ordered group (G, H) in which H == 
{h\h < 1}. This gives an equivalent way of defining ordered abelian groups. 
We remark also that if (G,H) is an ordered abelian group, then so is (G,H~X). 
Evidently, if gx > g2 in {G,H\ then g1 < g2 in ( G , # _ 1 ) . We call (G,FT _ 1 ) the 
ordered abelian group obtained by reversing order in (G, H). 

We have the usual elementary properties that gx > g\ and g2 > g2 imply 
# i # 2 > Q'IQI and g± > g2 implies g^1 < g2

x. We note also that not every 
abelian group G can be ordered, that is, G may contain no subset H satisfying 
conditions 1 and 2. For example, we have this situation if G has torsion. 
For, if G is ordered, then gn = 1 in G implies g = 1. 

If G is ordered by H and Gi is a subgroup of G, then Gi is ordered by 
Hi = Gi n H. The order relation > in Gi is the restriction to Gi of this 
relation in G. If (G,H) and (G',H') are ordered abelian groups, an order 
homomorphism of G into G' is a homomorphism of G into G' that maps H 
into H'. If (Gi, Hi), 1 ^ i ^ n, is an ordered abelian group, then Hx x H2 x 
••' x Hn does not generally define an order on Gi x G 2 x • • • x Gn. However, 
we can obtain an order in G = Gi x G 2 x • • • x Gn, the lexicographic order 
(corresponding to the given indexing i ~» G(), by taking H to be the set of 
elements of the form 

( l l 3 . . . , l r _ i , hr,gr+i,...,gn) 

where 1 ^n, 1* is the unit of Gi, hreHr, and the gt are arbitrary. It is 
easy to check that this provides an order in G. In this order we have 

( 0 I , 0 2 , . . - , 0 N ) > (gi,g2,-.-,g'n) 

if and only if for some r, 1 ^ r < n, we have = # i , . . . , g r - i = # r - i and 

We have the following familiar examples: (1) (U, H-,0), the additive group 
of reals with the usual order ; (2) the multiplicative group P of positive reals— 
here the subset H defining the order is the set of positive reals < 1 and the map 
x ~» ex of U into P is an order isomorphism; and (3) Z{n), the additive group 
of n-tuples of integers ordered by the lexicographic ordering. 
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To define general valuations of fields we need to consider ordered abelian 
groups with an element 0 adjoined: V = Gu{0}, disjoint, in which we define 
00 = 0 and g > 0, Og = 0 = gO for all geG. We can now give the following 

D E F I N I T I O N 9.4. If F is a field and V is an ordered abelian group with 0 
adjoined, then we define a V-valuation of F to be a map cp of F into V such that 

(i) cp(a) = Ooa = 0. 
(ii) <p(ab) = cp(a)cp(b). 

(iii) cp(a + b) ^max(cp(a), cp(b)). 

If we take V to be the non-negative reals, so V= {0} KJ G where G is the 
set of positive real numbers, we obtain the non-archimedean absolute values 
defined before. 

In the applications one generally encounters valuations in a form in which 
the ordered group is written additively and the order is reversed. Then the 
element 0 is replaced by an element oo such that co + oo = oo and oo > a, 
oo + a = oo for all a. The definition of a valuation then has the following form. 

D E F I N I T I O N 9.4'. If F is a field and V is an additive ordered group with oo 
adjoined, then we define an exponential F-valuation of F to be a map v of F 
into V such that 

(i') v(a) = oo oa = 0. 
(ii') v(ab) = v(a) + v(b). 

(iii') v(a-\-b) >xnm(v(a),v(b)). 

It is clear that this definition is equivalent to the first one we gave. 
If cp is a valuation of F (as in Definition 9.4) and, as usual, F * denotes the 

multiplicative group of non-zero elements of F , then cp{F*) is a subgroup of 
the given ordered abelian group G. We call this the value group of F (relative 
to the given cp). There is no loss in generality in replacing G by the value 
group cp(F*) if we wish to do so. 

As in the special case of non-archimedean absolute values, we have cp(l) = 1 
for any valuation cp since cp(\)2 = cp(l2) = cp(l). Also cp(— l ) 2 = cp(l) = 1 and 
since G has no elements of finite order ^ 1, we see that cp(—l)= 1. Then 
cp(—a)= cp(— l)cp(a) = cp(a)and cpQ?'1) = cpty)'1. Also cp(a-\-b) = cp(b)if cp(a) < 
9(b). 

We shall now give some examples of valuations that are not absolute values. 
We base the construction on a couple of lemmas. 

First, we need to extend Definition 9.4 to domains. If D is a domain and 
V an ordered group with 0, then we define a V-valuation of D as a map cp 
of D into V satisfying conditions (i)-(iii) of Definition 9.4. Then we have 
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L E M M A 1. Let D be a domain and let cp be a V-valuation on D. Then cp 
has a unique extension to a V-valuation on the field of fir actions F ofD. 

Proof Let ab'1 = cd~1 for a,b,c,deD, bd # 0. Then ad = be and cp{a)cp(d) = 
cp{b)cp{c). Hence cp(a)(p(7?)- 1 = cp^cpid)'1 and ab"1 ~> (p(a)<p(fr)_1 is a well-
defined map of F into V. Evidently, this is an extension of the valuation cp 
of D. Denoting this as cp also, then it is clear that (i) and (ii) hold. To prove 
(iii) it suffices to show that if a,b,deD, d # 0, then cpiad"1 -i-bd'1) ^ 
max (cpiad'1), (p(bd~x)). This is equivalent to (p(a + b)cp(d)~1 ^ max((p(a)(p(dy \ 
cp(b)cp(d)'l\ which is obtained by multiplying cp(a + b) ^ max(<p(a), (p(b)) by 
cp(d)~1. The uniqueness of the extension is clear since cp(ab~*) = (p(a)cp(b)~ • 

We now consider a field F with an exponential F-valuation v where 
V = GKJ { O O } . We form V = G ' u { o o } where G ' = Z © G ordered lexico­
graphically : (ra, #) > (ra', #') if either ra > ra' or ra = m' and g > g'. We have 

L E M M A 2. F/ze exponential V-valuation v can be extended to an exponential 
V-valuation v' of F(x) , x an indeterminate. 

Proof. In view of Lemma 1, it suffices to prove the statement with F(x) 
replaced by the polynomial ring F [ x ] . Let f(x) # 0 in F\_x]. Then f(x) = 
xk(a0 + aix + • • • + anxn) where fc > 0, at eF, and a0 ^ 0. Define z / ( / ) = 
(fc, v(a0))eG'. Then i/ is an extension of v (if we identify V with the set of 
elements (0,u), u e F ) . Conditions (i') and (ii') of Definition 9.4' are clear. To 
prove (iii') it suffices to assume that / is as indicated and g(x) = xl(b0 + 
bix + • • • + bmxm) where / ^ 0, bt e F, b0 # 0. We may assume also that v'(f) > 
v'(g). Then either fc > / or fc = / and v(a0) ^v(b0). In the first case, v'(f+g) = 
(/, u(fco)) = = minfa'CA ^'(#))- I n ^ e second case, v'(f+g) > m i n ( t / ( / ) , 
v'(g))ifa0 + b0 = 0 and #) = (fc,i;(flo + fco)) ^ m i n (*/(/), t/(0))if a 0 + &o # 0. 
Hence in both cases, (hi') is valid. • 

We can now begin with the trivial valuation .on F and apply Lemma 2 to 
obtain an exponential valuation of F ( x i ) , x i an indeterminate, for which the 
value group ( = u(F(Xi)*)) is Z. Adjoining successive indeterminates we obtain 
an exponential valuation of F ( x i ? . . . , x„) with value group Z{n) ordered lexico­
graphically. We remark that Z{n) with n > 1 does not satisfy Archimedes' 
axiom that if gx and g2 are elements of Z{n) with g1 > 0, then there exists 
an integer n such that ng± > g2. (For example, take g1 = (0,1, . . . ) and g2 = 
(1,...).) The additive group of real numbers does satisfy Archimedes' 
axiom. Hence Z{n) is not order isomorphic to a subgroup of this group and 
the valuation we have constructed is not an absolute value if n > 1. 
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EXERCISE 

1. Let (G,H) be an ordered abelian group, F a field, and let F[G] be the group 
algebra of G over F. Show that F[G] is a domain. I f / = ^ a ^ , at ^ 0 in F and 
gteG, define cp(f) = mingt (in the ordering in G) and define (p(0) = 0. Show that 
cp is a valuation. Hence conclude from Lemma 1 that for any given ordered abelian 
group (G, H) there exists a field with a valuation whose value group is (G, H). 

9.7 V A L U A T I O N R I N G S A N D PLACES 

There are two other concepts, valuation rings and places, that are equivalent 
to the concept of a valuation of a field into an ordered abelian group with 0. 
The first of these arises in the following way. Let cp be a V-valuation of a field 
F and let 

This is a subring of F since if a,beR, then cp(a— b) ^ max((p(a), cp(b)) so 
a—beR and cp(ab) = cp(a)cp(b) ̂ 1 so abeR. Also l e F . Now suppose that 
a$R. Then cp(a)> 1 and ( p ( a - 1 ) = ^ ( a ) - 1 < 1. We therefore see that R is a 
valuation ring (in F) in the sense of the following 

D E F I N I T I O N 9.5. / / F is a field, a valuation ring in F is a subring R of F 
such that every element of F either is contained in R or is the inverse of an element 
ofR. 

If R is the subring of F defined by (10), then R is called the valuation ring 
of the valuation cp. We shall now show that we can turn things around: 
Given any valuation ring R in F, it gives rise to a valuation. To see this, 
let U be the set of units of R, P the set of non-units, F * the multiplicative 
group of non-zero elements of F , F * = R n F*, P* = P nF*. U is a subgroup 
of F*, so we can form the factor group G' = F*/U. N o w put 

Then (G\H') is an ordered abelian group: If a e F * , either aeR or a~xeR. 
If both a and a~x e F , then ae U and aU = U = 1 in G'. If aeR and a'1 $R9 

then aeP* and aUeH'. If a£R, then a - 1 e P * and aUeH''1. It is now clear 
that we have condition 1 of the definition of an ordered abelian group. Now 
let bub2eP*, so bt # 0 and is a non-unit of F . Then bib2eP* and so 
i F is closed under multiplication and (G,H') is an ordered abelian group. 
Next we adjoin an element 0 to G' to obtain V = G'\J {0}. We define a m a p 

(10) R= {aeF\cp(a) < 1}. 

(11) i F = {bU\beP*} cz G'. 
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cp' of F into G by 

(12) cp'(0) = 0, cp'(a) = aUeG' if a ^ 0. 

We proceed to show that this is a F-valuat ion of F. Conditions (i) and (ii) 
of Definition 9.4 are clearly satisfied. Also (iii) is clear if either a = 0 or b = 0. 
If a 7^ 0 and b # 0, then either a b ~ 1 e R* or ba~1 e R*. We may as well assume 
the first. Then ( p ' ( a f c _ 1 ) ^ l since ^ = [ / u P * . Hence cp'(a) < cp'(b). Also 
a b ~ 1 + 1 e R, so cp\ab~1 + 1 ) < 1. Then 

<p'(a + b) = cp'(b)cp'(ab~1 +1) < <p'(b) = max(<p'(4 <?'(&))• 
Thus cp' is a valuation. Moreover, since cp'(a) ^ 1 if and only if a e R , the 
valuation ring associated with cp' is the given ring' R. We shall call cp' the 
canonical valuation of the valuation ring R. 

Now consider again an arbitrary valuation cp of F into V= G u {0} where 
(G,ff) is an ordered abelian group. Let R be the corresponding valuation 
ring and cp' the canonical valuation of F determined by R. We have cp'(a) = aU 
if a ^ 0, U as before. On the other hand, we have the homomorphism 
a ^> cp(a) of F * into G whose kernel is U. Hence we have the monomorphism 
cp'(a) ~»cp(a) of G' into G, which is an isomorphism of G' onto the value group 
of cp. If bUeFF, then freP* and hence cp(b) < 1. It follows that cp'(a) ~>cp(a) 
is order-preserving. We now see that the given valuation cp can be factored 
as ncp' where cp' is the canonical valuation determined by R and n is an order 
isomorphism of G' onto the value group of cp. 

We shall call two valuations cpx and cp2 equivalent if there exists an order 
isomorphism n of the value group of cpx onto the value group of cp2 such 
that cp2 = rjcpx. It is clear that this implies that cpx and cp2 have the same 
valuation rings. Moreover, we have shown that any valuation cp is equivalent 
to the canonical valuation cp' determined by the valuation ring R of cp. Hence 
any two valuations cpi and cp2 are equivalent if and only if they have the 
same valuation ring. 

Let R be a valuation ring in F , so we may assume that R is the subset of 
F of elements satisfying cp(a) ^ 1 for a valuation cp of F. Let P be the subset 
of R of elements b such that cp(b) < 1. Then it is clear that P is the set of 
non-units of R. Now P is an ideal in R since if bu b2 e P, then cp(bi + b2) ^ 
max(cp(bi), cp(b2)) < 1, and if aeR, then cp(bia) = cp(b1)cp(a) < 1. Hence R is 
a local ring, P is its maximal ideal and R = R/P is a field. This field is called 
the residue field of R or of the valuation cp. We have the canonical homo­
morphism a^a + P of R onto the field R. This leads us to introduce still 
another concept that is equivalent to valuation into an ordered group and 
valuation ring: 
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D E F I N I T I O N 9.6. IfF and A are fields, a A-valued place & of F is a homo­
morphism of a subring R of F into A such that if a£R, then a~xeR and 
0>(a-1) = O. 

Evidently the subring R specified in this definition is a valuation ring. On 
the other hand, if R is any valuation ring in F , then we have the canonical 
homomorphism of R onto the residue field. Moreover, if a£R, then cp(a) > 1 
and cp(a~1)< 1 so a - 1 is a non-unit in R. T h e n . a - 1 e F and a - 1 + F = 0. 
Hence a ~> a + P is a place of F. We shall call this the canonical place of 
the valuation ring R. As in the case of valuations, if & is a A-valued place, 
R the associated valuation ring, and the canonical place of R, then we have 
a monomorphism X of the residue field of R into the field A for which we 
have the factorization 0> = X&1. The introduction of the concept of a place 
permits one to transfer the problem of extension of a valuation from a field 
F to an extension field to one of extending homomorphisms. We shall treat 
these questions in the next section. 

We remark that everything we have done here can be formulated also in 
terms of exponential V-valuations. If v is such a valuation, then the cor­
responding valuation ring is 

R= {aeF\v(a) ^ 0 } 

and the maximal ideal is 

P= {beF\v(b)>0}. 

For our purposes it will be somewhat more convenient to work with the 
valuations cp. However, as we have indicated, the reader will generally encounter 
the exponential valuations in the applications, especially to number theory. 

E X E R C I S E S 

1. Let | \p be the p-adic absolute value of <Q determined by y, 0 < y < 1, as in 
section 9.1. Determine the value group, valuation ring and ideals of non-units 
for Q and its completion Qp. Show that the residue field is isomorphic to Z/(p). 

2. Let 0> be a A-valued place on / with valuation ring R, 0>' a A'-valued place on A 
with valuation ring R'. Show that the composite 0> is a A'-valued place with 
valuation ring S = {aeR \ @>(a)eR'}. 

3. Let D be a factorial domain, F its field of fractions, and let p be a prime in D. Show 
that the localization Dip) is a valuation ring in F. 

4. Let E = F(£i9..., £m), the field of rational expressions in m indeterminates Show 
that there exists an F-valued place on E such that F is contained in the valuation 
ring and ^ (^ ) = at for any prescribed elements a{ of F. 
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9.8 EXTENSION OF H O M O M O R P H I S M S A N D V A L U A T I O N S 

In this section we shall prove a basic theorem on extensions of a homomorphism 
of a subring of a field. This will enable us to prove a general theorem on 
extensions of a valuation of a field to any extension field. The key to everything 
is the following simple result. 

LEMMA. Let R be a subring of a field F, M a proper ideal in R, a a non­
zero element of F, R [ a ] and R [ a - 1 ] the subrings generated by R and a and 
a'1, respectively. Then either the ideal MR[a] is proper in jR[a] or M R [ a - 1 ] 
is proper in R [a~ 

Proof If not, we have mi9 HJEM such that 

(13) 1 = m 0 + m i f l + ••• +mkak 

and 

(14) l = n0+-n1a~1 + '-'+nia~l

i 

Since M is proper in R, k + l>2 and we may assume fc + Z minimal. By 
symmetry, we may assume also that k ^ /. Then al(l — n0) = n±al~1 + • • •*+ nx 

and (1 — n0) = (1 - n0)m0 + • • • + (1 — U(f)mkak

9 so if we substitute the expression 
for al(l — n0) given in the first of these relations in the last term of the second 
one, we obtain a relation (13) with a lower fc. This contradicts the minimality 
of fc+ / a n d proves the lemma. • 

The following is the main result on extension of homomorphisms to places. 

T H E O R E M 9.10. Let R 0 be a subring of a field F and let % be a homo­
morphism of R0 into an algebraically closed field A. Then &o can be extended 
to a A-valued place on F. 

Proof We consider the collection of homomorphisms of subrings of F into A 
that extend the given % . By Zorn's lemma we have a maximal one defined on 
the subring R ZD R 0 . We shall show that R is a valuation ring, which will 
prove the theorem. Let M be the kernel of 0. Since & maps into a field, 
R /M is a domain and M is a prime ideal in R. We claim that R is a local 
ring with M as its maximal ideal. Otherwise, we have an element beR, $M 
such that b is not a unit. Then &(b) =£ 0 and the subset of elements of F 
of the form ab~k, aeR, k ^ 1 , is a subring R' of F properly containing R. 
This can be identified with the localization R^by (see p. 395). It follows that 

can be extended to a homomorphism 3P' of R' into A. This contradicts 



9.8 Extension of Homomorphisms and Valuations 581 

the maximality of 0 and proves that R is local with M as its maximal 
ideal. Then R/M is a field and hence T = 0(R) is a subfield of A. 

If R is not a valuation ring, we have an a e F such that a£R and a~1$R. 
By the lemma, either M K [ a ] ^ R[a] or M J R [ a _ 1 ] ^ ^ [ a " " 1 ] . We may assume 
the former. Now consider the polynomial rings R [ x ] and T [ x ] , x an inde­
terminate. The homomorphism 0> of R can be regarded as an epimorphism 
of R onto T. This extends to an epimorphism of R\x\ onto T [ x ] mapping 
x ~> x. Let Z be the ideal in J R [ X ] of polynomials fix) such that f(a) == 0 and 
let Z ' be its image in T [ x ] . Then Z ' is an ideal in T [ x ] and if Z' = T [ x ] , 
we have an fix) = YlbCtx\ cteR, such that Ci« l = 0 and £ ^ ( Q ) X ' = 1. 
Then ^ ( c 0 ) = 1 and ^(c,-) = 0 if j > 0. Hence c0 = 1 — m0 and Cj=mj where 
m0,mjEM. The relation £ o Q ^ 1 = 0 then implies that l e M i ^ f a ] , contrary to 
hypothesis. Thus Z' £ T [x ] and Z ' = (g(x)) where either #(x) = 0 or g(x) is a 
monic polynomial of positive degree. In the first case we choose any r e A 
and in the second case we choose any r e A such that g(r) = 0. This can be 
done since A is algebraically closed. Now we have the homomorphism of 
JR[x] into A, which is the composite of the homomorphism of R [ x ] into 
T [ x ] with the homomorphism of T [ x ] into A, which is the identity on T 
and maps x into r. The homomorphism of F [ x ] into A has the form h(x) = 
Co + cix 0(co) + ^ ( c j r + • • • and it maps any f(x) e Z into 0. Hence we 

have the homomorphism of R[x]/Z into A such that /z(x)-j-Z ~> ̂ ( c 0 ) + 
^ i {c)r + • • •. Since Z is the set of polynomials such that /(a) = 0, we have 
the homomorphism 0>' of R[a] into A such that h(a) ^ ( c 0 ) + ^ (c 1 ) r - | -
This is a proper extension of 0> contrary to the maximality of 0*. Hence R 
is a valuation ring and the proof is complete. • 

We shall now apply this result to valuations. We work first with canonical 
objects that are defined internally. Thus we suppose we have a field F0 and a 
valuation ring R0 in F0. We have the canonical valuation cp'0 and canonical 
place 3P'0 associated with R0. If P 0 is the kernel of &'0, then P 0 is the ideal of 
non-units in the local ring R0 and the residue field P 0 /Po can be imbedded 
in an algebraically closed field A. Then &'0 can be regarded as a A-valued 
place of F0. Let F be an extension field of F0. Then R0 is a subring of F, 
so by the foregoing extension theorem, & 0 can be extended to a A-valued 
place 0> on F. Let R be the valuation ring in F on which 0> is defined, P 
the ideal of non-units in R. Let U0 be the set of units in R0, U the set of 
units in R. One easily sees that R0 = RnF0i P 0 = P n F0, U0 = U nF0. It 
follows that we have an order monomorphism s of the ordered group G ' 0 = 

FS/Uo (ordered by the subset of elements bU0, bePfi) into the ordered group 
G' = F*/U such that 

(15) a0U0^a0U, a0eF%. 
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Moreover, the definitions show that if cp' is the canonical valuation determined 
by JR, then we have 

(16) cp'{a0) = scp'0(a0), a0eF0. 

In this sense we have an extension of the canonical valuation of F0 to the 
canonical valuation on F. 

An immediate consequence of this result and the relation between canonical 
valuations and arbitrary valuations is the following extension theorem for 
valuations. 

T H E O R E M 9.11. Let cp0 be a valuation on F 0 , F an extension field of F0. 
Then there exists an ordered group G that is an extension of the value group of 
F0 and a V-valuation cp of F for V = {0} u G that is an extension of cp0. 

Proof Let R 0 be the valuation ring of cp0, cp'0 the canonical valuation asso­
ciated with R 0 . Then if we apply the result just proved and the relation between 
cp0 and cp'0, we see that we have a V-valued valuation cp on F, V= {0} u G, 
and an order monomorphism t of the value group of cp0 into G such that 
cp(a0) = tcp0(a0) for every a0eF0. We can then identify the value group of F0 

with its image under tin G and we shall have the result stated. • 

In the case of finite dimensional extension fields we have the following result. 

LEMMA. Let cp be a valuation of afield F , F0 a subfield such that \_F: F 0 ] = 
n < co. Then the value group of F is order isomorphic to a subgroup of the 
value group of F0. 

Proof For any non-zero a in F we have a relation of the form ai<2n ,-f-
a 2 a " 2 + • • • + akaHk = 0 where the a,- are non-zero elements of F 0 and the nt 

are integers such that [ F : F 0 ] = n ^ ni > n2 > • • • > nk. If cp(oLiani) > cp(ajanj) 

for all j # i, then <p(£i a/a";) = cp(aiani), contrary to ^ a / a " ' = 0. Hence we have 
cp(atani) = cp(ajanj) for some pair (i,j) with i> j . Then cp(a)ni~nJ = cp(ajixr1) 

is in the value group G 0 of F 0 . It follows that for any a ^ 0, cp(a)nleG0. 
Since the value group G of F has no torsion, the map g gnl is an order 
monomorphism of G. Thus G is order isomorphic to a subgroup of G 0 . • 

We can use the proof of this result and Theorem 9.11 to prove the existence 
of extensions of non-archimedean absolute values to finite dimensional exten­
sion fields. We have 

T H E O R E M 9.12. Let F 0 be a field with a non-archimedean absolute value | | 
and let F be a finite dimensional extension field of F 0 . Then | | can be extended 
to an absolute value | | (necessarily non-archimedean) of F . 
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Proof The value group G 0 of F is a subgroup of the multiplicative group 
of positive reals. By Theorem 9.11 we have an extension of cp0 = | | to a 
valuation cp' of F whose value group G is an extension of G 0 . The proof of 
the lemma shows that if n — [ F : F 0 ] , then the m a p g ^gnl is an order mono­
morphism of G into G 0 . Then g ^y(g^y/n\ [s a n order monomorphism of G 
into the positive reals, which is the identity on G 0 . If we apply this to cp' we 
obtain the required extension | |. • 

An immediate consequence of this result, Theorem 9.8, and our earlier 
result, Theorem 9.9, on archimedean absolute values is the 

COROLLARY. Let F be complete relative to a non-trivial absolute value | | and 
let E be a finite dimensional extension of F. Then the map a ^ \NEjF(a)\1/[E:F] 

is an absolute value on E that extends | | on F. Moreover, this is the only exten­
sion of\ | on F to an absolute value on E and E is complete relative to\\. 

EXERCISES 

1. Let G be an ordered abelian group written additively. If aeG, define \a\ = a if 
a ^0 and \a\ = —a if a < 0. Call a subgroup K of G isolated (or convex) if given 
any aeK, K contains every b such that \b\ <a. Show that the set of isolated sub­
groups is totally ordered by inclusion. The order type of this set is called the rank 
of G. (See Hausdorff's Mengenlehre, 3rd ed., Chapter 3.) 

2. Show that an ordered group G (written additively) is of rank one if and only if 
it satisfies Archimedes' postulate: If a, b e G and a > 0, then there exists a positive 
integer n such that na > b. 

3. Prove that an ordered group is of rank one if and only if it is order isomorphic 
to a subgroup of the ordered group of additive reals. 

(This result shows that the real valued valuations are the rank one valuations, that is, 
the V-valuations such that V = {0} \JG and G is of rank one.) 

The next two exercises are designed to indicate a proof of Hilbert's Nullstellensatz, 
based on the homomorphism extension theorem. In these exercises we assume F algebraic­
ally closed. 

4. Let / be a prime ideal in F [ x i , . . . , x„]. Let E be the field of fractions of the domain 
F[xi,xn~]/I and write £t = xt + I, 1 < i ^ n, in F. Then E = F(£l 5 . . . ,£„) and 
we may assume that {£i,...,£r}> r ^ 0 , is a transcendency base for E/F. For each 
i > r choose a polynomial 

tfiofe,..., x,.)xm'' + <Zii(xi,. . . , x r ) x m ' ~ 1 + • • • + a i m . ( x i , . . . , xr) 

in F[xu... ,xr,x] such that a^x^...,xr) # 0 and a;0(£i>• • • , £ r ) £ ? ' ' + ''' + 
oun&u• • • Q = 0. Let g = g(xl9...,xn)eF[xl9...,x„], I. Then g(£l9. 0 and 
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there exists a polynomial 

b0(x1,...,xr)xn + ••• + bn(x1,...,xr) 

eF[xl9...,xr,x~] such that g(^u...,^„)~x is a root of b 0 ( { l 5 . . . , £,.)x" + • • • + 
fc„(^!,..., £r). Show that there exists an F-algebra homomorphism rj of F [ £ l 5 . . . , £r] 
into F such that r\bQ{£u..., <y|~[a;o(£I>... ,Q ^ 0. Use the fact that r\ can be 
extended to an F-valued place on E to show that there exist elements c{, 1 < i < n, 
such that 

/ ( C l , . , . , . C n ) = 0 for a l l / e / , 

^(ci e j =£0. 

5. Use the result established in exercise 4 and the theorem that the nil radical of an 
ideal is the intersection of the prime ideals containing it to prove Hilbert's 
Nullstellensatz. 

The next two exercises are designed to prove that if/(x) and g(x) are two monic 
irreducible separable polynomials with coefficients in a complete non-archimedean field F 
and/(x) and g(x) are sufficiently close in a sense to be defined, then the fields F[x]/(/(x)) 
and F[x]/(#(x)) are isomorphic. Let F be the algebraic closure of F. Observe that since 
any finite subset of F is contained in a finite dimensional subfield of F/F, the absolute 
value | | on F has a unique extension to an absolute value on P. 

6. Le t / (x )eF[x] be monic irreducible and separable,/(x) = f | l ( x — at) in F[x]. 
Put 3 = mmiikj \at - a,.|. Show that if PeF and \p - a±\ < 3 then P(aJ CZ F(P). 

[Sketch of proof: Consider F(a l 5 P)/F(P). Let cp(x) be the minimum polynomial 
of oc1 over F(P). Then we may assume cp(x) = f ]J(x — a,), m < n. Since F is the 
algebraic closure of F(P), for any j , 1 ̂  j < m, there exists an automorphism a of 
F/F(P) such that a(x± = ocj. Since the extension of | | on F to F is unique \ay\ = |Y| 
for any yeF. Hence \P — a,-| = \a(P — 0̂ )1 = \p — a x | < 3. If m> 1, we can choose 
j > 1 and obtain |a7- — a x | ^ 3 so |a7- — a x | > \P — â j = |/? — aA| since ft — ocj = 
(P — a j + (O^ — a,) this contradicts exercise 2 on p. 562. Hence m = 1, F(a±,P) = 

and P K ) C= F(/?).) 

7. (Krasner's lemma). Let F,F,f(x) = xn
 + A I X " - 1 + be as in 6. Let g(x) = 

x" + / ? 1 I " _ 1 + --- + ^ e P M - Show that there exists an s > 0 such that if \at — bt\ < s, 
l^i^n, then F[x]/(/(x)) ^ F[x]/(#(x)); hence #(x) is also irreducible and 
separable. 

(Sketch of proof: Let M = max(l, 1̂ )̂, <5 = min^(a j — a,) where the at are the 
roots off(x) in P. Let £ = min(l, 3n/(M + !)")• Suppose the bt satisfy |af — frf| < s 
and let /? be a root of #(x). Then \bt\ ̂  + 1 ̂  M + 1, so by exercise 3, p. 562. 
|/?| *S M + 1 and fl! \P - «,| = | / ( 0 | = \fW - m\ = E(fli - W " | < e(W + 1)". 
Hence some \P — at\, say, \p — a x | < s1/n(M + l ) 1 / n < 3. Then by exercise 6, 
P K ) cz F(0). Since .[F(aJ:F] = n and [F(jff):F] O w e have F(a1) = F(p) and 
P W / ( / W ) = P[x]/fe(x)).) 

8. (Kurschak). Prove that if P is algebraically closed with an absolute value | |, then 
the completion P is algebraically closed. 

(Sketch of proof: The case in which | | is archimedean follows readily from 
Ostrowski's theorem. Now assume | | is non-archimedean. We show first that F 
is perfect. This is clear if char P = 0. If char P = p and a e F, let {an} be a sequence 
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of elements of F such that an a. Then {allp} is a Cauchy sequence so b = lim a^/p 

exists in F and bp = a. Thus a1/p exists for any aeF and F is perfect.) 

Suppose F is not algebraically closed. Then there exists a polynomial /(x) = x" + 
fl1x"~1 - f • • • + aneF\x~] that is irreducible and has degree n > 1. This is also separable. 
Since F is dense in F, Krasner's lemma implies the existence of a monic polynomial 
g(x)eF\x] that is irreducible of degree n in F[x], hence, in F[x]. Since F is algebraically 
closed this is impossible. 

9.9 D E T E R M I N A T I O N OF THE A B S O L U T E V A L U E S OF A 

FINITE D I M E N S I O N A L EXTENSION FIELD 

We return to the problem of extension of absolute values posed in section 9.5: 
Given an absolute value | | on a field F and a finite dimensional extension 
field F /F , determine all of the extensions of | | to absolute values on F. By the 
corollary to Theorem 9.12 we have the answer for F complete: There exists one 
and only one extension of the given absolute value and it is given by \a\ = 
\NE/F(a)\1/n, n = [ F : F ] . Moreoover, F is complete. 

Now suppose that F is arbitrary. Let F be the completion of F relative to | |, 
| | the absolute value of F extending the given absolute value on F. Let (r, s, t) 
be a composite of F / F and F / F since [ F : F ] = n < oo, and T = s(F)t(E), 
[r:s(F)] < n < oo. The absolute value | | on F can be transferred to an absolute 
value | | s on s(F) by putting \s(a)\s = \a\ for aeF. This coincides with | | on F and 
s(F) is complete relative to | \s. Since r is finite dimensional over s(F), | | s has 
a unique extension to an absolute value | | r on T. Restricting this to t(E) and 
defining \b\r = \t(b)\r for e F , we obtain an absolute value on F that extends | |. 

Thus we have a procedure for associating with every composite (r, s, t) of 
F / F and F / F an absolute value on F that extends | |. We shall now show that 
this correspondence is bijective if we identify equivalent composites. First, 
suppose the two composites (T^s^t^ and (T2,s2,t2) are equivalent. Then we 
have an isomorphism u of Tx onto T 2 such that us1 = s2 and ut1 = t2. For 
c G r 1 ? \u(c)\T2 defines an absolute value on Tv If aeF then \u(s1(a))\T2 = 
| s 2 ( a ) | r 2

 = |s2(a)U = \a\ = |si(a)|si- Thus \u( ) | r 2 is an extension of | | S l . The same 
is true of | and since the extension of | | S l to an absolute value of T1 is 
unique, it follows that \u(. ) | r 2 = | | F l . This implies (r l 5 sl9 tx) and ( F 2 , s2, t2) pro­
vide the same absolute value on F extending | | on F. 

Conversely, suppose the absolute values on F defined by {T^s^t^ and 
( r 2 , s 2 , t2) are identical. Then for any beE, \t1(b)\Tl = |t 2(fc)| r 2 . Next, we observe 
that the closure of Eh i = 1,2, with respect to the topology defined by | | r . con­
tains st(F) and tt(E) and since the closure is a subalgebra it contains Tt = 5f(F)^(F). 
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Thus Et is dense in I V The map tx(b) ^> t2(b), b eE, is an isometric isomorphism 
of tx{E) onto t2(E). Hence, by Theorem 9.2(2), this map has a unique extension 
to an isometric isomorphism u of T1 onto T 2 . Evidently, ut± = t2. Moreover, 
since u is the identity on F and st(F) is the completion of F relative to | | s ., the 
restriction of u to s^F) is an isometric isomorphism of s^F) onto s2(F). Also 
the map s^a) s2(a) is an isometric isomorphism of s^F) onto s2(F) which 
is the identity on F. It follows that this coincides with the restriction of u to 
Si(F). Hence us^a) = s2(a), aeF, and u is an equivalence of (T^s^t^ onto 
( T 2 , s 2 , t 2 ) . 

It remains to show that every extension of | | to an absolute value on E 
can be obtained from a composite in the manner indicated. Let | |' be an 
absolute value on E extending | | and let E' be the completion of E relative to 
| |'. As usual we denote the absolute value on E' that extends | |' on E by | |'. 
The field E' ZD F and E so E' ZD FE which is a domain finite dimensional over 
F. Hence FE is a finite dimensional extension field of F. It follows that FE is 
complete relative to | |'. Hence E' = FE and we have the composite (E',s,i) 
where s and t are the injections of F and E. The given extension | |' is obtained 
by restricting | |' as defined on E'. 

We can now apply the determination we gave in section 8.19 of the com­
posites of two fields. According to this the composites of F and E are obtained 
by taking TM = (F ®FE)/M where M is a maximal ideal in F ®FE and letting 
s:a a ® 1 + M, aeF, t:b 1 ® b + M, beE. Any composite of F/F and E/F 
is equivalent to one of these and the composites obtained from distinct maximal 
ideals are inequivalent. To obtain the corresponding extension to E of | | we 
define \a ® 1 + M\s = \a\, aeF. This has a unique extension to an absolute value 
| \ F m on r M . Then \b\M = |(1 ®b) + M\Tm, beE, defines the extension of | | on 
F to E. 

We can summarize our results in the following 

T H E O R E M 9.13. Let F be afield with an absolute value | |, E a finite dimen­
sional extension of F, and F the completion of F. Then we have a bijection of 
the set of maximal ideals M of F ®FE { = EF) with the set of absolute values on 
E extending | |. The absolute value | |M corresponding to M is given by 
WM = 1(1 ®b) + M\Tm, beE where TM = (F®FE)/M and \ \ F m is the unique 
extension of the absolute value | |5 on F ® 1 such that \a ® 1 + M\s = \a\, aeF 
to an absolute value on TM. Moreover, TM is isomorphic to the completion of 
E relative to | |M. 

Let rad EF be the Jacobson radical of Ep = F ®FE. Then Ep/radEp is semi-
primitive artinian; hence 

(i7) Ep/mdEp = TX e T2 e • • • e TN 
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where the Ij are minimal ideals and are fields over F (p. 422). The maximal 
ideals of this algebra are the ideals Mj = h + **• ••• +Ih, 1 < j < h, and 
Ij = (Ep/md Ep)/Mj. Since rad Ep is the intersection of the maximal ideals of 
Ep, we have a 1-1 correspondence between the maximal ideals of Ep and 
those of Ep/r&dEp. Accordingly, we have h distinct maximal ideals Mi , . . . ,M h 

of Ep and Ep/Mj ^ (Ep/md Ep)/Mj ^ Fj. Hence by Theorem 9.13, we have h 
extensions of | | to absolute values | \h on E where | \j=\ \Mj and i j i s 
isomorphic to the completion of F relative to | \j. We call Uj — [ F / : F ] 

the local degree of E/F at | | j . Then it is clear from (17) and the isomorphism 
Ej ^ Ij that we have the formula 

h 

(18) ] [ > , = - [rad F J K F ] 
I 

where n = [ F : F ] = [ F £ : F ] . Hence we have the inequality 

(19) £ > j 
1 

for the local degrees. 
These results assume a simple concrete form if F has a primitive element: 

F = F(u). In this case we have 

T H E O R E M 9.14. Let \ \ be an absolute value on F, F the corresponding 
completion of F, and let E = F(u) where u is algebraic over F with minimum 
polynomial f(x) over F. Let f1(x),...,fh(x) be the distinct monic irreducible 
factors of f(x) in F [ x ] . Then there are exactly h extensions of \ \ to absolute 
values on E. The corresponding completions are isomorphic to the fields 
F\_x~]/(fj(x)), 1 ^h, and the local degree nj — deg/}(x). 

Proof. The field F is isomorphic to F [ x ] / ( / ( x ) ) , which has the base 
(1, x , . . . , x n ~ 1 ) where xl = xl 4- ( / (x)) and n = deg / (x ) . This is a base also for 
Ep/F, so Ep ^ F [ x ] / ( / ( x ) ) . Since F [x] is a p.i.d., the maximal ideals of F [ x ] /( /(x)) 
have the* form (g{x))/(f(x)) where #(x) is a monic irreducible factor of f(x) 
in F [ x ] . Hence F [ x ] / ( / ( x ) ) has h maximal ideals (//(x))/(/(x)). The cor­
responding factor is isomorphic to F [x] / ( / j (x) ) . The results stated follow 
from this and from Theorem 9.13. • 

Theorem 9.14 is applicable when F / F is separable, since such an F has a 
primitive element (BAI, p. 291). Moreover, in this case the derivative criterion 
(BAI, p. 231) shows that f(x) =fi(x)~'fh(x) where the f(x) are distinct 
irreducible factors. Hence we have the following: 
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COROLLARY. Let E be a finite dimensional separable extension of afield F 
with an absolute value | |. Then [F . ' i 7 ] —YAUJ where ni,...,nh are the local 
degrees. 

As an example of these results, let F = Q, | | the usual absolute value on Q, 
and let E = Q(u) where the minimum polynomial of u is f(x). Here F = U 
a n d / ( x ) factors in IR[x] as 

where the g^ are irreducible quadratic polynomials. There are no multiple 
factors. Hence the number of extensions of | | to absolute values on E is t + s 
of which t have local degree one and s have local degree two. The dimen­
sionality of E/F is t + 2s. ' 

9.10 R A M I F I C A T I O N INDEX A N D RESIDUE DEGREE. 

DISCRETE V A L U A T I O N S 

In this section we introduce the important concepts of ramification index 
and residue degree of an extension of a valuation as well as the concept of 
discrete valuation. Discrete valuations are the ones whose value groups are 
cyclic, and these are the valuations that are of primary interest in number 
theory and in the study of algebraic functions of one variable. 

Let E be a field with a valuation cp, F a subfield. Let S be the valuation 
ring of cp in E, Q the maximal ideal of S, R and P the corresponding objects 
of F. Then R = S nF and P = QnF. Hence we have the monomorphism 

(20) a + P-+a + Q 

of R = R/P into S = S/Q. The image is (R + Q)/Q. This can be identified with 
R by means of the isomorphism (20). In this way we can regard R as imbedded 
in S and we can consider the dimensionality ". .. = 

which is called the residue degree of E/F relative to cp. It is clear also that 
the value group cp(F*) is a subgroup of the value group cp{E*). Accordingly, 
we have the index 

f(x) = Y\(x-Ui)Yl9j(x) 
I I 

( 2 1 ) f=[S:Rl 

( 2 2 ) e=[<p(E*):q>(F*)l 
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This is called the ramification index of F / F relative to cp. 
We now consider non-archimedean absolute values, or equivalently, valua­

tions whose value groups are contained in the multiplicative group of positive 
real numbers. Then S = {aeE | \a\ < 1} and Q = {beE | < 1}. We assume 
also that | | is non-trivial and we show first that if [ F : F ] = n < co, then both 
the ramification index and the residue degree are finite; for we have 

P R O P O S I T I O N 9.1. ef^n= [ F : F ] . 

Proof. Let u 1 , . . . , u f l be elements of S such that the cosets ut + Q of S are 
linearly independent over R ( = (R + 0 / 0 . This means that if we have elements 
ateR such that £ a ^ e g , then every ateQ. Let &i,. . . ,fc e , be elements of F * 
such that the cosets \bj\ \F*\ are distinct elements of the factor group |F* | / | F* | . 
We proceed to show that the exfi elements utbj are linearly independent over 
P. If we multiply the bj by a suitable element of F*, we can bring these 
elements into Q. Hence we may assume that the b3eQ. We shall show first 
that if ateF and ^ a ^ i ^ ^, then |£ajMj|e For if Yjaiui^ 0> then some 
at # 0 and we may assume that 0 # ^\a>t\ f ° r at- Then |J]fliMi| = 

\a±| l̂ af1^^! and l^af 1 ^^! ^ 1. If \YJai1aiui\ < 1, Yjai1aiuieQ and since 
laj"1 !̂ ^ 1, ai1aieR for every i. Then the relation Y J

a i l a i u i ^ Q contradicts 
the choice of the ut. Hence l ^ a r 1 ^ ^ = 1 and |£a /Wi | = | a i | e | F * | . 

Now suppose we have a relation YjUjaijui°j= 0 for a^eF. If there exists 
a j such that Yjiaijut ^ 0> then the relation a^uibj = 0 implies that we 
have distinct j , say, j = 1,2, such that |£i<2£iMi&i| = ai2^i^21 # 0. Then 
Yjanui ^ 0 and Yuai2ut ^ 05

 s o a n c ^ E ^ 2 ^ i | e | F * | . Then 1̂ 1̂ *1 = 
Jfc2||F*|5 contrary to the choice of the bj. Thus the relation Yjaijuibj = 0 
implies that ^^jUt = 0 f ° r every j . If we multiply the by a suitable non­
zero element of F , we obtain a relation ^ a-ji/j = 0 with a\jER and if some 
alj # 0, we may assume one of the a!tj $ Q. This contradicts the choice of the 
ut and proves the F-independence of the e^fi elements uabj. Evidently this 
implies that ef ^ n. • 

The inequality ef ^ n can be sharpened by passing to the completions. 
Consider the completion F of F , which contains the completion F of F . We 
observe first that F and F have the same value groups. Let a e F * . Since 
F is dense in F , there exists an aeE such that \a—a\ < \a\. Then \a\ = \a\ 
and hence the value group | F * | = |F* | . Likewise | F * | = |F* | . Hence F / F and 
F / F have the same ramification index. 

Now let S and R be the valuation rings of F and F respectively, Q and 
P the corresponding maximal ideals. We have S = S n F , Q = QnE, R = 
R n F , and P = P nF. If a e R , we have an aeF such that la—a| < 1. Then 
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a-aeP, so aeRnF = R. Hence R = R + P and we have the canonical 
isomorphism 

(23) a + P-»a + P 

of the residue field R = R/P onto the residue field R/P. Similarly we have 
the isomorphism b + Q-+b + Q of S/Q onto S/Q. This is a semi-linear iso­
morphism of S/Q regarded as vector space over R/P onto S/Q regarded as 
vector space over R/P relative to the base field isomorphism given by (23). 
Hence [S/Q: R/P] = [S/Q: R/P], so the residue degree as well as the ramifica­
tion index is unchanged on passing to the completions. On the other hand, 
[E :F] = n is replaced by the local degree n = [E:F] and this will generally 
be less than [E: F]. We have the sharper inequality ef ^h ^ n. 

Considerably sharper results can be obtained if | | is discrete. A valuation 
cp is called discrete if the value group of cp is cyclic. If this group is not 
trivial, then it is infinite cyclic and hence it can be realized in the multi­
plicative group of positive reals. Thus cp can be regarded as a non-archimedean 
absolute value. The p-adic absolute values on Q are discrete since \p\ is a 
generator of the value group. Also the absolute values of F(x) that are trivial 
on F are discrete (p. 566). We recall also that if E is a finite dimensional 
extension of F, then the value group of E is isomorphic to a subgroup of 
the value group of F (p. 582). Hence if a valuation is discrete on F, then any 
extension of it to a valuation on a finite dimensional extension field is also 
discrete. 

Suppose that | | is discrete and non-trivial on F and let c be a generator of 
such that c< 1. Let n be an element of i 7 * such that |7c| = c. Then 

neP. If aeF*, \a\ = \n\k for ke Z, so \an~k\ = 1 and an~k = u is a unit in R. 
Then a = unk. Evidently a e R if and only if k ^ 0 and aeP if and only if 
k > 0. Hence P = nR. It is easily seen that the only ideals in R are the ideals 
pk _ ^ Q H E N C E the valuation ring of a discrete | | is a principal ideal 
domain. Moreover, this property is characteristic, since we have the following 

P R O P O S I T I O N 9.2. Let R be a local p.i.d. (= local ring that is a principal 
ideal domain). Then R is a valuation ring in its field F of fractions such that 
the corresponding valuation is discrete. 

Proof. Let rad R = P = nR. Since R is a p.i.d., R is factorial and since nR 
is the only maximal ideal in R, n and its associates are the only primes in 
R. Hence every non-zero element of R can be written in one and only one 
way in the form unk where u is a unit and k ^ 0 . Then every non-zero element 
of F can be written in one and only one way in the form vnl where v is a 
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unit in R and IeZ. It follows that R is a valuation ring in F and the cor­
responding valuation is discrete. • 

In view of Proposit ion 9.2 and the result preceding it, it is natural to call a 
commutative ring R having the properties stated in the proposition a discrete 
valuation ring (often abbreviated as DVR). As we shall see in Chapter 10, 
these rings play an important role in multiplicative ideal theory. 

We shall now prove 

P R O P O S I T I O N 9.3. Let F be complete relative to a discrete valuation | |, E 
a finite dimensional extension field ofF,\ | the unique extension of | | to E. Then 
ef=n=[E'.F\ 

Proof We know that | | is discrete on E and E is complete. Let P, R, Q, S 
be as before and let n and I I be chosen so that P = 7iR, Q — US. Then \n\ 
and |n | generate and respectively. Since ; = e, we have 
| TT: I = | I l | e and hence n = uYle where u is a unit in S. Let ui,...,uf be elements 
of S such that the cosets ut + Q form a base for S/Q over R/P. We shall 
show that the ef elements 

form a base for E/F. It is clear that the cosets Il^i 7 *!, 0 < 7 ^ e— 1, are 
distinct elements of | £ * | / | F * | . Hence the proof of Proposition 9.1 shows that 
the elements utUj are linearly independent over F. It remains to show that 
every element of £ is a linear combination of the utUj with coefficients in F. 
We shall show first that every element of S can be written as J]iJaiju^J 

with atjER. Let veS. Then \v\ — \Tlk\ for some k ^ 0 . We can write k = 
m1e-\-j1 where m x >0 and 0 ^ e - l . Then \v\ = |n m i e + J > 1 | - \nm'UJi\, so 
v = W 7 i m , n j ! where |w| = 1, so weS. Then there exist aneR such that w — 
£ a ; i Q, that is, | w ~ J ] < 2 i i t / i | < 1. Hence if we put 

then vx = ( w - ^ n U i ) 7 1 " 1 ^ 1 a n d < |̂ | = |n|/c = n W i e ' + J"'. Then v = 
YjbiiUiW' + Vx where bn = annm]eR. We repeat this process with vx and 
obtain v± = YbiiUiTLj2 + v2 where bi2eR and \v2\ < \vt\. We substitute this 
in the expression for v and iterate this process to obtain 

(24) 

/ e - l 

m = 1 , 2 , . . . 
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where \v\ > \vx\ > \v2 \ > ' - and the cffieR. Then vm-*0 and ^c^^n-7'->v, 
Since F is complete and the ef elements UiUj are linearly independent, the 
proof of Theorem 9.8 shows that lim c (J ) = ctj exists for every i, j . Since 
|c|"x ) | ^ 1 we have |c0-| ^ 1, so c^eR, Hence v = ^ c ^ - I F with every c^eR. 
If i/ is any element of £ , we can multiply it by a non-zero element of F 
to obtain a u with < 1. Then applying the result that we proved for v, 
we see that v' is an F-linear combination of the uJlK This completes the 
proof. • 

We can now prove the main result on residue degrees and ramification 
indices. 

T H E O R E M 9.15. Let F be a field with a non-archimedean absolute value 
| |, E an extension field of F such that [E:F~\ = n < oo, and let | |„ 
be the extensions of\ | to absolute values on E. Let et and ft be the ramification 
index and residue degree of E/F relative to | \(. Then Yjetfi ^ n a n ^ ^Leifi — n 

if | | is discrete and E/F is separable. 

Proof. Let Et be the completion of E relative to | \t so Et ZD F , the completion 
of F relative to | |. Then we have seen that if nt = [ E f : F ] , then etfi ^ n t and 
Yjii ^ Hence Yjeifi ^ n- We have seen also that = n if E/F is separable 
and nf = etf if | | is discrete. Hence = n if | | is discrete and E/F is 
separable. • * 

EXERCISES 

1. Determine the value group, valuation ring and its ideal of non-units for the field Qp 

of p-adic numbers. Show that the residue field is isomorphic to Z/(p). (See exercise 1, 
p. 560.) 

2. Let R be a valuation ring in F. Show that if R is noetherian, then R is a discrete 
valuation ring. 

9.11 HENSEL 'S L E M M A 

We shall prove next a reducibility criterion for polynomials with coefficients 
in a valuation ring, known as Hensel's lemma. In the text we treat the most 

* An example in which n ̂ Yje^fi n a s ^ e e n § i v e n by F - K. Schmidt in "Uber die Erhaltung 
der Kettensatz der Ideal theorie bei beliebigen endliche Korpererweiterungen," Mathematische 
Zeitschrift vol. 41 (1936), pp. 443-450. 
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important case of this lemma in which the valuation is discrete and the 
polynomials are monic. The general form of the lemma is indicated in the 
exercises. The proofs given are due to D. S. Rim. The key result for these 
considerations is the following 

P R O P O S I T I O N 9.4. Let F be complete relative to a discrete valuation | |, 
R the valuation ring of | |, P its maximal ideal, and R — R/P. Suppose that 
f(x) is a monic irreducible polynomial in R [ x ] . Then the image f"(x) e R [ x ] 
is a power of an irreducible polynomial in R [ x ] . 

Proof Let E be a splitting field over P off(x). Then | | has a unique extension 
to an absolute value | | on E. Let S be the valuation ring determined by 
the absolute value on E, Q the maximal ideal of S. Let aeE, ae Gal E/F. 
Then NE]F(GO) = NEiF{a). Hence by (7), |cra| = \a\. It follows that a(S) — S and 
&(Q) = Q- Hence cr determines the automorphism 

(25) a: a ~> era 

of S/Q. Evidently this is the identity on R = R/P, so t i e Gal S/R where S = 
S/Q. Now the given polynomia l / (x) is irreducible in F [ x ] . This is clear since 
R is a p.i.d. and hence is factorial (BAI, p. 148). We have the factorization 
fix) = f l ? (x-rt) in F [ x ] . Let an = / ( 0 ) = Y[{-rx). Then NEIF(n) = {{-\)nany 
where e = \E:F~\/n. Since a„eR, it follows that \rt\ ^ 1 and the rteS. Applying 
the canonical homomorphism of S onto S we obtain f(x)= J^[(x —rf). Let 
r"j, fj be any two of these roots. S ince / (x) is irreducible in F [ x ] , we have an 
automorphism a e Gal F / F such that or* = r,-. Then or* = f7-, which implies that 
fj and fj have the same minimum polynomial over R. If this is g(x), then 
/ (x) is a power of g(x). • 

We can now prove the following version of 

HENSEL'S LEMMA. Let F be complete relative to a discrete valuation 
| |, R the valuation ring, P the ideal of non-units, R = R/P. Suppose that 

f(x) is a monic polynomial in R [ x ] such that f(x) = y{x)8(x) in R [ x ] where 
y(x), 3(x) are monic and (y(x), 8(xj) = 1. Then f(x) = g(x)h[x) in R [ x ] where 
g(x) and h(x) are monic and g(x) = y(x), h(x) = S(x). 

Proof. We have the factorization f(x) = Y\i fi^Y1 i n where the f(x) 
are the distinct monic irreducible factors. By Proposition 9.4, f(x) = gi{x)ki 

where ^ (x) is monic and irreducible in R [ x ] . Then f(x) = Y\\ Qi{^Yik{ and 
since (y(x), d(x)) = 1, we may assume that y(x) = f | i 9j(xYjkj a n d <5(x) = 
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Y\r+i di{x)e,k' where gj(x) ^ gx(x) for the j and / indicated. Put g(x) = 
Y\ifj(x)ej> Hx) = TYr+i fi(xY1' Then g(x) and h(x) satisfy the required con­
ditions. • 

Hensel's lemma can often be used to conclude the existence of roots of 
equations f(x) = 0 in R from the existence of roots of / ( x ) in R. The precise 
result giving this is the 

COROLLARY. Let F, R, P, f (x), etc. be as in Hensel's lemma. Suppose that 
f(x) has p as a simple root in R [ x ] . Thenf(x) has a root r in R such that 
f = p. 

This is clear, since we have f(x) = (x — p)S(x) where 5(p) ^ 0 so (x — p, 
S(x))=l. 

Hensel's lemma can also be used in conjunction with Theorem 9.14 to deter­
mine the number of extensions and local degrees of a p-adic valuation of Q. 
This is illustrated in the second exercise below. 

EXERCISES 

1. Show that x 3 = 4 has a root in Q 5 , the field of 5-adic numbers. 

2. Determine the number of extensions and local degrees of the p-adic valuation of 
Q for p = 3, 5, 11 to the field of fifth roots of unity. 

3. Show that Qp has p-distinct pih roots of 1. 

The next three exercises are designed to prove a general Hensel's lemma. 

4. Let R be a valuation ring in the field F. Call a polynomial f(x)eR\_x] primitive 
if some coefficient of /(x) is a unit. Prove Gauss' lemma that the product of two 
primitive polynomials in R[x] is primitive. Show that any non-zero polynomial in 
F[pc] can be written as a product cg(x) where ceF* and g(x) is a primitive poly­
nomial in R[x]. Show that c and g(x) are determined up to a unit in R. Show 
that if g(x) is primitive and irreducible in R[x], then g(x) is irreducible in F[x]. 

5. Let F be a field, and R a valuation ring in F such that if £ is any finite dimensional 
extension field of F, then there is a unique valuation ring S of E containing R. 
(Note that this holds if F is complete relative to the non-archimedean absolute 
value | | and R is the valuation ring of | |.) Prove that Proposition 9.4 holds for 
monic polynomials in R[x]. 

6. (Hensel's lemma.) Assume that F and R are as in exercise 5. Let / (x)eR[x] and 
assume f(x) = y(x)d(x) in R[x] where (y(x), <5(x)) = 1 and degy(x)>0. Then 
f{x) = g(x)h(x) in R[x] where ^(x) = y(x), h(x) = <5(x) and deg g(x) = deg y(x). 
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7. Let F be a field and let FQ be the set of maps of Q into F. If feFQ, define 
Supp/= {ae <Q|/(a) # 0 } . Let P(F) be the subset of FQ off such that 

(i) Supp/cz Z / i - 1 for some positive integer n (depending on/ ) , 
(ii) Supp/is bounded below. 

The elements of P(F) can be represented as formal series £ A E S U P P / " / ( A ) F A and these 
are called Newton-Puiseaux series. IffgeP(F), define f+g and fg by ( / + g)(<x) = 
f(oc) + g{a), (fg)(a) = / ( ^ ( y ) (which is well defined). Define 0 by 0(a) = 0 
for all a and 1 by 1(a) = 1 if a = 0 and 1(a) = 0 if a # 0. Verify that (P(F), + , 
0 ,1) is a commutative ring. Show that any finite subset {flf... ,fr} of P(F) is con­
tained in a subring isomorphic to a field of Laurent series J]i>k cut1. Hence show 
that P(F) is a field. 

Let v(0) = co and i?(/) for / ^ 0 be the least rational in Supp / Verify that 
v(fg) = v(f) + v(g), v(f+g) >mm(v(f), v(g)). 

Show that if X is a positive rational number, then the map nx of P(F) defined 
by (/7^/)(a) = / ( A - 1 a ) is an automorphism of P(F). (Symbolically, Y\X\£/(a)ta ~> 
Zf(ot)tM) We have v(nAf) = Mf)-

8. (Newton-Puiseaux.) Prove that if P is algebraically closed of characteristic 0, then 
P ( P ) is algebraically closed. (Sketch of proof, following an exposition by S. 
Abhyankar: We have to show that if g(x)eP(F)[x] is monic of degree n > 1, then 
g(x) has a factor of degree m, 1 ^ m < n. By applying a suitable automorphism 
we may assume g(x)eF((t))\_x~\ and by replacing g(x) = xn+f1xn~1 + • • • +/„, 
/ G P ( ( 0 ) , by g(x — (l/n)fi) we may assume/i = 0. Suppose first that all of t h e / e 
P[[ t ] ] and for some / , f(0) ̂  0, that is, v(f) >0. Let ^(x) = x " + / 2 ( 0 ) x " - 2 + 
••• + / n ( 0 ) . Note that g(x)eF[x~] is not a power of a linear factor and hence apply 
Hensel's lemma to show that if n > 1 then g(x) has a factor of degree m, 1 < m < n. 
Now assume that g(x) is arbitrary of the form x" + • • • + / n , / eF((t)). We 
may assume some /• ̂  0. Let u = inf{u(/)/z|2 and let r, 2 < r ^ n , 
satisfy u(/r)/r = w. Apply the automorphism nr to the coefficients and follow this 
with the automorphism of P(F)[x], which is the identity on the coefficients and 
sends x ~> tv(fr)x. Multiplying the resulting polynomial by t~v(f')n we obtain a monic 
polynomial satisfying the conditions considered at first. The validity of the result 
for this implies the result for g(x).) 

9.12 LOCAL FIELDS 

A field F with an absolute value | | is called a local field if the pair (P, | |) 
satisfies the following conditions: 

(1) I I is non-archimedean discrete and non-trivial. 
(2) F is complete relative to | |. 
(3) The residue field of | | is finite. 

Typical examples are Qp and the field P((x)) of formal Laurent series in one 
indeterminate over a finite field F. For the first, this was indicated in exercise 1, 
p. 561. The residue field here is Z/(p). The second example can be regarded 
as the completion of the field F(x) of rational expressions in x where the 



596 9. Valuation Theory 

absolute value is | |oo as defined on p. 539. The valuation ring R of F{x) is the set 
of rational expressions xkb{x)/c(x) such that b(0) i=- 0, c(0) 0, and fc ^ 0 . The 
maximal ideal P of R is the set of these elements with k > 0. The map sending an 
element of JR into its value at 0 is a homomorphism of JR onto F whose 
kernel is P. Hence R/P ^ F. It follows that the residue field of the completion 
F(x) = F((x)) is also isomorphic to F, so F((x)) is a local field. 

Properties (1), (2), and (3) carry over to a finite dimensional extension field; 
hence if F is local and £ is a finite dimensional field over F, then E is local. 

It is quite easy to determine all of the local fields. We prove first the 

L E M M A 1. Let F be a local field and let \R/P\ = NP. Then R contains NP 

distinct roots Ci, £2, • • •, CNp of xNp = x and these elements constitute a set of 
representatives of the cosets of P in the additive group R. 

Proof Since NP is the cardinality of the finite field R = R/P, NP is a power 
of the characteristic of R and R is a splitting field over the prime field of 
xNp — x (see BAI, p. 287). Let Co be any element of R. Then by the Corollary 
to Hensel's lemma (p. 593), there exists a CeR such that CN'' = C and 
( + P = Co- If Co ^ Co is another element of R and f satisfies CNp = C, 
C + P = Co, then C + P # C + P- Hence we can obtain NP elements Ci, C2, • • •, CNP 

such that Ctp = Ci and the cosets d + P are distinct. • 

Put A = {Ci, Ci,- • >,(NP}- Let 7i be an element such that 71JR = P. Then \n\ 
is a generator of the value group \F*\. More generally let nk be an element 
such that |7c f c |= |7r|k, keZ. In particular, we can take nk = if. Let aeF*. 
Then we claim that we can write 

(26) a = a/ C l7rf c l + a / C 2 + 1 7 i / C 2 + 1 + ••• 

where the o^eA, fci < fe2 < and ak ^ 0. Let \a\ = \nkl\. Then an^1 eR, £P 
so there exists an ak] / 0 in A such that a n ^ 1 = a f c ] (mod P). Then |a —afcl7cfcJ < 

If a = ak{nklWQ have (26). Otherwise, we repeat the argument with a—ak]nk]. 
By induction we obtain kx <k2 < "'and cckl, otk„...non-zero in A such that 

\a\ > \a-(xkxnk\ > \a-akx7ikx-ccklnk2\ > 

Then we obtain (26). It is clear also that the a's such that (26) holds are 
uniquely determined and that aeR if and only if fc ^ 0 . 

Now let F0 be a subfield of F such that (1) F 0 =5 A, (2) F 0 is closed in 
the topology of F, and (3) F0 n P / 0. Pu t R0 = R n F0, P0 = P n F 0 - We shall 
call a polynomial f(x) = x" + i> 1 x n _ 1 -h • • • + fcw G R0 [x] an Eisenstein polynomial 
in R0 [x] if the ftf e P 0 and bn^Po - Then we have 
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L E M M A 2. Let F0 be a subfield of F such that (1) F0 ZD A, (2) F0 is closed 
in the topology of F, and (3) P 0 = F0 n P # 0. Let n be an element of R such that 
P = (n). Then F = F0(n) and n is algebraic over F0 with minimum polynomial 
an Eisenstein polynomial over R0 = RnF0. 

Proof It is clear that F0 is a local subfield of F. Now let P0 = (n0) (in R 0 ) , 
P = (n). Then | 7 i 0 | = | 7 i | e for e ^ 1. If fee 1, we have k = eq-\-r where 0 < r ^ 
e—1. Hence if nk = n0

qnr, then |n;fc| = |7r*|. It follows as above that any aeF* 
can be written as in (26) using these nk, and that if aeR, then we have k ^ 0 
in (26). We can rearrange the terms of this sum and obtain 

(27) a — a0 + aXTi + • • • + a e - 1 ne~1 

where each at has the form £ a g 7 t 0

€ and for aeR the summation is taken 
over the q ^ 0 so the ateR0. Now |a f7cf| has the form | 7 r | e 5 + i . Hence |^7r£| ^ 
|a7-7ij| if z T£ j and 0 ^ i,j < 1. It follows that if ^ ^ - T C 1 ' = 0, then every at = 0. 
Thus (1,7i,.. . , ne~x) is a base for F/F0 and hence F = F0(n). Moreover, applying 
(27) to a = ne we see that n is algebraic with minimum polynomial of the 
form xe + b1xe~1 + ••• + be where the bieR0. Then NF/Fo(n) = ±be and \be\ = 
| ^ V F / F 0 ( ^ ) | = | ^ E | = \no\ (see (7)). Hence beeP0, $PQ. Suppose one of the bi£P0. 
T h e n / ( x ) = g0(x)xj in (R0/P0)[x] where j >1 and x\g0(x). It follows from 
Hensel's lemma that / ( x ) is reducible. This contradiction shows that every 
bi e P0 and hence / ( x ) is an Eisenstein polynomial. • 

We can now prove 

T H E O R E M 9.16. The local fields are either fields of formal Laurent series 
F0((x)) where F0 is a finite field or the finite algebraic extensions of fields of 
p-adic numbers. 

Proof Assume first that F is of finite characteristic. Then R/P has the same 
characteristic. Let A = Ci,• -• ,CNP}, the set of elements of F such that 
Cfp = Ct- Since NP is a power of the characteristic of F, it follows that A 
is a finite subfield of F. Let neP satisfy P — (%). Then we have seen that every 
element of F has. the form Yjj>kOCjiij, OLJE A, and this expression is unique. It 
follows that F = A((7i)). Now assume that F is of characteristic 0. Then F 
contains Q and the valuation is non-trivial on Q since R/P is finite, so 
Z n P ^ O . Hence F contains Qp for some p. Let A be as before and let 

= Qp(A). Then F0 satisfies the conditions of Lemma 2, so F = F0(n) is 
algebraic over F0. Then F is algebraic over Qp. • 
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We shall now analyze the structure of a finite dimensional extension field F 
of a local field F. Then E is also local. Let e and / be the ramification index 
and residue degree of the absolute value | | of E extending the given | | on F. 
Then ef = n. We shall show that E is built up from F in two stages: 
E W I D F where W is unramified over F in the sense that the ramification 
index associated with W/F is 1, and E is completely ramified over W in the 
sense that the associated residue degree is 1. 

Let R, P, S, Q have the usual significance (p. 568). Then [S/Q:R/P] =fi so 

(28) NQ=\S/Q\ = \R/P\' = NP'. 

Moreover, the Galois group of S/Q over R/P is cyclic with generator 

(29) a ~» aNp. 

Let AE and AF denote the set of roots of XNQ = x and xNp = x in E and F 
respectively. Then AE ZD A f . Put W = F(AE). Then we have 

L E M M A 3. [W:F] = / and W/F is unramified. 

Proof. We have the isomorphism £ ( = C + Q of the group A | of non-zero 
elements of A £ onto the multiplicative group of the field S/Q. Hence if ( is a 
primitive (NQ — l)-st root of unity in S, then £ is a primitive (NQ~ l)-st root 
of unity of S/Q. We have_JF = F(Q and S/Q = (R/P)(Z). Let g0(x) be the 
minimum polynomial of C over R/P, so deg g0(x) = [S/Q: R/P] =f and 
XNQ — x = #oMM*) in W ^ ) H - By Hensel's lemma, XNQ~X = g(x)h(x) where 
g(x) and /z(x) are monic in P [ x ] and ^(x) = g0(x), h(x) = /i0W- If ^ ( 0 # 0, 
then h(Q = 0 and /i0(C) = 0, which is impossible since g0(Q = 0 and x N e — x 
has distinct roots. Hence g(Q = 0. Since ^oW is irreducible in (P /P) [x ] , g(x) 
is irreducible in P [ x ] and hence in P [ x ] . Then a(x) is the minimum polynomial 
of C over F and hence [W: P ] = deg g(x) =fi Since AE c P^, it is clear that 
the residue degree of the valuation of W is / and since [W: P ] = / , it follows 
that the ramification index is 1. Thus W is unramified. • 

Now W is a splitting field over F of the polynomial XNQ — X, which has 
distinct roots. Hence W is Galois over F. Let G = Gal W/F. As in the proof 
of Proposition 9.4 (p. 573) any aeG determines an automorphism a:a^oa, 
aeS, contained in Gal (S/Q)/(R/P). Now G maps A | into itself and G maps 
the multiplicative group of S/Q into itself. Since the map a ~> a of Af is 
injective and W / = F ( A £ ) , it follows that G^G is a monomorphism. Since 
|G| - [ W : F ] = [ 5 / 2 : F / P ] = |Gal (S/g) / (F/P) | , it follows that G ~> a is an 
isomorphism of the Galois group of W/F onto the Galois group of S/Q over 
F / P . The latter is cyclic. Hence Gal W/F is a cyclic group. 
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Since W is unramified, \ W*\ = |JF*| and hence \ W*\] = e. Thus e is 
the ramification index of £ over W and this is also [E : W~\. Hence E is com­
pletely ramified over W. By Lemma 2, if n is chosen so that (H) = Q, then 
E = W(U) and the minimum polynomial of n over W is an Eisenstein poly­
nomial. If E is unramified, then clearly E = W. It is easily seen also that in 
any case W contains every unramified subfield of E/F. We have proved the 
following results. 

T H E O R E M 9.17. Let F be a local field, E a finite dimensional extension field 
of F. Then E contains a unique maximal unramified subfield W. We have 
\W\F~\ =fi the residue degree of E over F, and W is a cyclic field over F. 
E is completely ramified over W and [ E : W~\ = e, the,ramification index. More­
over, if n is chosen so that Q = (II), then E = W(U) and the minimum poly­
nomial of II over W is an Eisenstein polynomial (over S n W). 

There is one other important result in these considerations. This concerns 
the existence of a distinguished generator of Gal W/F for W unramified. We 
have such a generator a ~> aNp for the Galois group of the finite field S/Q 
over R/P. We have a corresponding automorphism in Gal W/F. This is called 
the Frobenius automorphism of W/F. It is characterized by the property that 
it maps any £ e AE into ( N p . 

EXERCISES 

1. Let the notations be as in Theorem 9.17. Show that if the characteristic of S/Q 
is not a divisor of e, then n can be chosen so that its minimum polynomial has 
the form xe—n, neP. 

2. Let E, F be as in Exercise 1, with char S/Q\e and assume that E/F is Galois. 
Show that Gal E/W is cyclic of order e. Hence show that Gal E/F is an extension 
of a cyclic group by a cyclic group. Show also that if E/F is an abelian extension 
field, thene|(iV Q -l) . 

3. Show that if R is a valuation ring, then any Eisenstein polynomial in R[x] is 
irreducible. 

9.13 T O T A L L Y D I S C O N N E C T E D L O C A L L Y C O M P A C T 

D I V I S I O N R I N G S 

In this section we propose to show that local fields and more generally finite 
dimensional division algebras over local fields have a simple topological 
characterization: These are the non-discrete totally disconnected locally com-

file:///W/F~/
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pact topological division rings. Using topological methods, we shall also deter­
mine the structure of these division rings. These results will be used in the 
next section to determine the Brauer group of a local field. 

By a topological division ring D we mean a division ring that is a Hausdorff 
space in which subtraction and multiplication are continuous maps of the 
product space into the underlying space D and the map x ~> x ~ 1 is continuous 
on the subspace D* of non-zero elements. We assume that the topology is 
not discrete. It is easily seen that a topological division ring is either con­
nected or totally disconnected, which means that the only connected subsets 
are the points. We recall that a space is locally compact if every point has a 
compact neighborhood. The locally compact fields, both in the connected and 
totally disconnected cases, were determined by D. van Dantzig in 1931. The 
connected locally compact division rings were determined in 1932 by L. 
Pontrjagin to be one of the classical trinity: M (Hamilton's quaternions), C, and 
IR. The totally disconnected ones were determined by the author in 1936, 
assuming the first countability axiom. This condition and the hypothesis that 
x ~ > x _ 1 is continuous were removed by Y. Otobe in 1945. In this section we 
begin by proving the first countability property of locally compact division rings 
by a simple argument given in the second edition of Pontrjagin's Topological 
Groups. After this we follow the method of our 1936 proof with some improve­
ments. Pontrjagin's book can serve as a reference for topological definitions 
and results, which we shall state without proofs.* 

Let D be a locally compact division ring (not discrete) and let C be a compact 
subset of D, W a neighborhood of 0. Since aO = 0 for every a and multiplica­
tion is continuous, for any xeC there exist neighborhoods Ux of x and Vx 

of 0 such that Ux Vx( = {uv\ue Ux, ve Vx}) cz W. Since C is compact, a finite 
subset {UXl,...,UXn} covers C. If we put V = f | i Vx., then we have CVcz W. 
Next let U be a compact neighborhood of 0. Then U is infinite, since D is 
not discrete. Let {bn} be an infinite sequence of distinct elements of U and put 
Bk = {bm\m ^ fc}. Then Bx ZD B2 => • • • and f]Bk = 0. Hence some Bk is not 
closed and we may assume that B = {bn} is not closed. Let beB, the closure 
of B, b£B. Then b is a limit point of B and beU. Using a translation we 
may assume b = 0. We now claim that the set {Ubn\ is a base for the neigh­
borhoods of 0, that is, given any neighborhood W of 0 there exists an n 
such that Ubn cz W. Since U is compact, the result we proved first shows that 
there exists a neighborhood V of 0 such that UV cz W. Since 0 is a limit point 
of P, there exists a bn in VnB. Then Ubn cz UV cz W. This proves the first 

*A good bibliography of the early literature on topological algebra appears in H. Freudenthal's 
review of this book in Nieuw Archief voor Wiskunde, vol. 20 (1940), pp. 311-316. 
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countability axiom of D and permits us to base the topological considerations 
on convergence of sequences. 

The concept of a Cauchy sequence in a topological abelian group is clear: 
{an} is Cauchy if given any neighborhood U of 0 there exists an integer N 
such that dm — On e U for all m, n > iV. Such a sequence converges (to a limit) 
if a subsequence converges. F rom this it follows that any locally compact 
abelian group is complete, that is, every Cauchy sequence converges. For, 
if {an} is Cauchy and U is a compact neighborhood of 0, then every aN+p — 
aNeU for N sufficiently large and p= 1,2, . . . . A subsequence of {aN+p — 
aN\p = 1,2,...} converges and since this sequence is Cauchy, we have a b 
such that lrnip.+oo {aN + p— aN) = b. Then l i m ^ ^ an = aN + b. 

Again let D be a locally compact division ring and let U and V be compact 
neighborhoods of 0 such that V ^ 17. Then there exists a neighborhood W of 
0 such that WU cz V and hence any we W satisfies the condition 

(30) wU cz V. 

We shall now show that if w is any element satisfying (30), then w" -> 0. 
Let u be a non-zero element of U. Since wnU cz U, wne Uu~1 for n — 1 ,2 ,3 , . . . , 
and Uu'1 is compact. Since the power sequence {wn} is contained in a compact 
set, to prove wn 0 it suffices to show that 0 is the only limit point of {wn}, 
that is, if wA z for a subsequence {uA} of {wn} then z = 0. Suppose not. 
Then there exists a subsequence {wm f c} where the mfc are differences ni+1 — ni 
such that w m f c -> 1. Then lim wm*w = u for any we U. Since every w m *ue wU 
and wC7 is closed, u = lim wW f cu e wU. Then (7 c w(7 cz V, contrary to V ^ U. 

We shall write an -» oo if no subsequence of converges. We shall now 
use the fact that W contains elements w 0 such that w" -> 0 to prove 

P R O P O S I T I O N 9.5. / / D is a locally compact division ring, then a sequence 
of non-zero elements {an} satisfies an -» oo if and only if a^1 —>• 0. 

P roo / Since we are assuming continuity of x ~> x - 1 in D*, an -> a ^ 0 implies 
that ^ a " 1 . Hence it suffices to show that we cannot have both an-> co 
and A " 1 -» oo. Suppose this is the case and let U be a compact neighborhood 
of 0. By dropping some terms at the beginning, we may assume that an $ U 
and anX£U for n=l,2, Let w be an element such that w # 0 and 
lim wn = 0. Suppose that for a fixed j we have infinitely many n such that 
anwje U. Since Uw~j is compact, this would imply that a subsequence of {an} 
converges, contrary to the hypothesis. Hence for every j there exists an nj 
such that anwj£U for n >nj. This implies that there is a subsequence {bn} 
of {an} such that bnW'^U. Since wn 0, for each n there exists a fe„ ^ n such 
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that faw^^U but bnwk»+1eU. A subsequence of {bnwk" + 1} converges, so we 
may assume that b„w^4"1 -> z. Thus bn\^n -> zw~ 1 and zw~ 1 =̂  0 since bn\^n V. 
Then w'^K1 -» w z - 1 and 6 " 1 = v v ^ v v - ^ 1 ) -> 0. This contradicts a " 1 - * 
0 0 . • 

Let G be a locally compact totally disconnected abelian group. Then G 
contains a base for the neighborhoods of 0, which are compact open and 
closed subsets of G. (See Pontrjagin, loc. cit. p. 87.) We can now prove 

P R O P O S I T I O N 9.6. If G is a locally compact totally disconnected abelian 
group, then the set of compact open (hence also closed) subgroups of G form a 
base for the neighborhoods ofO in G. 

Proof Since 0 has a base of compact open and closed neighborhoods, it 
suffices to show that if U is such a neighborhood then there exists an open 
subgroup of G contained in U. Let V = U n where —U = { — u\ueU} 
and let H = {heG\h+Va V). Then H is an open subgroup of G contained 
in V and hence H a U. • 

Next we prove the existence of compact and open subrings of a totally 
disconnected locally compact division ring. 

P R O P O S I T I O N 9.7. Let D be a totally disconnected locally compact division 
ring and let H be a compact and open subgroup of D. Then the set R = 
{aeD\aH cz H} is a compact and open subring of D. 

Proof It is clear that R is a subring and R contains an open neighbor­
hood of 0, so R is open and hence closed. If h is a non-zero element of H, 
then R cz Hh"1. Since Hh'1 is compact, it follows that R is compact. • 

We now let R be any compact and open subring of D and we investigate 
the arithmetic properties of R. We observe first that if b is a non-zero element 
of R, then bR and Rb are open right and left ideals of R. If I is any non­
zero right (left) ideal of R, then I = [jbeibR([jbeI Rb), so I is open. Then R/I 
is compact and discrete and hence R/I is finite. Evidently this implies that 
R is left and right noetherian, and if B is any ideal ^ 0 in R, then R/B is 
finite and hence is left and right artinian. We note also that the set of non-zero 
ideals of R is a base for the neighborhoods of 0. For if U is any compact 
neighborhood of 0, there exists a neighborhood V of 0 such that RVR = 
{avaf\a, a!eR, ve V} cz U. If we take z to be a non-zero element of F n R, we 
see that RzR is a non-zero ideal of R contained in U. We can now prove 
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T H E O R E M 9.18. Let R be a compact open subring of the totally discon­
nected locally compact division ring D. Then R is a local ring and if P = rad R, 
then R/P is a finite field and P == {beR\bn ->()}. Moreover, {Pn\n = 1,2,...} 
is a base of the neighborhoods of 0 in D. 

Proof Let P = {beR\bR §E R}. The argument preceding Proposition 9.5 
shows that bn -> 0 for every beP. If N = R-P, then iV - {aeR\aR = R} and 
AT is a subgroup of the multiplicative group D* of D since iV is a submonoid 
of D* and every element of N has a right inverse in N. It follows that if 
aeR and feeP, then ab and baeP. Now let b1,b2eP and suppose that a = 
b\ + b2^P. Then C i + c 2 = 1 for cf = bia~1eP. The fact that the set of ideals 
of R is a base for the neighborhoods of 0 and that c2 -> 0 implies that 
l + c 2 , l + c 2 + c 2

2 , . . . is a Cauchy sequence. Hence 1 + c 2 + c 2

2 + • • • exists in 
R and this element is the inverse of 1 — c 2 = c x . Then c1~1c1 = l e P , contrary 
to the definition of P. Then bi + b2eP if fc;eP and we have shown that P 
is an ideal in R. Since the elements of N = R — P are units in R, it is clear 
that this set is the group of units of R, so P is the set of non-units. Since 
P is an ideal, R is a local ring and P is its radical. Since P is an ideal, P 
is open and R/P is finite. Since R/P is a division ring, R/P is a field, by 
Wedderburn's theorem (BAI, p. 453). We have seen that the set of ideals ^ 0 
of R is a base of the neighborhoods of 0. Hence the last statement of the 
theorem will follow if we show that if B is an ideal # 0 in R, then there 
exists an integer n such that Pn cz B. We have P ZD B since P is the only 
maximal ideal of R. Now P/B is the radical of R/B, which is a finite ring. 
Since a finite ring is artinian, its radical is nilpotent. Hence (P/B)n = 0 for 
some integer n. Then Pn cz B. • 

Now let R1 be a compact and open subring of D, P i its radical, and let 
R 2 = {aeD\aPi cz Px]. Then R 2 is a compact open subring of D containing 
Ri and its radical P2ZDP1. Continue this process to define an ascending 
sequence of compact subrings Ri cz R2 cz • • • with radicals P i cz P 2 cz • • •. Pu t 
R = [JRt. This is an open subring of D. We claim that R/Ri is finite. Other­
wise, we have a set of distinct cosets an-\-R1} aneR, n = 1,2, 3, Suppose 
an a. Then aeR since R is open, hence closed. Since Pi is a neighborhood 
of 0, there exists an N such that an — aePi for all n^N. Then c^ — a „ e P i 
for m, n > AT. Since Pi cz Rl9 this implies that a m + Ri = an + R1} contrary to 
the assumption that the cosets an

J

rR1 are distinct. Thus the sequence {an} 
does not converge and since we can replace this sequence by a subsequence, 
we see that an -» oo. Hence a„ 1 -> 0 and so a}~1 e Pi for n sufficiently large, 
say, n > N. Since R= ( J R ; , we have an m such that aNeRm. Since 
P x cz P m ? we have 1 = aNa^1ePm. This is impossible and so we have proved 
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that R/Rx is finite. We have P i / P i cz F 2 / F i cz ••• c R/Rx and since P / P i is 
finite we have R = Rm for some m. We have therefore proved the existence 
of a compact open subring R of D such that if P is the radical of R, then 

(31) R= {aeD\aP czP}. 

We now prove 

T H E O R E M 9.19. Let R be a compact open subring of D such that (31) holds 
for P the radical of R. Then R is a valuation ring in the sense that if aeD, $R, 
then a~xeR. Ris a maximal compact open subring of D and is the only subring 
having these properties. 

Proof. If a$R, there exists a frieP such that abx$P. If abi^R, we repeat 
the process. Eventually we obtain n elements bteP such that abi • • 'bneR, <£P. 
Otherwise, we get an infinite sequence {bk} cz P such that ab1---bk^R. On 
the other hand, {Pn} is a base for the neighborhoods of 0, so lim b± • • • bk = 0, 
which implies that lim abi''' h = 0. This contradicts abi'--bk£R for all k. 
Thus we have an n such that abx • • • bn e JR, P. Then abi • • • bn = u is a unit 
in R and a " 1 = b± •••bnu~1eP cz R. Hence R is a valuation ring in D. We 
have shown also that if a£R, then a~1eP, and since bn-+0 for every b e P , 
a" ^ oo if a$R. If W G P , ^ P , we have un oo and ^ 0. In fact, since R-P 
is a compact set, every sequence of powers {un«} contains a convergent sub­
sequence with limit in R — P and hence # 0. It is clear from these results 
on powers t h a t P = {beD\bn-+0},R= {ae D\an f> oo}, D-R= {ae D\an ^ oo}. 

If R' is any compact open subring of D, then R' n (D — R) = 0 so Rf cz R. 
This shows that R is maximal and it is the only maximal compact open 
subring of D. • 

We can use the valuation ring R to define an absolute value on D (defined 
as for fields). We have C\Pn = 0. Hence given any a / 0 in R, there exists 
a k ^ 0 such that aePk, a£Pk + 1 where we put P° = R. Then we define 
v(a) = k. If a£R, then a _ 1 e P and we define v(a) = —via"1). Also we define 
v ( 0 ) = co and |a| = cv{a) where c is a fixed real number such that 0 < c < 1. 
Then we have 

T H E O R E M 9.20. | | is a non-archimedean absolute value on D: \ a\ ^ 0, \a\ = 0 
if and only if a = 0, \a + b\ ^ m a x ( | a | , |£>|), \ab\ = \a\ \b\. 

Proof. It suffices to prove the corresponding statements on the map v from 
D into Z, namely, v(a)= oo if and only if a — 0, v(a + b) > mm(v(a), v(b)), 
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v(ab) = v(a) + v(b). The first is clear from the definition of v. Let a,beD satisfy 
v(a) = v{b) = k ^ 0 . If ab~1eP, aePbczPk + 1 contrary to v(a) = k. Hence 
ab'1$P and similarly ba'^P. Then ab'1 eR-P and v^b'1) = 0. If v(a) = 
v(b) = k<0, then v(a~1) = v(b~l) = —k>0 and again v(ab~x) = 0. Now 
choose TTeP, <£P2. Then T ^ E P * for k> 0, so (̂TC*) ^fc. If i;(7ifc) = / > fc, then 
7rk = YJ^I1'"^ w h e r e M J , ) e P and every fe(/<£P2, so i>(6(/) = 1 = v(n). Then 
TE* - 1 = £ (TT " 1 b[j)) • • • fe(^ and TT - 1 fe(/ ER — P. Hence t;(n* ~*) > fc - 1 . This leads 
to the contradiction that v(n) > 1. Thus v(nk) = fc. This and our earlier result 
show that if v(a) = fc ^ oo, then there exists a UER — P such that a = U7ifc. 
We observe next that the characterization of the sets P, R — P, and D — R 
by the properties of the power sequences of the elements in these sets shows 
that these sets are stabilized by inner automorphisms of D. Now let a ^ 0, 
b / 0, and let v(a) = fc, v(b) = I ^ fc. Then a = unk, b = vnl where u and v are 
units in R. We have a + b = (u + vnl~k)nk and u + vnL~KER, so u(a + fc) ^fc = 
min(i;(a), v(b)). We have ab = unkvnl = uv,nk + l where vf = nkvn~k E R —P. If 
fc + Z > 0 , we have seen that nK+LEPK + l, £Pk + l + 1 . Then the same relations 
hold for ab, so u(afe) = k-\-l = u(a) + i;(b). This is clear also if k + Z = 0. On the 
other hand, if fc + Z < 0, then (ab)'1 = b~1a~1 = T I - ( / C + 0 W with WER-P. Then 
i?((afe)_1) = —(fc + Z) and again v(ab) = fc + Z = v(a) + v(b). Hence in all cases 
v(ab) = v(a) + v(b). We therefore have v(a + b) > mm (v(a), v(b)) and v(ab) = 
v(a) + v(b) if a ^ 0 and fe # 0. These relations are evident if either a = 0 or 
fe = 0. Hence we have the required relations for all a, fe. • 

The definition of | | shows that the spherical neighborhood of 0 defined by 
\a\ ^ck,k ^ 0, is Pk. Hence it is clear that the topology defined by the valuation 
is the same as the given topology on D. It follows also that D is complete 
relative to | |. 

Let F be a closed subfield of D such that PF = P n F # 0. Then the absolute 
value | | is non-trivial on F and F is complete. Moreover, if RF = R n F, then 
RF/PF is isomorphic to a subfield of R/P. Hence RF/PF is finite and F is a 
local field. Then the results of section 9.12 are available. 

Let p be the characteristic of R = R/P. Then \R\ = q = pm for ra ^ 1. Let 
Co be an element of R such that Co = Co + P is a primitive (q— l)-st root of 1. 
We shall now show that R contains an element C such that Cq~1 = 1 and 
C = Co - Then £ will be a primitive (q— l)-st root of unity in R. Now C%~1 — 1 e P 
and if £ ^ - 1 = 1, we can take £ = Co- Otherwise, let F be the closure in D 
of C(£0) where C is the center of D. Then PF = PnF contains ££" 1 - 1 / 0, 
so PF ^ 0, and if RF = F n R, then R F = RF/PF contains £ 0 + P F and this is a 
primitive (g— l)-st root of unity. The results of the previous section show that 
RF contains an element £ such that £ g - 1 = 1 and £ + P F = £ 0 + P F - Then 

f=r0. 
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We have seen that JR and P are stabilized by the inner automorphisms of 
D. Hence any inner automorphism determines an automorphism of R = R/P. 
In particular, if neP — P 2 , then we have the automorphism 

(32) fj: a = a + P ~> nan"1 

ofR = R/P. Since \R\ = q = pm, this has the form 

(33) a ~> a\ s = p\ 

On the other hand, if ueR — P, then ua = au and uau'1 = a. Hence the cor­
responding automorphism in R is the identity. Since n is determined up to a 
multiplier in R — P by the condition that n e P — P2, it is clear that fj is indepen­
dent of the choice of n in P — P2. 

We shall now show that n can be chosen so that 

(34) TTCTT1 = CS. 

Let G = <(>, the subgroup of D* generated by (. Then if 7T0 e P — P 2 and 
AeG, then n0Xno 1 = As and hence /l _ s 7r 0 / l7ro 1 = 1 (mod P) and / l - s 7 i 0 / i = 
n0 (mod P 2 ) . Then 

(35) n=2 Y, X~STZQX 
XEG 

satisfies pTs%p — % for peG. Moreover, n = (q—l)n0 (mod P 2 ) and since 
qleP,n = — 7 i 0 ( m o d P 2 ) and hence 7 i G P — P 2 . T h e n ^ ~ s 7 i / i = n gives npn'1 = 
ps for peG,so in particular we have (34). 

The inner automorphism a ^ nan~1 stabilizes G and induces the auto­
morphism fj in R. Since A ^ /I is an isomorphism of G onto the multiplicative 
group R*, it is clear that the order of the restriction of a^nan'1 to G is 
the order r of fj. Then 7cr commutes with every AeG and this is the smallest 
power of 7r with this property. 

The proof given on pp. 571-572 shows that every element of D has a 
representation as a power series in n with coefficients in K = {0} u G. Thus 
we can show that any non-zero element of D can be written in one and only 
one way as a series 

(36) a= (Ao + ^ i 7 t - ^ 2 7r2 + "')n~k 

where the XteK, X0 # 0, and fe ^ 1. It is clear from this that an element a 
is in the center if and only if it commutes with n and with every XeG. It 
follows that the center C is the set of elements 

(37) c = (MO + A ' I ^ + / " 2 ^ 2 , ' H )n k r 
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where the p{ are elements of K such that pf = pt. Evidently C n P ^ O and 
C is a local field. The extension field W = C(C) is stabilized by the inner 
automorphism determined by n. If a is the induced automorphism in W/C, 
then C is the set of elements fixed under cr. Hence W/C is cyclic with Galois 
group <cr>. It is clear also that a has order r. Hence [W: C] = r. Since 
W is the set of elements 

(38) b = (A0 + A17ir+A2n2r+ ---)7i-kr 

where the AteR, it is clear that the ramification index of W over C is 1, so 
W is an unramified extension of C. Comparison of (36) and (38) shows that 
every element of D can be written in one and only one way in the form 

(39) vv0 + W i 7 i + • • • J t W r - 1 7 l r ~ 1 

where the wteW. The multiplication in D is determined by that in W and 
the following relations for weW: 

(40) 7iw=o(w)n, nreC. 

Thus D is a cyclic algebra D = (W, cr, if) and [D: C] = r 2 . We have therefore 
obtained the following structure theorem for totally disconnected locally com­
pact division rings. 

T H E O R E M 9.21. Let D be a totally disconnected locally compact division 
ring. Then the center C of D is a local field and D is a cyclic algebra D = 
(W, cr, y) over C where W is unramified and y is a generator of the maximal 
ideal Pc of the valuation ring of C. 

Of course, this shows that D is a finite dimensional algebra over a local 
field. We have seen also that a local field is either a Laurent series field over a 
finite field or a finite dimensional extension field of a field of p-adic numbers 
(Theorem 9.16, p. 597). Hence D is either a finite dimensional division algebra 
over a field of formal Laurent series F0((x)), F0 finite, or a finite dimensional 
division algebra over some p-adic field Qp. The first case holds if and only 
if the characteristic of D is a prime. We have seen also that the topology 
is given by the absolute value | | defined by the unique maximal compact 
and open subring R of D. It is easily seen that this topology is the same as 
the product topology obtained by regarding D as a product of a finite number 
of copies of F0((x)) or of Qp. 

It is not difficult to prove the following converse of Theorem 9.21. Let D 
be a finite dimensional division algebra over F0((x)) or Qp. Then we can 
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introduce a topology in D so that D becomes a non-discrete totally disconnected 
locally compact division ring. We sketch the argument. Let F = F0((x)) or 
O p . We have the topology on F given by an absolute value defined as before 
and the valuation ring R and the maximal ideal P (R = F 0 [ [ x ] ] in the first 
case and the ring of p-adic integers in the second). Now R can be regarded 
as the inverse limit of the set of finite rings R/Pk (see p. 73) and its topology 
can be identified with the topology of the inverse limit of finite sets. Hence R 
is compact and totally disconnected. It follows that F is locally compact 
totally disconnected and not discrete. The fact that the map x ^ x " 1 of F * 
into itself is continuous can be proved as in the case of the field IR. 

Now let A be a finite dimensional algebra over F and endow A with the 
product topology. Then A is locally compact totally disconnected and not 
discrete. It is readily seen that A is a topological ring. Let N(a) denote the 
determinant of the matrix p(a) in a regular representation of A. Then a ~> N(a) 
is a continuous map of A into F , and the set U of invertible elements of A 
is the open subset defined by N(u) # 0. It is easy to see that u ^ u ' 1 is a 
continuous map of U into U. In the special case in which A = D is a division 
algebra over F, U = D* and A is a topological division ring in the sense 
defined at the outset. 

9.14 THE B R A U E R G R O U P OF A L O C A L FIELD 

We shall now apply Theorem 9.21, the remarks following it, and the results on 
cyclic algebras given in section 8.5 (p. 484) to determine the Brauer group 
Br(F) of a local field F. We recall that if £ is a cyclic extension of a field F, 
then the subgroup Br(F, E) of the Brauer group of F consisting of the classes 
of finite dimensional central simple algebras A having E as splitting field is 
isomorphic to F*/iV(F*) where N(E*) is the group of norms NEiF(a) of the 
non-zero elements aeE. The isomorphism is implemented by choosing a 
generator s of G = Gal F / F and defining the cyclic algebra (F, s, y), y e F * . 
Then the map y(N(E*)) ^[(E,s,y)~], the similarity class of (E,s,y), is an iso­
morphism of F*/N(E*) onto Br(F/F). Let K be a subfield of E/F and let 
s be the restriction of s to K. Then s is a generator of the Galois group of 
K/F. The order of s is [K: F ] = r and we have n = rm where m = [ F : K]. 
Any central simple algebra split by K is split by F and we have the mono­
morphism of Br(X/F) into Br(F/F) sending the class of (K, s, y) into that of 
(E,s,ym) (p. 485). 

Now let F be a local field. We determine first the group F*/N(W*) where 
W is an unramified extension of F. We shall need the following result. 
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LEMMA. Let Fq be a finite field with q elements, Fqn an extension field with 
qn elements. Then any aeF* is a norm of an element beF*n that is not contained 
in any proper subfield ofFq*. 

Proof. The automorphism x ~> xq generates the Galois group of Fqn/Fq. Hence 
the no rm map of F$ is 

The kernel of this map is the set of elements such that NFq„ Fq(x) = 1 and 
this has order (qn— T)/{q —1). Hence the image has order q—1. Since the image 
is contained in F*, which has order q—1, it is clear that the norm map of 
F*» is surjective on F*. Moreover, for any aeF* there exist (qn— l)/(q— 1) 
elements b such that NFqu/Fq(b) = a. On the other hand, the elements b con­
tained in proper subfields of Fqn are contained in maximal proper subfields. 
The cardinality of any of these is of the form qm where m is a maximal proper 
divisor of n, and distinct subfields have distinct orders. It follows that the 
number of non-zero elements contained in proper subfields does not exceed 
Yui(fl~ 1) where the summation is taken over the maximum proper divisors 
m of n. Evidently this number is < (qn — l)/(q — 1) = 1 + q + • • • + qn~1. Hence 
we have a beFqn not in any proper subfield such that NFqtt/Fq(b) = a. • 

The requirement that b is not contained in any proper subfield of Fqn is 
equivalent to Fq(b) = i y . This occurs if and only if the degree of the minimum 
polynomial of b over Fq is n. We can now prove 

P R O P O S I T I O N 9.8. Let W be an unramified extension field of the local field 
F, RF the valuation ring of F, PF its ideal of non-units. Then any element 
ueRF — PF is a norm in W. 

Proof. Let RF be the residue field RF/PF and similarly let Rw = Rw/Pw 
where Rw is the valuation ring of W, Pw its ideal of non-units. Since W is 
unramified, we have [Rw: R F ] = n = [W: F~\. By the lemma, if a = u = u + PF, 
then there exists a beRw such that the minimum polynomial of b over RF 

has degree n and NRW/RF(b) = a. If ere Gal W/F, then the map d'.x^ox, 
xeRw, is in Gal RW/RF and o ^ d is an isomorphism between these Galois 
groups. Hence for any veRw we have Nw/F(v)= NRW/RF(V), so if we choose 
veRw such that v = b, then Nw/F(v) = a — u. We can choose a monic poly­
nomial f(x)eRF[x] of degree n such t h a t / ( x ) is the minimum polynomial 
of v = b. Since deg / (x ) = n, this is the characteristic polynomial of b (in a 
regular representation) and its constant term is (— l)n N RWI RF(V) = (—lfu. Hence 
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we may assume that the constant term of f(x) is ( - l ) V Since f(x) is a 
separable polynomial, we can apply Hensel's lemma to conclude that there 
exists a veRw such that f(v) = 0. Since f(x) is irreducible in RF, f(x) is 
irreducible in F [ x ] and so this is the minimum polynomial over F of v. 
Since its degree is n, it is also the characteristic polynomial. Hence its constant 
term (—l)nu = (— l)nNw/F(v). Then u = Nw/F(v) as required. • 

Since W is unramified over F, we can choose aneF such that nePw — (Pw)2-
Then any weW has the form unk where ueRw — Pw and fc e Z. Then Nwj F(unk) — 
Nw/F(u)7iknandNw/F(u)eRF-PF. Conversely,ifv = W 7 i f c " w h e r e u e R F - P F , then 
7 i ^ n = Nw/F(nk) and Proposition 9.8 shows that w is a norm. Hence v is a norm. 
It is clear from these results that F*/N(W*) is a cyclic group of order n with 
generator nN(W*). Then Br(W/F) is a cyclic group of order n. We can obtain 
an isomorphism between F*/N(W*) and Bv(W/F) by mapping the coset 
nkN(W*), 0 ^ fc < n— 1, onto the class of central simple algebras over F deter­
mined by the cyclic algebra (W, o, %k) where a is the Frobenius automorphism 
of W/F. 

We can combine this result with the results of the previous section to obtain 
a determination of Br(F), namely, we have 

T H E O R E M 9.22 (Hasse). The Brauer group of a local field is isomorphic 
to the additive group of rational numbers modulo 1 (that is, Q/Z). 

Proof We have seen that any finite dimensional central division algebra D 
over the local field F is a totally disconnected locally compact division ring. 
Hence Theorem 9.21 shows that D has an unramified (hence cyclic) extension 
field W/F as splitting field. It follows that any class [A] in Br(F) is contained 
in BT(W/F) for some W. Then A ~ (W,a, nk) where a is the Frobenius auto­
morphism and 0^k<n=[W:F]. Once W has been chosen, then fc is 
uniquely determined. We now map [_A\ into the rational number r = k/n. 
We wish to show that the rational number thus determined is independent 
of the choice of the splitting field. It is readily seen by using the results of 
section 9.12 that for any positive integer n there exists a unique (up to iso­
morphism) unramified extension W/F with [ W : F ] = n. Moreover, if W'/F 
is unramified and [ W : F ] = m, then W' is isomorphic to a subfield of W if 
and only if m\n. It follows that it suffices to show that if W' cz W is a splitting 
field for A, then the rational number determined by W' is the same as that 
determined by W. Now the restriction a of the Frobenius automorphism a 
of W/F is the Frobenius automorphism of W'/F. Hence A — (W, a, nl) where 
0 ^ / < m and so the rational number determined by A and W' is l/m. Since 
(W,a,nl) ~ (W,a,nln/m) = (W, o,nk), we have In/m = fc and k/n = l/m. It is clear 
also that our m a p is surjective on rational numbers satisfying 0 ^ r < 1. For 
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r = k/n with 0 ^ k < n and if we take W to be the unramified extension of 
degree n over F, then the cyclic algebra (W, o, nk) is central simple with W as 
splitting field and this maps into r = k/n. If we have two central simple 
algebras A and B over F, we can choose an unramified extension field W 
that is a splitting field for both. Then A ~ (W, o, nk) and B ~ (W, a, nl) where 
0 ^ k, I < n, and A ® B ~ (W, a, nk+l) ~ (W, a, nm) where 0 < m < n and m/n = 
(k-\-l)/n (mod Z). It follows that the map {̂ 4} ^ (fe/n)+Z is an isomorphism 
of Br(iO onto Q/Z. • 

Another important consequence of our results is 

T H E O R E M 9.23. The exponent of a finite dimensional central simple algebra 
over a local field coincides with its index. 

Proof. We have to show that if D is a central division algebra over a local 
field F such that [D : F ] = n2, then the order of {D} is n. By Theorem 9.21, 
D = (W, x, %) where T is a generator of the Galois group of W/F and 
nePF — PF

2. Then the exponent of D is the order of nN(W*). This is 
evidently n. • 

9 . 1 5 Q U A D R A T I C F O R M S O V E R L O C A L F I E L D S 

We shall first define an invariant, the Hasse invariant, of a non-degenerate 
quadratic form on a finite dimensional vector space over an arbitrary field 
F of characteristic / 2. In this we follow a method due to Witt that appeared 
in a beautiful paper of his on quadratic forms in vol. 176 (1937) of Crelle's 
Journal. 

The definition and properties of the Hasse invariant are based on quaternion 
algebras and Clifford algebras. We need to recall some results on quaternion 
algebras and develop some formulas for tensor products of these algebras. 
We have denoted the quaternion algebra generated by two elements i,j satisfying 
the relations 

(41) i2 = a, j 2 = b, ij = -ji 

where a and b are non-zero elements of F, as (a, b) (p. 232). In dealing with 
tensor products of quaternion algebras we abbreviate (a, b) ®F{c, d) to (a, b)(c, d) 
and as usual we write ~ for similarity of central simple algebras. Evidently 
we have 

(i) (a, b) = (b, a). 
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It is clear also that 

(a, fe) = (as-•2,bt2) 

for any s # 0, t ^ 0. 
A quaternion algebra (a,b) is either a division algebra or (a,b)~M2(F), 

that is, (a, fe) - 1 in the Brauer group Br(F). Evidently (1, fe) ~ 1 and hence 

The algebra (a, fe) has the base (1, i,j, k = ij). If x = x 0 + xxi + x2j + x 3 k and 

then x2 — T(x)x + N(x) = 0. Let (a, fe)0 denote the subspace of elements of trace 
0: T(x) = 0. This has the base (i,j,k) and has the quadratic norm form 
JV(x)= — ax2 — bx2

2 ~\-abx3

2. It is clear that (a,b)~ 1 if and only if (a,b) 
contains an element z # 0 such that z2 = 0. This is the case if and only if 
T(z) = 0 = N(z). Hence (a, fe) ~ 1 if and only if the quadratic norm form on 
(a, fe)0 is a null form, that is, — ax2 — fex2

2 + afex3

2 = 0 has a solution # (0,0,0). 
Evidently this implies 

(iv) (a, — a) ~ 1. 

Since (a, fe)0 can be characterized as the set of elements x e (a, fe) such that 
x$F but x2eF, it is clear that an isomorphism of (a,fe) onto (c,d) maps 
(a, fe)0 onto (c,<i)o. It follows that if (a, b) ^ (c,d), then the quadratic forms 
— ax i 2 — fex2

2 + afex3

2 and — cxi 2 — dx2

2 + cdx3

2 are equivalent. It is quite 
easy to apply the theory of composition algebras to prove the converse (see 
exercise 2, page 450 of BAI). 

If a is a non-square, then we have the field Z = F{sfd), which has the 
automorphism a such that a(yfa) = — -J~a. Then the quaternion algebra (a, fe) 
is the same thing as the cyclic algebra (Z, a, b) (p. 480). Hence the multiplication 
formula for cyclic algebras (p. 475) gives the formula 

(v) (a, fe)(a, c) ~ (a, be) 

if a is a non-square. Evidently this holds also if a is a square, since 
in this case all three algebras are ~ 1 . Since (a, b)(a, fe) ~ 1, (a, a)(b, fe) ~ 
(a, a) (a, fe)(fe, b)(a, fe) ~:{a, ab)(b, ab) ~ (ab, ab). Hence we have 

(vi) (a, a)(b, fe) ~ (ab, ab). 

Iteration of this gives 

aii) (a 2 , b)~l. 

(42) T(x) = 2 x 0 , N(x) = x0

2 — ax2 — bx2

2 + abx3

2, 

(vi') (au a i ) ( a 2 , 02)'"" (Or, ar) ~ (a i • • • a r , d • • • a r ) . 
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We now consider a quadratic form Q on an n-dimensional vector space 
V over a field F of characteristic ^ 2. The associated symmetric bilinear form 
B is defined by B{x,y)= Q{x + y)-Q(x)-Q{y). Then Q(x) = iB(x, x). We 
assume throughout that Q is non-degenerate in the sense that B is non-
degenerate. We now define the discriminant of Q to be the discriminant of 
^B. Thus if (vi,..., vn) is an orthogonal base of V relative to Q (= relative to B), 
then the discriminant d — d(Q) defined by this base is Y\i (iB(vi, vt)) = Y[ni Q(vt). 

We shall now define the Hasse invariant of Q as a certain element of the 
Brauer group Br(P). If n = 1, the element is the unit 1 of Br(P) and if n > 1, 
we define the Hasse invariant of Q relative to an orthogonal base (vi,...,vn) 
as the element of Br(P) determined by the tensor product 

(43) fl (QN, Q(Pj)). 

We proceed to show that this is independent of the choice of the orthogonal 
base. 

P R O P O S I T I O N 9.9. Let (vu...,vn% (v'u...,v'n) be orthogonal bases of V 
relative to Q. Then 

( 4 4 ) n (e (^) , q(VJ)) ~ n (G(»a Q m 

Proof (Witt). Let U be an n-dimensional vector space equipped with a quad­
ratic form P for which we have an orthogonal base {ul9...9u„) such that 
P(ui)= — 1, 1 ^ z <n. F o r m W=U®V and define a quadratic form R on 
W by R{u + v) = P{u) + Q{v), ueU,veV. Then W = U1 V and the restrictions 
of R to 17 and V are P and Q respectively. We shall show that for any orthogonal 
base (vi,...,vn) for V we have 

(45) n ( G M , 2 N ) ~ C( R) ® F (d, d) 

where C(W, R) is the Clifford algebra of R and d is a discriminant of Q. 
Evidently this will imply (44). Put at = Q^), df = f ] i aj9 so d„ = d. We show 
first that 

(46) C(W,R)^ fl (ahdi). 
i = l 

We know that C(W, R) is a central simple algebra generated by the elements 
Mf, Uf, 1 ^z* ^ 7 7 , and we have the relations ut

2 = — 1, i^2 = a*, UiUj= —UjUU 

ViVj = — VjVt if z / 7, UiVk = — vkut for all z, k (pp. 229-230). Put 

(47) Wi = (^iwO-'-C^-i^-i)^, w2 = I>„M„. 
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Since {VM)2 = - v 2 u 2 = au (ViUi){VjUj) = (vjUj)(ViUi)9-vn{viUi) = (viUi)vn if i < n 
and vnw2 = — w2vm we have 

(48) wi2 = d = dn, w2

2 = a„, w1w2=~w2w1. 

Hence the subalgebra generated by w i and w2 is (an,dn) and C(W, R) = 
(an, dn) ®FC where C is the centralizer in C(W, R) of the subalgebra generated 
by w i and w 2 (p. 233). The elements uu v t , 1 ^ i ^ n — 1, commute with Wi 
and w2 and the subalgebra generated by these elements is isomorphic to the 
Clifford algebra C{W\ R') where W = YA~ 1 FUJ + £ i ~ 1 i fy and jR' is the restric­
tion of R to W. Since [ C ( W R ) : F ] - 2 2 ( " ~ 1 } and [ C : F ] = 2 2 "/4 = 2 2 ( " - 1 } , 
we have C ^ C{W, R') and C(W, R) ^ (a„, 4 ) ® C(W / , Fr)- The formula (46) 
now follows by induction on n. This and (v) and (vf) give 

(49) C(W, R)~U [ah aj) - (d, d) \ \ (ah aj). 

Hence fe? ^ ) ^ C(W, F) ® (d, d). • 

In view of Proposition 9.9 it makes sense to define the Basse invariant 
s{Q) of Q to be the unit of Br(P) if n = 1 and the element of Br(P) defined 
by (43) if n> 1. 

The Hasse invariant is either 1 or an element of order two in the Brauer 
group. If F is algebraically closed or is finite, then Br(P) = 1, so in this case 
the Hasse invariant is trivial for any quadratic form over P. If P = IR or a 
local field, then there is a unique element of order two in Br(P). We denote 
this as — 1. Let Q+ and Q~ be positive definite and negative definite quadratic 
forms respectively on an /1-dimensional vector space over IR. Then the Hasse 
invariant ^ ( Q 1 ) = ( + 1 , ± l ) n ( n " 1 ) / 2 = ( ± l ) " ( n _ 1 ) / 2 . If n = 0 (mod 4), then 
S(Q+) = S(Q~\ but these forms are inequivalent. On the other hand, we shall 
show that the discriminant and Hasse invariant constitute a complete set of 
invariants for quadratic forms over local fields: Two such forms are equivalent 
if and only if they have the same discriminant and the same Hasse invariant. 

We develop first some results for arbitrary base fields (of characteristic # 2). 

P R O P O S I T I O N 9.10. Let n ^ 3. Then two non-degenerate quadratic forms 
on an n-dimensional vector space are equivalent if and only if they have the same 
discriminant and Hasse invariant. 

Proof The necessity of the condition is clear and the sufficiency is clear if 
w = l . Now let n = 2 and let diag {a, b}, diag {a\ b'} be diagonal matrices for 
the two quadratic forms. We are assuming that (a, b) ~ (a\ b') and ab and 
a'b' differ by a square. Then (a, b) = (a\ b') and we may assume that ab = a'b'. 
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The condition (a, b) ~ (d, b') implies that the quadratic forms axf + bx2

2 — 
abx3

2 and dx2jrb'x2

2 — db'x3

2 are equivalent. Since ab = a'b' we have the 
equivalence of ax^ + bxf and dx2 + b'x2

2 by Witt's cancellation theorem 
(BAI, p. 367). Next let n = 3 and assume that Q = axx

2 + bx2

2 + cx3

2, Q = 
a / x i 2 + b / x 2

2 + c / x 3

2 . The hypotheses are (a, b)(a, c)(b, c) ~ (d, b')(d, c')(b\ c'), 
and d = abc and d! ••= a'fc'c' differ by a square, so we may assume that d = d!. 
It suffices to show that — dQ and —dQ\ which have discriminant — 1 , are 
equivalent. A simple calculation, which we leave as an exercise, shows that 
s( — dQ) ~ s(Q) ® ( — d, — d). Hence s( — dQ) ~ s( — dQf), so it suffices to prove 
the result for Q and Q' of discriminant — 1. Then we may assume 
that Q = ax2 + bx2

2-abx3

2, Q = dxx

2+ b'x2

2 - db'x3

2. Then s(Q) = 
(a, b)(a, — ab)(b, — ab) ~ (a;b)(ab, — ab) ~ (a,b). Hence (a, b) = (d, b'). Since g . 
and Q are the negatives of the norm forms on (a, b)0 and (d,b')0 respectively, it 
follows that Q and Q are equivalent. • 

We prove next 

P R O P O S I T I O N 9.11. Let F be afield such that every quadratic form on a 
five-dimensional vector space over F is a null form. Then any two non-degenerate 
quadratic forms on a vector space Vover F are equivalent if and only if they have 
the same discriminant and the same Hasse invariant. 

Proof The necessity of the condition is clear and the sufficiency holds by 
Proposition 9.10 if dim 7 ^ 3 . Hence assume n ^ 4 . The hypothesis implies 
that any non-degenerate quadratic form P on a four-dimensional vector space 
U/F is universal, that is, represents every non-zero element of F. For if a 0 
we can form 17©Fx, x ^ O , and define a quadratic form R on U©Fx by 
R(wH-ax) = P(u) — a2a for ueU, a e F . The fact that R is a null form implies 
that we have a u-hax / 0 such that P(u) = a2 a. If a = 0 then u ^ 0, so P 
is a null form and hence P is universal. If a / 0 then P(a~1u) = a. Thus P is uni­
versal. The universality of non-degenerate quadratic form on four-dimensional 
spaces implies that if Q is a non-degenerate quadratic form on an ^-dimensional 
vector space V, n ^ 4, then we have an orthogonal base (v1,...,vn) with Q(vt) = 1 
for i > 3. If R denotes the restriction of Q to Fvx + Fv2 + Fv3, then the defini­
tions and the formula (l,a) ~ 1 show that Q and R have the same discriminant 
and Hasse invariant. If Q is a second non-degenerate quadratic form on an 
n-dimensional vector space, then we have an orthogonal base (i/ l 5 . . . ,v' n ) with 
6 ( 1 $ = 1 for i > 3. The conditions that s(Q) = s(Qf) and Q and Q have the 
same discriminant imply the same conditions on the restrictions of Q and Q 
to Fvt + Fv2 + Fv3 and Fv\ + Fv'2 + Fv'3. Hence these restrictions are equiva­
lent and so Q and Q are equivalent. • 
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We require one further result for general fields. 

P R O P O S I T I O N 9.12. The quadratic form Q = a x x 2 + a2x2

2 + a3x3

2 + a 4 x 4

2 

with d = a^a2a3a^ ^ 0 is a null form if and only if F(^fd) is a splitting field 
for (— a3 a 4 , — a2 a*). 

Proof Put a = — a 3 a 4 , b = — a2a4, c= a2a3a^. Then cQ is equivalent to 
dx!2 — ax2

2 — bx3

2 + abx4.2, and — ax2

2 — bx3

2-\-abx^2 is the norm form on 
(a,b)0 = ( — a3a4r, —a2a4.)0. Suppose first that ^/deF so Fi^fd) = F. In this 
case cQ is equivalent to xi2 — ax2

2— bx3

2-\-abx42, the norm form of (a,b), 
and (a, b) ~ 1 if and only if this norm form and hence Q is a null form. 
Thus the result holds in this case. Next assume ~J~d£F. Then F(y/d) is a 
splitting field of (a, b) if and only if F{yjd) is a subfield of (a,b) (p. 221). The 
condition for this is that (a, b)0 contains an element u such that u2 = d. This 
is the case if and only if cQ and hence Q is a null form. Hence the result 
holds in this case also. • 

We now suppose that F is a local field. Then the results of the previous 
section show that there is a unique element of order two in Br(P). This has a 
representative that is a cyclic algebra (W, o, n) where W is an unramified 
quadratic extension of P, a the automorphism # 1 of W/F, and % is any 
element of F such that neP — P2 where P is the ideal of non-units in the 
valuation ring R of W. Since we are assuming that char F / 2, W=F(y/a) 
and hence (W, a, n) = (a, n). We have 

P R O P O S I T I O N 9.13. Let F be a local field of characteristic ^ 2 and let A 
be a quaternion division algebra over F. Then any quadratic extension field 
E/F is a splitting field for A. 

Proof We have A = (W, o, n) = (a, n). The extension field E/F is either un­
ramified or completely ramified. In the first case E =i W, so A contains a 
subfield isomorphic to E and hence E is a splitting field. Next assume that 
E is completely ramified. Then E = F(b) where b is a root of a quadratic 
Eisenstein polynomial. By completing the square we may assume that b2 = 
n'eP — P2. We can construct the division algebra (W',o-',n') where W' is 
unramified and o' is an automorphism of period two. Then (W, &, nf) = 
(W, o, n) = A, so again A contains a subfield isomorphic to E and E is a 
splitting field. • 

The next result we shall need on quaternion algebras requires the stronger 
hypothesis that the residue field R/P is of characteristic # 2 . This is 

file://-/-abx42
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P R O P O S I T I O N 9.14. If F is a local field such that c h a r R / P / 2 , then 
(-l-l)/F~l. 

(This does not always hold if char R /P = 2. For example (—1, — 1 ) / Q 2 ^ 1. 
See exercise 5 below.) 

Proof. The result is clear if —1 is a square in F. Hence we assume 
W = F(yf^iy^F. Now W is unramified since the reducibility of x 2 + 1 in 
(R/P)[x] implies by Hensel's lemma the existence of y/— 1 in F. Thus 
\fRw/Pw):(R/Pj] = 2 so the residue degree of W/F is two and hence the 
ramification index is 1, that is W/F is unramified. It follows that if (—1 ? — 1) — 1 
then ( - 1 , - 1 ) ^ ( - 1 , T I ) where T T G P W - P 2 . This implies that -neN{W*). 
This contradicts the determination of N(W*) given on p. 610. Hence 
( - 1 , - 1 ) - 1 . • 

We can now prove 

P R O P O S I T I O N 9.15. If F is a local field of characteristic # 2 , then any 
non-degenerate quadratic form Q on a five-dimensional vector space over F is a 
null form. 

Proof. We may assume that Q = YA A ^ a n < ^ ^ w e multiply Q by Y\at we 
may assume that Y\&i is a square. Suppose that Q is not a null form. Then ]Ti ajxf 
is not a null form. By Proposition 9.12 F(y/a1a2a3a4.) is not a splitting 
field for ( — a3<24, — a2a4). Then ( — a 3 a 4 , —a2aa) ^ 1, so by Proposit ion 9.13, 
a^a2a3a4 is a square. Hence a5 is a square. Similarly every at is a square 
and hence we may assume that Q = ^ 1 *i2- Then (— 1, — 1) * 1 by Proposition 
9.12 again. This contradicts Proposition 9.14 if the characteristic of the residue 
field of F / 2. Now suppose this is 2. Then F contains the field Q 2 of 2-adic 
numbers and Q 2 contains y/— 7. To see this we note that, by Hensel's lemma, 
x 2 + x + 2 is reducible in Q 2 . Hence Q 2 contains \ (— 1 + y/— 7) and Q2 con­
tains 7^7- Then l 2 + l 2 + l 2 + 2 2 + (V^)2 = 0 and £ f xf is a null form 
in Q 2 and hence in F. This completes the proof. • 

By Proposition 9.11 and 9.15 we have 

T H E O R E M 9.24. If F is a local field of characteristic / 2, then any two 
non-degenerate quadratic forms on an n-dimensional vector space V/F are equiva­
lent if and only if they have the same discriminant and Hasse invariant. 

We show next that if n > 3, the two invariants are independent. The proof 
of Proposition 9.11 shows that it suffices to prove this for n = 3. Then a 
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calculation indicated in the proof of Proposition 9.10 shows that if Q = ax2 + 
bx2

2 + cx3

2, then s(Q) ~ ( — da, — db)( — d, —d) where d = abc. It is clear from 
this formula that for a given d, a and b can be chosen so that s(Q) = ± 1 . 
Hence a, b, c can be chosen so that the discriminant is any d and s(Q) = ± 1 . 
This result and Theorem 9.24 imply that the number of equivalence classes of 
non-degenerate quadratic forms over F with n^3 is 2 | F * / F * 2 | where P * 2 

is the subgroup of squares in F*. It is easy to see, using an argument 
based on Hensel's lemma as in the proof of Proposition 9.8 on norms, that 
if the characteristic of the residue field is / 2, then | p * / F * 2 | = 4. Accordingly, 
the number of equivalence classes of non-degenerate quadratic forms for a 
given n ^ 3 is 8. Some information on the case n < 3 and the case in which 
the residue class has characteristic two is indicated in the exercises. 

EXERCISES 

1. Show that ax1

2 + bx2

2, ab # 0, is a null form if and only if ab = —d2 and that 
ax2 + bx2

2 + cx 3

2 is a null form if and only if s(Q) ~ ( — d,—d),d = abc. 

2. Let P be a finite dimensional extension of Q2. Show that |p* /F* 2 | = IV-Qi! 

3. Determine the number of equivalence classes of non-degenerate quadratic forms 
with n = 2 over a local field. 

4. Let P be a field such that (a, b) ~ 1 for every quaternion algebra over P. Show 
that two non-degenerate quadratic forms on an ?i-dimensional space over P are 
equivalent if and only if they have the same discriminant. 

5. Show that the quadratic form x\ + x\ + xf on a three-dimensional vector space 
over Q 2 is not a null form. Hence conclude that (—1, — 1)/Q2 ^ 1-
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Dedekind Domains 

In this chapter we shall study the domains in which proper non-zero ideals 
can be factored in one and only one way as products of prime ideals. The 
most notable examples are the rings of /- integral elements of number fields, 
that is, finite dimensional extension fields of the field Q (see BAI, pp. 2 7 8 -
281), These are the objects of study of algebraic number theory. Another 
important class of examples are the rings that occur in the study of algebraic 
curves. Here we begin with a field F(x,y) where F is a base field (usually 
algebraically closed), x is transcendental over F, and y is algebraic over F(x). 
Then the subring of elements that are integral over F\_x] has the factorization 
property stated above. 

There are many equivalent ways of defining the class of domains, called 
Dedekind domains, in which the fundamental factorization theorem for ideals 
into prime ideals holds (see section 10.2). We shall take as our point of 
departure a definition based on the concepts of fractional ideals and of in-
vertibility. The latter is equivalent to projectivity as a module for the given ring. 

The result that the domains mentioned above are Dedekind can be deduced 
from a general theorem stating that if D is Dedekind with field of fractions 
F and E is a finite dimensional extension field of F, then the subring D' of 
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D-integral elements of £ is a Dedekind domain. This is proved in section 10.3. 
In sections 10.4 and 10.5 we consider the central problem of studying the 
factorization in D' of extensions of prime ideals of D. This is closely related 
to the problem of extension of valuations from F to F that was considered 
in chapter 9. 

Besides the study of ideal theory, we consider the structure of finitely 
generated modules over Dedekind domains. The special case of torsion-free 
modules is a classical one that was first treated by E. Steinitz (see section 10.6). 

Finally, we consider the class group of a Dedekind domain as defined in 
section 7.9 and we show in section 10.6 that this group has a concrete 
realization as a classical group defined by the fractional ideals. 

1 0 . 1 F R A C T I O N A L IDEALS. D E D E K I N D D O M A I N S 

Let D be a domain, F its field of fractions. It is useful to extend the concept 
of an ideal in D to certain submodules of F given in the following 

D E F I N I T I O N 10.1. If D is a domain and F is its field of fractions, a (D —) 
fractional ideal / is a non-zero D-submodule of F such that there exists a non-zero 
a in D such that al a D (or, equivalently, al c z I n D). 

The fractional ideals contained in D are the non-zero ideals of D. These 
are called integral ideals. If / is a fractional ideal and a is a non-zero element 
of D such that al c z D, then al is an integral ideal. If b is any non-zero 
element of F , then Db = {db\deD} is a fractional ideal since it is clearly a 
D-submodule of F and if b = a c " 1 , a, ceD, then c(Db) c z D. A fractional ideal 
of the form Db is called a principal ideal. 

If Ii and I2 are fractional ideals, then so is the module sum h + 1 2 since 
this is a submodule, and if aJt c z D for at ^ 0 in D, then axa2(Ix+I2) <= F>. 
The intersection Ix n I2 is a fractional ideal also since this is a D-submodule 
and Ix nl2 # 0 since if bt 0 is in It, we have an at ^ 0 in D such that 
atbteD nlt. Then (ax bx)(a2b2) 0 is in Ix nl2. Moreover, if a ^ 0 satisfies 
fl/i c D, then a(lx n I2) c z D. We define Ixh = {Yjbxib2i\bxieh, b2iel2}. 
Evidently this is a D-submodule of F and the argument used for Ix n I2 shows 
that Ixh is a fractional ideal. 

We shall need to know what the homomorphisms of a fractional ideal into 
D look like. This information is given in 

P R O P O S I T I O N 10.1. Let f be a D-homomorphism of the fractional ideal I 
into D and let b be any non-zero element of I. Then f has the form 
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(1) a^b 1f(b)a, 

aeF 

Proof. Choose a d # 0 in D such that dl cz D. Then dbeD and daeD for 
any ael. We have 

daf(b)=f(dab) = dbf(a). 

Hence af (b) = bf (a) and so/(a) = b~1f (b)a. T h u s / h a s the form given in (1). • 

If I is a fractional ideal, we define 

(2) J " 1 = {ceF\dczD}. 

It is clear that J - 1 is a D-submodule of F. Since there exist a / 0 in D such 
that ai c D5 it is clear that I ' 1 # 0. Moreover, if b ^ 0 is in J n D, then 
I~xb cz D. Hence J - 1 is a fractional ideal. If J is the principal ideal Db, b # 0, 
then it is clear that J - 1 = Db~x. It is clear also that It.cz l 2 =>I± 1 = 3 FT 1 . 

If / is a fractional ideal, then cz D so I'11 is an integral ideal. We 
shall now call J invertible if 

If i = D D ^ 0 , then I ' 1 = b~xD. Evidently J " 1 / = (b'^^bD) = D. Hence 
every principal ideal is invertible. The fractional ideals constitute a com­
mutative monoid under multiplication with D as the unit. If / is invertible, 
then I~1I = D so I ' 1 is the inverse of I in the monoid of fractional ideals. 
Conversely, let / have the inverse J in this monoid. Then JI = D implies 
that J c l _ 1 a s defined by (2). Since J - 1 / c z D, we have J - 1 / = D. Since the 
inverse of an element of a monoid is unique, we have I ' 1 = J. Thus the 
invertible ideals constitute the group of units of the monoid of fractional 
ideals. We prove next 

P R O P O S I T I O N 10.2. Any invertible ideal is finitely generated. 

Proof. Let J be invertible. Then I'11 = D implies the existence of elements 
CtEl'1, btel such that £ 1 c{b{ = 1. Now let beL Then b = bl = Y(bci)bi and 
a{ = bct eD. Thus / = J^Dbt and (bl9..., bn) is a set of generators for L • 

Next we establish the equivalence of the conditions of invertibility and pro-
jectivity for fractional ideals: 

(3) r x i = D. 

P R O P O S I T I O N 10.3. A fractional ideal I is invertible if and only if it is 
projective. 
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Proof. First suppose that I is invertible. Then 1 = X'"C j '^ ' C ^ G / - 1 , bt e L The 
map fi\ a ~> act, ael, is in hom D(I,D) and a=YJ{aci)bi=Y,fi(a)°i- Hence I 
isD-projective by the "dual basis lemma" (Proposition 3.11, p. 152). Conversely, 
suppose that I is projective. Then we have a set of generators {ba} of / and 
corresponding maps faehomD(I,D) such that for any ael, fa(a) = 0 for all 
but a finite number of a and a = YJa{d)ba- We have shown in Proposit ion 10.1 
that if b is a non-zero element of / , then fa has the form a ~»b~1fa(b)a. Since 
fa(b) = 0 for all a except, say, a = 1,2,.. . , m, we have fa = 0 for a / 1,2,.. . , m 
and a = Yfib'^Wabi. Then 1 = £&" 1 / f (6)& f and since b~1f(b)aeD for all 
a e / , Cf = b~1f(b)el~'1. Thus 1 = £ c ; b ; , c f e J - 1 , bjG J, and hence J " 1 / = D. 
Thus J is invertible. • 

We say that a fractional ideal J is a divisor of the fractional ideal J if there 
exists an integral ideal K such that J = IK. Since K cz D and DJ cz J, this 
implies that J cz I. If I is invertible we have the important fact that the 
converse holds: If / ZD J , then J is a divisor of J. For, D = I"1! ZD I ' 1 ! , so 
K = I~XJ is integral. Moreover, J = Kl'1!) = IK. 

We are interested in existence and uniqueness of factorization of ideals into 
prime ideals. For invertible integral ideals we have the following uniqueness 
property. 

P R O P O S I T I O N 10.4. Let I be integral and invertible and suppose that I = 
P1P2'"Pm where the Pt are prime ideals ofD. Then this is the only factorization 
of I as a product of prime ideals. 

Proof. We remark first that if M is a commutative monoid and a is a unit 
in M, then any factor of a is a unit. Applying this remark to the multi­
plicative monoid of fractional ideals we see that the Pt are invertible. Now 
let / = QiQi'Qn where the Qj are prime ideals. Then Pi ^ Qi"'Qn and 
since Px is prime, we may assume that P1 ZD QX. Since P i is invertible, we 
have Qi = P i P i where P i is integral. Then Rx ZD QLT Since Qx is prime, either 
Pi cz Qx or P i cz Q 1 ? so either P x = QA or R± = Qx. In the latter case P i = 
P i R± and since I = Q± Q2 • • • Qn = P x Rx Q2 • • • Qn, P i is invertible. Then D = 
Ri1Ri = RT1RiPi = P i , contrary to the hypothesis that P i is prime (hence 
proper). Thus g i = P i , so we have PiP2-Pm = P\Q2-'Qn and multiplication 
by Pi 1 gives D = Q2 • • • Qn if m = 1 and P 2 • • • P m = Q2 • • • Qn if m > 1. In the 
first case we have n = 1 also, and in the second n > 1 and induction on m 
can be applied since P 2 • • • Pm is invertible. • 

We shall now define the class of rings that will concern us in this chapter. 
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D E F I N I T I O N 10.2. A domain D is called a Dedekind domain if every D-
fr actional ideal of F (the field of fractions of D) is invertible. 

By Proposition 10.3, this is equivalent to assuming that every fractional 
ideal is projective. It is clear from Proposition 10.2 that any Dedekind domain 
is noetherian. We have also the following important property: 

P R O P O S I T I O N 10.5. Any prime ideal # 0 in a Dedekind domain is maximal. 

Proof. Let I be a non-zero prime ideal ( = integral prime ideal) of the Dedekind 
domain D. If / is not maximal, we have an ideal J of D such that D ^ J ^ F 
Then / = JK where K is integral. Since J # I, we have I zf J. Also I ~p K 
since K = DK ZD JK = f so I ZD K implies I = K and K = JK. Then D = 
KK'1 = JKK'1 = J , contrary to D # J. Thus we have I = JK with J fz I and 
K fz L This contradicts the assumption that I is prime. • 

We have the following fundamental factorization theorem for Dedekind 
domains: 

T H E O R E M 10.1. Every proper integral ideal of a Dedekind domain can be 
written in one and only one way as a product of prime ideals. 

Proof. In view of Proposit ion 10.4, all we have to do is prove that if J is a 
proper integral ideal in the Dedekind domain D then I is a product of prime 
ideals # 0. Suppose that this is not the case, so the set of proper integral 
ideals that are not products of prime ideals is not vacuous. Then by the 
noetherian property of D this set contains a maximal element L Then I is 
not prime and hence I is not maximal. Then there exists an ideal I± in D 
such that D ^ Ii ^ I. Then I = Ix I2 where I2 is a proper integral ideal. We have 
I2 ZD J, and I2 = / implies that D = ir1 = hhli1 = h-Thus D^It^ I for 
i = 1,2. By the maximality of J, It is a product of prime ideals. This gives 
the contradiction that / = Ji J 2 is a product of prime ideals. • 

An immediate consequence of this result is 

COROLLARY 1. Suppose that I = P1P2 - • • Pm where the Pt are primes. Then 
the integral ideals ^D containing I have the form PixPi7-- • P i r where 1 < z"i < 
i2 < • - • < ir ^m. 

The proof is clear. 
It is clear also that we have the following consequence of Corollary 1. 
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COROLLARY 2. If I is an integral ideal in a Dedekind domain D, then D/I 
is artinian. 

It is evident that the fractional ideals of a Dedekind domain constitute a 
group under multiplication with D as the unit and J - 1 as defined by (2) as 
the inverse of I. The fundamental factorization theorem gives the structure 
of this group: 

T H E O R E M 10.2. The group of fractional ideals of a Dedekind domain is a 
direct product of the cyclic subgroups generated by the prime ideals. These 
are infinite. 

Proof. Let I be a fractional ideal ^ D and let a be a non-zero element of 
D such that ai cz D. Then ai is an integral ideal, so either ai = D or this is 
a product of prime ideals. Also aD is an integral ideal, so either aD = D or 
aD is a product of prime ideals. Since I(aD) = ai, I = (<zJ)(<zZ>)_1. Then it is 
clear that we can write J = P k l P 2

k l ' ' ' P / r where the Pt are prime ideals and the 
kt are non-zero integers. It follows from Theorem 10.1 that, conversely, if the 
ki are non-zero integers and the Pt are prime ideals, then P 1

f e i P 2

/ C 2 • -Pr

kf / D. 
This implies that the representation of a fractional ideal / D as a product 
P1

kiP1

K2'"Pr

kr is unique. Hence the group of fractional ideals is the direct 
product of the cyclic subgroups generated by the primes. It is clear also that 
these are infinite groups. • 

EXERCISES 

1. Show that any finitely generated D-submodule of F ^ 0 is a fractional ideal. 

2. Show that if D is Dedekind, then the only fractional ideal / satisfying I2 = I is 
I = D. 

3. Use Theorem 10.1 to prove that any p.i.d. is factorial. 

4. Give an example of a factorial domain that is not Dedekind. 

5. Let D = Z[yf-3], the subring of F = 0 ( ^ - 3 ) of elements a+b^~^3, a, be Z. Let 
J be the fractional D-ideal D + Dw where w = — i+iy/—~3 (a primitive cube root 
of 1). Compute J - 1 and L T 1 . Is J invertible? 

6. Let D = Z [ y ^ 5 ] with quotient field F = Q[V^5] . Show that J = D3 + D^/^5 
is a projective D-module that is not free. 

7. Show that any Dedekind domain that is factorial is a p.i.d. 
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In the remaining exercises, D is a Dedekind domain. 

8. Let h and I2 be D-integral ideals and write Ij = P[n Ppo where Pt are distinct 
primeideals and the ejk ^ 0. Show that Ix +I2 = • P 1

w i n i e ^ i ) • • • pmin(elg,e2g) a n d /.1 n 

J2 = p imax(e1 1,^2i) • • • p ^aax(elg,e2g)_ 

9. Show that the lattice of D-integral ideals is distributive (cf. BAI, p. 463). 

10. (Chinese remainder theorem for Dedekind domains.) Let Il9... ,In be integral 
ideals in a Dedekind domain D, alr..., an elements of D. Show that the system of 
congruences x =-aj (mod ly), 1 < j ^ n, has a solution x = a in D if and only if for 
any j , k, 1 ̂ j, k ^ n, we have a7- = ak (modlj + Ik). (Hint: The necessity of the 
conditions is clear. The sufficiency is proved by induction on n. For n = 2WQ have 
ai ~ ai = °i — b2, bjElj. Then a = a1 — bx = a2 — b2 satisfies a = (mod/,), 
7 = 1,2. For the inductive step one uses the distributive law P)"=i (Ij + /„) = 
fYJ=\ Ij + -/„. See exercise 9 and p. 461f of BAI.) 

11. Let / be a fractional ideal, J an integral ideal. Show that there exists an element 
ael such that I~1a+J = D. (Hint: Let Pu...,Pr be the prime ideals dividing J. 
For 1 ̂  i ^ r, choose ate IPi • • • P r Pf \ £ /Pi • • • Pr and put a = Jfi at. Then 
Pi i> al~ \ l ^ i < r, and aI~1 + J = D.) 

12. Let / be a fractional ideal and a any non-zero element of I. Show that there 
exists a be I such that / = Da+Db. (Hint: Apply exercise 10 to the given / and 
J = ar1.) 

13. Let / be a fractional ideal, J an integral ideal. Show that I/IJ and D/J are isomorphic 
D-modules. 

14. Let P be a prime ideal ^ 0 in D. Show that if e > 1 then D/Pe => P/Pe => • • • 3 
pe-i^pe-^Q -g a composition series for D/Pe as D-module. Show that Pl/Pi+1, 
i ^ 0, is a one-dimensional vector space over the field D/P. 

15. Show that if D has only a finite number of ideals P l 5 . . . , P s , then D is a p.i.d. 
(Hi/tf: Let I = Pf*---Pt* where the et>0. For each i choose a f e /P i •'• PsPl

r \ 
£Pf' + 1 . Put a = £ i in. Then aePf', <£Pf«+1 and / = Da.) 

1 0 . 2 C H A R A C T E R I Z A T I O N S OF D E D E K I N D D O M A I N S 

We shall give a number of characterizations of Dedekind domains. The first 
one involves the important concept of integral closedness that we introduced 
in section 7.7. 

It is easy to see that any factorial domain D is integrally closed (exercise 1, 
below). We now prove 

P R O P O S I T I O N 10.6. Any Dedekind domain is integrally closed. 
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Proof. Let D be a Dedekind domain, F its field of fractions, and let u be 
an element of F that is D-integral. Letf(x) = xn + a1xn~1 + 'm- + an be a monic 
polynomial with coefficients in D such that f(u) = 0 and put M = D1 + 
Du+-- + £ > M n " 1 . If w = fee-1 where b,ceD, then c n _ 1 M c D, so M is a frac­
tional ideal. Evidently M 2 = M, which implies M = D (exercise 2, p. 604). 
Then ueM = D and hence D is integrally closed. • 

We have now established the following three properties of Dedekind 
domains D: 

( 1 ) D is noetherian. 
(2) Every non-zero prime ideal in D is maximal. 
(3) D is integrally closed. 

We proceed to show that these properties characterize Dedekind domains. 
The proof is based on some lemmas that are of independent interest. 

L E M M A 1. Any fractional ideal for a noetherian domain D is finitely generated 
as D-module. 

Proof. If I is a fractional D-ideal, we have an a / 0 in D such that F = 
al cz D. Then F is an ideal in D and since D is noetherian, / ' is a finitely 
generated D-module. Then I — a~ 1F is finitely generated. • 

L E M M A 2. Any non-zero ideal of a noetherian domain contains a product of 
non-zero prime ideals. 

Proof. As in the proof of Theorem 10.1, if the result is false we have an 
ideal I / O maximal relative to the property that / does not contain a product 
of non-zero prime ideals. Then / is not prime and hence there exists ideals 
Ij, j = 1, 2, such that Ij ^ J and hl2 cz F By the maximality of J, Ij contains 
a product of non-zero prime ideals. Since I ZD I±I2, this gives a contra­
diction. • 

L E M M A 3. Let D be an integrally closed noetherian domain, F the field of 
fractions, I a fractional D-ideal. Then 

S = {SEF\SI CZ /} = D. 

Proof. Let seS. Since I is finitely generated and faithful as D-module and 
si cz fs is D-integral by the lemma on p. 408. Since D is integrally closed, seD. 
Then S cz D and since D cz S follows from the definition of a fractional ideal, 
we have S = D. • 
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L E M M A 4. Let D be a noetherian domain in which every non-zero prime 
ideal is maximal and let I be an ideal of D such that I Sp D. Then J ~ 1 ^ D. 

Proof Let a # 0 be in L Then D ZD I ZD aD, and by Lemma 2, aD ZD 
PiP2-Pm where the Pt are prime ideals # 0. We assume that m is minimal. 
By the noetherian condition (or by Zorn's lemma) there exists a maximal ideal 
P ZD L Then we have P ZD I ZD aD ZD P X • • • Pm. Since P and the Pt are prime, 
the hypothesis that non-zero prime ideals are maximal implies that P = Pt 

for some i, and we may assume that P = Pi. If m = 1 we have aD = I. Then 
I ' 1 = a~1D and since J ^ D, a'1 $D and I ' 1 = a~1D ^ D. Next assume that 
m > 1. Then aD z6 P 2 - Pm by the minimality of m and so we can choose a 
beP2--Pm,$aD. Pu t c = a'^b. Then c$D and cl cz cP = a~xbP cz a~1PP2--
Pm cz a~1(aD) = D. Thus eel'1 and c<£D, so again we have I ' 1 ^ D. • 

We can now prove 

T H E O R E M 10.3. A domain D is Dedekind if and only if (I) D is noetherian. 
(2) Every non-zero prime ideal in D is maximal. (Equivalently, D has Krull 
dimension ^1.) (3) D is integrally closed. 

Proof. We have seen that (l)-(3) hold for any Dedekind domain. Now assume 
that D is a domain satisfying these conditions and let / be a D-fractional 
ideal. The fractional ideal is integral and F T " 1 ^ / - 1 ) - 1 cz D, so 
r^ir1)'1 cz r 1 . It follows from Lemma 3 that (II'1)'1 cz D. Since 
II_1 cz D, it follows from Lemma 4 that II'1 = D. Hence every fractional 
ideal is invertible and D is Dedekind. • 

Our next characterization of Dedekind domains will be in terms of localiza­
tions. Let D be a domain, S a submonoid of the multiplicative monoid of 
non-zero elements of D. We consider the subring Ds of the field of fractions 
P of D consisting of the elements as'1, aeD, SES. It is readily seen that 
this is isomorphic to the localization of D at S as defined in section 7.2. Hence 
the results on localization that were developed in sections 7.2 and 7.3 are 
available for the study of the rings Ds. 

Let I be a fractional ideal for D and put Is= {bs~1\bEl, SES}. Then Is 

is a D s -submodule of P , Is # 0, and if a is a non-zero element of D such that 
al cz D, then als cz Ds. Since it is evident that P is the field of fractions for 
Ds, it follows that Is is a Ds-fractional ideal. If Ii and I2 are D-fractional 
ideals, then 

(4) (I I + I2)s — I l s + I2s, 
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(5) 

(6) 

(hh)s = hsh 

The first two of these are clear. To verify the third we note that .'(A n / 2 ) s c 

hs^hs is clear. Now let aelis n I2S, so a = a ^ T 1 = a2s2
1 where atelt, 

SteS. Then b = a±s2 = a2s1El1 nl2 and a = fo(s152)"1 e ( i i n i 2 ) s - Hence (6) 
holds. 

We note next that if I is a finitely generated fractional D-ideal, then 

For, it follows from the definition of J - 1 that (h+h)'1 = I f 1 n J 2

_ 1 : It is 
clear also that if b # 0 in F, then (Db)5 - Dsb. Hence if J - D b x + • • • + DfcOT, 
then 7 S = Dsb1 •+ ••• + D s b m and - f]T A ^ ; - 1 . On the other hand, J - 1 = 
Hi Dfer1 , and so by (6), (1'% = OiWr1 = Is1- Hence we have (7). 

Now let F be a fractional ideal for Ds. Then we have an element as'1, 
a ^ 0 in D,se,S, such that a s - 1 / ' cz D s . Then as'1!' is a non-zero ideal con­
tained in the localization Ds. By section 7.2 this has the form Is for a non­
zero ideal J contained in D. Then / ' = a~xsls = ((a'1s)I)s. Thus any frac­
tional D s -ideal has the form Is for some fractional D-ideal I. 

We can now prove 

T H E O R E M 10.4. Let D be a domain. 
(1) If D is Dedekind, then Ds is Dedekind for every submonoid of the multi­

plicative monoid of non-zero elements of D. 
(2) If D is Dedekind and P is a prime ideal # 0 in D, then DP is a discrete 

valuation ring. 
(3) IfD is noetherian and DPis a discrete vcduation ring for every maximal 

ideal P in D, then D is Dedekind. 

(We recall that if P is prime ideal, DP = Ds where S is the multiplicative 
monoid D — P.) 

Proof. (1) Suppose that D is Dedekind and let T be a Ds-fractional ideal. 
Then T = Is for a fractional D-ideal I Since D is Dedekind, D is noetherian 
and hence I is finitely generated. Then (J ' )~ 1 = Is 1 = (I~ % by (7) and I T ' 1 = 
7 S ( J _ 1 ) S = ( / / - 1 ) s (by (5)) = Ds. Hence I' is invertible and Ds is Dedekind. 

(2) The localization DP at the prime ideal P / 0 is a local ring whose only 
maximal ideal is PP. Since DP is Dedekind, PP is the only prime ideal # 0 
in Dp. Hence DP is a p.i.d. by exercise 14, p. 605. Then DP is a discrete 
valuation ring by Proposition 9.2, p. 570. 

(7) 



10.2 Characterizations of Dedekind Domains 629 

(3) Now assume that D is noetherian and that DP is a discrete valuation 
ring for every maximal ideal P of D. Then DP is a p.i.d. and hence DP is 
Dedekind. Let I be a fractional D-ideal. Since D is noetherian, J is finitely 
generated. Hence Ip 1 = ( I _ 1 ) F . T h e n ( I / _ 1 ) F = I y > ( I - 1 ) P = Jp l j r 1 = D P fo r every 
maximal ideal P of D. We can now apply the principal of passage from local 
to global: We have the injection i'.II'1 D, which localizes to the injection 
(II')P °> Dp. Since the latter is surjective for all P, it follows from Proposition 
7.11.2 (p. 402) that L P 1 D is surjective. Thus II'1 = D for every fractional 
D-ideal L Hence D is Dedekind. • 

Dedekind domains can also be characterized by the factorization property 
given in Theorem 10.1. In fact, we have the following stronger result: 

T H E O R E M 10.5. Let D be a domain with the property that every proper 
integral ideal of D is a product of prime ideals. Then D is Dedekind. 

Proof (Zariski-Samuel). We show first that any invertible prime ideal P of D 
is maximal in D. Let aeD, $P. Suppose that aD + P ^ D. Then aD + P = 
Pi"Pm, a2D + P = Qi\" Qn where the Pt and Qj are prime ideals. Since 
aD + P^P and a2D + P ^ P (since P is prime), we have Pt P, Qj ^ P for all 
i and j . Passing to the domain D = D/P we obtain aD = Pi" Pm and a2D = 
Qi'Qn where x ^ » x is the canonical homomorphism of D onto D. The 
principal ideals aD and a2D are invertible and the Pt and Qj are prime. 
Moreover, a2D = (aD)2, so Qi • • • Qn = Pi2 • • -Pm

2. By Proposit ion 10.4, the 
sequence of prime ideals {Qi , . . . ,Q„} and { P l 5 P 1 } . . . , P m , P m } are the same 
except for order. The corresponding sequences of ideals of D containing P 
are {Q1}...,Qn} and {P 1 ? P 1 ? . . . , P m P m } . Hence these coincide except for order. 
This implies that (aD + P ) 2 = P x

2 • • • Pm

2 = g i • • • g„ =• a2Z) + P. Then P c 

(aD + P)2 = a2D + aP + P2 a aD + P2. Then if p e P , p = a x + y where xeD 
and y e P 2 . Then a x e P and since a£P, X E P. Hence P c z aP + P2 c z P, so 
p = aP + P2. Multiplication by P - 1 gives D = aD + P, contrary to hypothesis. 
Thus we have aD + P = D for every aeD,$P. This implies that P is a maximal 
ideal of D. 

Now let P be any prime ideal ^ 0 in D and let b be a non-zero element 
of P. Then P ZD bD and M) = Pi P 2 •• - P m where the Pt are prime and are 
invertible. Hence the Pt are maximal. Since P is prime, we have P Pt for 
some i. Then P = P f and so P is invertible. Since any proper integral ideal is a 
product of prime ideals, it follows that every integral idealis invertible. Since any 
fractional ideal T = al for I integral and a 0, P ( F ) - 1 = II'1 = D. Hence 
every fractional ideal is invertible and D is Dedekind. • 
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The following theorem summarizes the characterizations of Dedekind 
domains that we have given. 

T H E O R E M 10.6. The following conditions on a domain are equivalent: 
(i) D is Dedekind. 

(ii) D is integrally closed noetherian and every non-zero prime ideal of 
D is maximal. 

(iii) Every proper integral ideal of D can be written in one and only one 
way as a product of prime ideals. 

(iv) D is noetherian and DP is a discrete valuation ring for every maximal 
ideal P in D. 

E X E R C I S E S 

1. Prove that any factorial domain is integrally closed. 

2. Prove that the following conditions characterize Dedekind domains: D is integrally 
closed noetherian and D/I is artinian for every integral ideal L 

3. (H. Sah.) Show that a domain D is Dedekind if and only if it has the following 
property: 

If / is any integral ideal of D and a is any non-zero element of /, then there 
exists a be I such that I = Da+Db. 

(Sketch of proof: The proof that any Dedekind domain has this property was 
indicated in exercise 11, p. 605. Now suppose that D has the property. Then D 
is noetherian. Also it is easily seen that the property is inherited by any localization 
Ds. Now suppose that D is a local domain having the property and let P ^ 0 
be its maximal ideal. Let I be any ideal # 0 in D. Then / = IP + Db for some 
be I. It follows by Nakayama's lemma that I = Db. Thus D is a p.i.d. and hence 
a discrete valuation ring (p. 571). Now conclude the proof by using Theorem 
10.4.3 (p. 628). 

Exercises 4-7 were communicated to me by Tsuneo Tamagawa. The first of these is 
well known. In all of these exercises, D is Dedekind with F as field of fractions and x 
is an indeterminate. 

4. If / (x)eD[x], we define the content c(f) to be the ideal in D generated by the 
coefficients of/(cf. BAI, p. 151). Prove that c(fg) = c(f)c(g) forfgeD[x]. 

5. Let S = {feD[x]\c(f) = D}. Note that S is a submonoid of the multiplicative 
monoid. Let D[x] s denote the subring of F(x) of fractions f(x)/g(x) where 
f(x)eD[x] and g(x)eS. Show that if f(x), g(x)eD[x], then f(x)/g(x)eD[x]s if 
and only if c(f) c c(g). 

6. Show that D [ x ] s n F = D. Let / ' be an ideal in D[x]s- Show that I = FnD 



10.3 Integral Extensions of Dedekind Domains 6 3 1 

is an ideal in D such that ID[x]s = T- Show that = ID[x]s is a bijective 
map of the set of ideals of D onto the set of ideals of D[x]s-

7. Prove that D [ x ] s is a p.i.d. 

10.3 I N T E G R A L EXTENSIONS OF D E D E K I N D D O M A I N S 

The classical examples of Dedekind domains are the rings of Z-integers of 
number fields, that is, of finite dimensional extension fields of Q and of fields 
of algebraic functions of one variable. In this section we derive the general 
result that if D is Dedekind with field of fractions F and £ is a finite dimensional 
extension field of F, then the subring D' of D-integral elements of E 
is Dedekind. This implies the Dedekind property of the classical domains 
and gives the fundamental theorem on the unique factorization of integral 
ideals as products of prime ideals in these domains. 

We prove first 

P R O P O S I T I O N 10.7. Let D be a domain, F its field of fractions, E a finite 
dimensional extension field of F, and D' the subring of E of D-integral elements. 
Then any element ofE has the form rb'1 where reD' and beD. 

Proof. Let ueE and let g(x) = xm + a1xm~1 + ••• + ameF[x~\ be a polynomial 
such that g(u) = 0. We can write at = cf)'1, ct, beD. Then 

h(x) = & m #(fr _ 1 x) = bm(b-mxm + a 1 & - ( M - 1 ) x m - 1 + • • • + c^) 

= xm + ba1xm-1 + b2a2xm-2 + --'+bmam 

e D [ x ] and h(bu) = 0. Hence r = bueD' and u= b'1r as required. • 

Evidently this result implies that E is the field of fractions of D'. Since D' 
is the ring of D-integers of E, D' is integrally closed in E. Hence D' is an 
integrally closed domain. 

We suppose next that D is integrally closed and we prove 

P R O P O S I T I O N 10.8. Let D, E, F, D' be as in Proposition 10.7 and assume 
that D is integrally closed. Let reE and let m(x),f(x) be the minimum polynomial 
and characteristic polynomial respectively of r over F. Then the following con­
ditions on r are equivalent: 

(1) r is integral. 
(2) m(x)eD[x] . 
(3) f{x)eD\x]. 

If the conditions hold, then TE/F(r) and NE/F(r)eD. 
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Proof. Since / ( x ) is a power of m(x), it is clear that (2) => (3). Also obviously 
(3) => (1). Now assume (1). Let F be an algebraic closure of F containing E. We 
have m(x) = J | ( x — in F\_x~] where r i = r. For any z we have an automorphism 
of F/F sending r into rt. Since r is D-integral, there exists a monic polynomial 
# ( x ) e D [ x ] such that g(r) = 0. Applying an automorphism of F/F sending r 
into ru we obtain g(rt) = 0. Hence every root r; of m(x) is a D-integer. Since the 
coefficients of m(x) are symmetric polynomials in the ru these elements of F 
are D-integers and since D is integrally closed, they are contained in D. Thus 
m(x)eD[x] and (1)=>(2). The last assertion is clear, since f(x) = xn — 
TE/F(r)xn-1 + ---+(-iyNE/F(r). • 

A key result for the proof of the theorem on integral closures of Dedekind 
domains is the following 

P R O P O S I T I O N 10.9. Let D, E, F , D' be as in Proposition 10.8 and assume 
that E/F is separable and D is noetherian. Then D' is a finitely generated 
D-module. 

Proof. Since E/F is separable, there exist n= [E: F ] distinct monomorphisms 
< 7 i , . . . , 0 - w of E/F into the algebraic closure F/F. Moreover, if (u1,...,un) is a 
base for E/F, then the matrix 

^ i ( « i ) ' • < 7 i ( « n ) 

(8) A = <72(Mi) ' 

(Jn(Ui) • ' On(Un\ 

is invertible (BAI, p. 292). We know also that TE/F(u) = Yfi f o r « e £ 
(BAI, p. 430). We have {/A)A = (TE,F(uiU$). Hence 

(9) d = de t (T £ / F (M £ t t < / ) )#0 . 

We have seen in Proposition 10.7 that there exists a bf / 0 in D such that 
biUteD'. Hence we may assume that the UIED'. Let r e D ' and write r = flfW/, 

ajGF. Then rUjED', 1 ^n, and rwj = Y^taiuiuj- Hence 

(10) TE/F{ruj) = Yjai TEjF(uiU^ e D. 
i 

The system of equations (10) for at, 1 ^ z < n, can be solved by Cramer's 
rule. This shows that aied~1D. Since this holds for every reD', we see that 
D' is contained in the D-module M =Yfi D(d~1uj). Thus D' is contained in a 
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finitely generated D-module. Since D is noetherian, M is a noetherian D-
module. Hence the submodule D' is finitely generated. • 

We can now prove the main result of this section. 

T H E O R E M 10.7. Let D be a Dedekind domain, F its field of fractions, E a 
finite dimensional extension field of F, D' the subring of D-integral elements of E. 
Then D' is Dedekind. 

Proof. We assume first that E is separable over F. In this case we shall prove 
the theorem by showing that D' has the three properties characterizing Dedekind 
domains given in Theorem 10.3, namely, (1) D' is noetherian, (2) every prime 
ideal ^ 0 in D' is maximal, and (3) D' is integrally closed. The first of these 
follows from Proposit ion 10.9, since this proposition implies that D' is a 
noetherian D-module. A fortiori D' is noetherian as D'-module. Now let P' 
be a non-zero prime ideal in D'. Let r # 0 be in P'. Then we have f(r) = 0 
for the characteristic po lynomia l / (x ) of r. This implies that NEjF(r)eP' and 
hence, by Proposition 10.8, NEjF(r)eP = P' n D . Since NE/F(r) / 0, we see that 
P / 0. It is clear also that P is a prime ideal in D. Since D is Dedekind, 
this implies that P is a maximal ideal in D. By the Corollary to Proposition 
7.17, p. 410, we conclude that P' is maximal in D'. Hence (2) holds. The 
remark following Proposition 10.7 shows that (3) holds. Hence D' is Dedekind 
in the separable case. 

We assume next that char F = p and that E is purely inseparable over P. 
Since [ P : F ] < oo, there exists a q = pe such that upeeF for all ueE. Let P 
be an algebraic closure of F containing E and let F1/q(D1/q) be the subfield 
(subring) of F of elements v such that vqeF(D). Then v ~> vq is an isomorphism 
of Fllq onto F mapping D1/q onto D. Since D is Dedekind, D1/q is Dedekind. 
If ueD', uqeF and uq is D-integral, Hence uqeD and so D' cz D1/q. We shall 
now show that D' is Dedekind by proving that every D'-fractional ideal J 
of E is invertible. Let F = D1,qI. Then F is a D 1 ^-fractional ideal. Hence there 
exists a D 1 / g -fractional ideal J' such that I'J' = D1/q and since F = ID1/q and 
DllqJ' = J', we have elements bt e I, c-eJ' such that £ fciC- = 1. Then J> g c- g = 1 
and £ > Q = 1 where ci = bq'1c'i

q. Now bf'1 c'/1 e I'q' 1J'q cz J ' . Since cfeF 
and bteE, a = bq'1c'i

qeE. Thus cteJ = J'nE. Evidently IJ cz D1/qnE and 
since the elements of D1/q are D-integral, D1/q n £ cz D'. Hence IJ cz D', so 
J cz I ' 1 . Since the cteJ and btel and J]ci°i = 1> w e have II'1 = D'. Thus I 
is invertible and D' is Dedekind. 

The general case can be obtained by combining the preceding two cases in 
the obvious way: If E is arbitrary finite dimensional over F, let K be the 
maximal separable subfield of E/F. Then E is purely inseparable over K. Now 
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D" = D' n K is Dedekind by the first case and since D' is the set of D"-integral 
elements of E, D' is Dedekind by the second case. This completes the proof. • 

The foregoing result is applicable in particular to F = Q and D = T and to 
F = K(x) where K is an arbitrary field, x an indeterminate, and D = K[x]. 
This is clear since these D are p.i.d. and hence are Dedekind. If E is a finite 
dimensional extension field of F, then the ring D' of D-integers of E is Dedekind. 
In the case F = Q, D = Z, E is a number field and in the other cases E is an 
algebraic function field in one variable. 

EXERCISES 

1. Let the notations be as in Theorem 10.7. Assume that E/F is separable and that 
D is a p.i.d. Show that D' is a free D-module of rank n = [E: F~\. 

Exercises 3, 4, and 5 of BAI, p. 287, are relevant for this section. 

2. (Sah.) Show that if D is a Dedekind domain, then so is the ring D((x)) of Laurent 
series over D. (Hint: It is easily seen that D((x)) is a domain. If I is an ideal in 
D((xj), let /(/) be the set of leading coefficients of the elements of I. Then /(/) is 
an ideal and if /(/) = Da± + • • • + Dc^ where at is the leading coefficient of f e I, 
then / = D((x))f1 + -- + D((x))fm. Use this and exercise 3 on p. 630. 

10.4 C O N N E C T I O N S W I T H V A L U A T I O N T H E O R Y 

We give first a valuation theoretic characterization of the integral closure of 
a subring of a field. This is 

T H E O R E M 10.8 (Krull). Let D be a subring of a field F and let D' be the 
integral closure of D in F (= the subring of D-integral elements of F). Then D' 
is the intersection of the valuation rings of F containing D. 

Proof Let ueD' and let R be a valuation ring in F containing D, cp a 
valuation of F having R as valuation ring (e.g., the canonical valuation defined 
by R). Suppose that u£R. Then cp(u~x) < 1. On the other hand, we have a 
relation un + aiun~1 + • • • + a„ = 0, at eD , which gives the relation 

(11) 1 = — aiu~x — a2u~2 — - • • — anu~n. 

Since the ateD cz R? cp(a/) ̂  1. Then cp(atu~l) < 1. Since cp(l) = 1, we have 
the contradiction 1 ^ max{<p(aiu~1)} < 1. Hence u e R and D' cz f]R where the 
intersection is taken over all of the valuation rings R of F containing D. 
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Next, suppose that u$D'. Then u'1 is not a unit in the subring of 
F, since otherwise, its inverse u = ao + a^u'1 + • • • + < 2 w - i t t ~ ( , , _ 1 ) , ateD, and 
hence wn = a 0 t / " _ 1 -f-<ziwn~"2 -f ••• + a „ - i , contrary to u S i n c e w _ 1 is not a 
unit in W - 1 D [ W _ 1 ] is a proper ideal in and this can be 
imbedded in a maximal ideal P 0 of Z>[w - 1 ] . Then A = ^ [ w _ 1 ] / P 0 is a field 
and we have the canonical homomorphism of onto A, which can be 
regarded as a homomorphism % of D [ w _ 1 ] into an algebraic closure A of A. 
By Theorem 9.10 (p. 561), there exists a A-valued place 0> extending ^ 0 . 
If R is the valuation ring on which £P is defined and P is its maximal ideal, 
then P is the kernel of We have R ZD Z ) ^ " 1 ] ZD D and P => P 0 . Then 
w _ 1 D [ w _ 1 ] cz P 0 cz P, so ^(u'1) = 0 and hence i/<£P. Thus we have shown 
that if u<£D\ then u$C\R where R ranges over the valuation rings of F 
containing D. Hence D' = f]R. • 

Now let D be Dedekind, F its field of fractions. Since D is integrally closed, 
D is the intersection of the valuation rings of F containing D. We claim that 
these valuation rings are the localizations DP, for the prime ideals P of D. 
We have seen that every DP is a discrete valuation ring for every prime ideal 
# 0 in D. This is clear also if P = 0, since D0 = F. Now let K be a valuation 
ring in F containing D such that P / P . Let M be the maximal ideal of R 
and let P = M n D. Then P is a prime ideal in D and if P = 0, every non­
zero element of D is invertible in P. Since F is the field of fractions of D , 
this implies that F = R, contrary to hypothesis. Thus P is an integral prime 
ideal in D. We have the valuation ring DP with maximal ideal PP = PDP. 
If aeD — P, then aeR — M and a~1eR. Then RZDDP. Moreover, since 
M ZD P, M = P M => Z)PP. Now it is easily seen that if P i and P 2 are valuation 
rings with maximal ideals M1 and M2 respectively, then P x ZD R2 and Ml ZD M2 

imply P i = R2 and M1 = M2. Hence R = DP and M = PDP. Thus the valua­
tion rings of F containing D (and # P ) are just the localizations DP, P a 
prime ideal / 0 in D. By Theorem 10.8, D = f]DP. 

A prime ideal P # 0 in a Dedekind domain D determines an exponential 
valuation z;P for the field of fractions F of D in a manner similar to the 
definition of the exponential valuation vP on Q defined by a prime integer p. 
If a 0 in P 3 we write Da= PkPi1--P\l where P,Pu...,Pi are distinct prime 
ideals and fc and the fc;eZ. Then we put vP(a) = k. Moreover, we define 
vP(0)= oo. It is readily verified, as in the special case of Q, that vP is an 
exponential valuation of F. Hence if we take a real y, 0 < y < 1, then \a\P = 
yvp(a) - s a non.archmieclean absolute value on P. We call this a P-a&ic absolute 
value on F. The valuation ring of | | P evidently contains the localization DP 

and the maximal ideal of the valuation ring contains PDP. Hence the valuation 
ring of | | P is DP and its maximal ideal is PDP. 
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Since DP is Dedekind and PDP is its only prime ideal ^ 0, the integral 
ideals of DP are the ideals PkDP, k > 0 . Evidently, Pk cz PkDPnD. On the 
other hand, if aePkDP nD for k ^ 1, then a = foe-1 where b e P \ ceD — P. 
Then ac = 0 (mod Pf c) and c ^ 0 (mod P). The latter condition implies that 
c + P is a unit in D/P. Then c + P f c is a unit in D/P* (p. 195). It follows that 
aePk. Hence PkDP n Z) = P f e for k > 0. 

Let | | be a non-archimedean absolute value having Dp as valuation ring. 
We claim that | | = | | P , a P-adic valuation determined by the prime P. To 
see this we observe that PDP= nDP where nePDP, $P2DP. Then PkDP = 
nkDP for k ^ 0 and any element of DP can be written as unk, u a unit in 
Dp and fe ^ 0 . Then |u7i k | - / where |TT| = y, 0 < y < 1. Hence, if a e P*, <£P f c + 1 , 
then aePkDP, $Pk+1DP, and |a| = O n the other hand, it is clear that 
Da = PkP1

ki • • • Pt

ki where P i , . . . , Pi are primes distinct from P and hence if | | P 

is the P-adic valuation determined by y, then | a | P = |a| for aeD. Then 

We show next that the residue field DF/PP of | | P is canonically isomorphic 
to D/P. Since P = PP nD, we have the monomorphism a + P ^> a + PP of D/P 
into Dp/Pp. If a,beD and b<£P, then since D/P is a field there exists a c e D 
such that cb = a (mod P). Then ab'1 = c (mod PP), which implies that 
a + P ^> a + Pp is surjective on DP/PP. Then this map is an isomorphism. 

We summarize this collection of results in 

P R O P O S I T I O N 10.10. Let D be a Dedekind domain with field of fractions 
F. Then (1) Any valuation ring in F containing D has the form DP where P 
is a prime ideal in D. (2) Any non-archimedean absolute value on F having DP, 
P / 0, as valuation ring is a P-adic valuation. (3) The map a + P ^> a + P P is an 
isomorphism of D/P onto DP/PP. 

Now let E be a finite dimensional extension field of P and let D' be the 
ring of D-integers of E. Then D' is Dedekind. If P is an integral ideal of D, 
then the ideal in D' generated by P is D'P. Now D'P / D'. For, by the "Lying-
over" theorem (p. 411), there exists a prime ideal P ' in D' such that P' nD = P. 
Hence P' ZD PD' and PD' # D'. It may happen that the extension ideal PD' of 
P is not prime. At any rate, we have a factorization 

(12) PD' = Piei~'Pie' 

where the P\ are distinct prime ideals in D' and the ef > 0. 
We have treated the general problem of extension of an absolute value on a 

field F to a finite dimensional extension field in Chapter 9 (p. 585). We shall 
now treat the special case of a P-adic absolute value of the field of fractions 
F of a Dedekind domain in an alternative manner based on the factorization 
(12). We prove first 
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T H E O R E M 10.9. Let D be a Dedekind domain, F the field of fractions of D, 
E a finite dimensional extension field of E, D' the subring of E of D-integral 
elements. Let P be an integral prime ideal in D, | \P a P-adic absolute value on 
F, (12) the factorization of PD' into prime ideals in D'. Then for each P\ there 
is a unique P\-adic absolute value | \P> on E extending | \P. Moreover, | \P>. and 
| \P> are inequivalent ifi ^ j and the | \P>. are the only extensions of\ \P to absolute 
values on E. 

Proof. Let a / 0 be in F and write Da = PkPkl-Pkl where P and the Pj 

are distinct prime ideals and k and the fey e Z. Then vP(d) = k, and by (12), 

D'a = {D'P)k(D'P1)k 1 • • • (D'Pi)k> 

= P'flk P'2

E2K • • • P'g

e

9

k • • • 

where the terms after P'g

efi come from the factorizations of the D'Pj into 
prime ideals in D'. Now we observe that if P± and P2 are distinct prime ideals 
in D, then Px+P2 = D and hence D'P1 + D'P2 = D'. This implies that the 
prime ideals in D' dividing D'PX are different from those dividing D'P2. It 
follows that vP>.(a) = ejk. Hence if | \P = yVp{) for 0 < y < 1, then we shall have 
| \ P = | \P>. on F if and only if | \P>. = (y1/ej)vp+ \ This proves the first assertion. 
We have seen that the valuation ring of | \P*. (or of vP>) is D'P>.m Since these 
are distinct for distinct choices of j , it follows that | \P>. and | \P>. are inequivalent 
if i # j . Now let | \' be any absolute value on E extending | \ P and let R' 
denote the valuation ring of | \'. Then R' ZD DP and since D' is the integral 
closure of D in E, R' ZD D' by Theorem 10.8. By Proposit ion 10.10.1, R' = D'P> 
for P', a prime ideal in D'. Since R' ZDDP, it follows that P' ZD P. Hence 
P' = Pt for some z. By Proposition 10.10.2, | |' is a P--adic valuation. • 

We recall that the ramification index of | \P>. relative to | \ P is the index 
[ | P* | P;: | P* | P] (p. 589). Since \F*\P is the subgroup of generated by y 
and \E*\P>. is the subgroup generated by y 1 / e ' , the ramification index is et. 

We recall also that the residue degree fi of | \P'. relative to | \ P is the 
dimensionality [DpJP'ip :DP/Pp] where DP/PP is imbedded in D'pjP'ip. by the 
monomorphism x + PP ~* x + P'iPi (p. 589). We also have a monomorphism 
a + P ^> a + P'i, aeD, of D/P into D' /P\. Hence we can define the dimensionality 
{P'/P'i: D/P]. Now we have the isomorphisms a-.a + P^a + Pp and s: x + Pt ~» 
x + PJp;. of D/P onto Dp/Pp and of D'P. onto Dp'JP'iP'. respectively. We have 
s((a + P)(x + Pfi) = s(ax + PJ) = ax + P'iP[ andhence(cr(a + P))(s(x + P-)) = 
(a + PP)(x + P'ip>) = ax + P'iP'r Hence s is a semi-linear isomorphism of D'/P\ over 
D/P onto Dp'JP'iP'. with associated field isomorphism a. It follows that the 
residue degree/; coincides with the dimensionality \D'/P'i'.D/P]. 
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The results on ramification index and residue degree can be stated as 
follows: 

T H E O R E M 10.10. Let the notations be as in Theorem 10.9. Let | |P be a 
P-adic absolute value on F, | |P< a P'radic absolute value on E extending | |P. 
Then e{ is the ramification index and \T>'/P'i'.D/P^ is the residue degree of 
| |P< relative to | |P. 

An immediate consequence of this result and the main theorem on residue 
degrees and ramification indices (Theorem 9.15, p. 592) is 

T H E O R E M 10.11. Let the notations be as in Theorem 10.9. Then Yi *ifi ^ 
n = [E: F ] iff = [D'/P-: D/P] . Moreover, YI etfi = n if E/F is separable. 

We remark that this result has the consequence that the number g of prime 
ideals of F>' containing D'P is bounded by n and it gives considerably more 
information on the factorization (12). 

EXERCISES 

1. Let E be the cyclotomic field Q(Q when f is a primitive /th root of unity, / a 
prime. Let D = Z, D' be the integral closure of Z in E. Show that ID' = ((C-1)D')P~1 

and (C — l)D' is a prime ideal in D'. [Hint: [E:Q\ = I— 1 and f(x) = xl~1 + 
xl~2 + • • • + 1 is the minimum polynomial of f. We have f(x) = Yli1 (x~ O i n 

£ [ x ] and every 1 <z 1, is a primitive /th root of 1. (See BAI, p. 154.) 
Substituting 1 inf(x) gives I = ]][-1 {1 - C\ Moreover, ( 1 - 0 / ( 1 - 0 = 1 + 
£+••• + C~1 eD'. Show that 1 + C + • • • + C~1 is a unit in D', so ID' = ( (C- x-
Show that / is not a unit in D' and use Theorem 10.11 to conclude that 
(f— l)!)' is prime.) 

The next three exercises are designed to show that in the special case of Theorem 
10.11 in which E/F is Galois, the factorization (12) of PD' = {P'1---P'g)e and all of the 
residue degrees are equal. Hence n = \E: P] = efg. 

2. Let E/F be Galois with Gal E/F = G. Show that any aeG maps D' into itself. 
Show that if P' is a prime ideal in D', then oP' is a prime ideal. Show that 
a: a+P' ~> aa + oP' is an isomorphism of D'/P' onto D'/aPf. 

3. Let P be a non-zero prime ideal of D, PD' = P'i1- • • Pg\ the factorization of PD' 
into prime ideals in D' where PJ # Pj if i 7^ 7. Show that if a e G, then {aP\aPg} = 
{Pi,...,P^} and that G acts transitively on the set of prime ideals {Pi,. . . ,P^}. 
(Hint: To prove transitivity of G on {Pi, . . . , P'g} one shows that if P' is any prime 
ideal of D' such that P' nD = P then any prime ideal Q of D' such that Q nD = P 
is one of the ideals <JP' , aeG. Otherwise, by Proposition 7.1, p. 390, Q' 9̂  [^JaeG 

aP'. 
Hence there exists an a e Q such that aa $ P' for any aeG. Then NE/F(a) = 
YlasG

 G a $ P - This is a contradiction since NE/F(a) eQ n D = P.) 
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4. Use the results of exercises 2 and 3 to show that et = ej for every i and j and that 
the fields D'/P'i and D'/P'j are isomorphic over D/P. Hence conclude that 
[D'/P'i'.D/p-] = [D'/P'j.D/Pl Put e = euf=ft = [D'/Pt:D/p-]. Show that n = efg. 

10.5 R A M I F I E D P R I M E S A N D THE D I S C R I M I N A N T 

As in the previous section, let D be a Dedekind domain, F its field of fractions, 
E a finite dimensional extension field of P, and D' the subring of D-integral 
elements of E. Let P be a non-zero prime ideal in D and let PD' = 
P'i1''' Pg*9 where the P- are distinct prime ideals in D, as in (12). We consider 
the ring D' = D'/PD', which we can regard also as a module over D' and by 
restriction as a module over D. Since P annihilates D', D' can also be regarded 
as a vector space over D = D/P. The action of a + P, aeD, on x + PD', 
x e D ' , is (a + P)(x + PD') = ax + PD'. Taking into account the ring structure 
as well as the D-vector space structure, we obtain the algebra D' over D. 
We shall now consider the structure of this algebra. The main result on this 
is the following 

T H E O R E M 10.12. Let D be a Dedekind domain with field of fractions F and 
let E be a finite dimensional extension field, D' the subring of E of D-integral 
elements. Suppose that P is a non-zero prime ideal in D and let PD' = 
P'il-P'ge9 where the P'i are distinct prime ideals in D' and the et> 0. Then 
D' = D'/PD' is an algebra over the field D = D/P in which (a + P)(x + PD') = 
ax + PD', aeD, xeD'. The dimensionality \D':D] = Yfieifi where f is the 
residue degree [D'/PJ :D~].We have [D' : D] ^ n = [_E: P ] and [D ' : D] = n if E/F 
is separable. D' is a direct sum of g ideals isomorphic to the algebras D'/P'^1. 
The radical of D' is P\ • • • P'g/PD' and D'/rad D' is a direct sum of g ideals 
isomorphic to the fields D'/Pl 

Proof. Put Ai = P'CeiP[ P'\ Then 

(14) IA\ = D', A'inJ] A'j = D'P. 

This implies that 

( 1 5 ) D' = D'/PD' A'1/PD'®---®A'g/PD' 

and A'i/PD' i ;Mnp; e ^(4+p; e ' ) /F; e ' = D'IP'ie>. Hence 

(16) D' ^D'lP'^®---®D'IP'g\ 

We have the chain of ideals 

( 1 7 ) D' => P'i => P\2 => 1 
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each of which is minimal over the next. Hence 

(18) D'/P\ Y'ZDPi/Pi'iZD-- o 

is a composition series for D'/P;e< as D'-module. The composition factors are 
isomorphic to D'/P-, P't/P'i2,-.. ,Pi e '"7^% each of which is annihilated by P[ 
and so can be regarded as a vector space over the field D'/P't. Since these 
vector spaces have no non-zero subspaces, they are one-dimensional over 
D'/P't. Hence the composition factors are isomorphic as D'-modules and hence 
also as D-modules and as vector spaces over D. Then [P'i

J~1/P'i3\D~] = 
[D'/P't. &] =ft for j = l,...,et. It follows from (18) that [ D ' / P ^ . D ] = etfi. 
Since D'/D'P ^ D'/P'^@-- - ®D'/P'g% we have [D ' :D] = Y?ieiff W e h a v e 

shown in Theorem 10.11 that ^ n and YJ

eift = n i f E / F i s separable. 
Hence [D' : D] ^ n and = n if E/F is separable. 

Let e = max {et}. Then (Pi P' 2 • • • P^)e cz D'P. Hence P i • • • P'g/D'P is a nilpotent 
ideal in D' - D'/D'P and D'/(Pi • • • P'g/D'P) ^ D'/Pi • • • P'g ^ D ' / P i 0 • • -_0D'/P|. 
Since every D'/P'f is a field, it follows that P i • • • Pg/D'P = rad D' and D'/rad D' 
is a direct sum of g ideals isomorphic to the fields D'/P-. • 

We now give the following 

D E F I N I T I O N 10.4. A non-zero prime ideal P of D is said to be unramified 
in D' if D'P = P i • • • P'g where the P't are distinct prime ideals in D' and every 
D'/P't is separable over D = D/P. Otherwise, P is ramified in D'. 

It is clear from Theorem 10.12 that P is unramified in D' if and only if 
D' = D'/D'P is a direct sum of fields that are separable over D = D/P. We 
shall show that if F / F is separable, then there are only a finite number of 
prime ideals P of D that are ramified in D' and in principle we shall determine 
these prime ideals. For this purpose we give the following 

D E F I N I T I O N 10.5. Let D, F, E, D' be as usual and assume that E/F is separable. 
Then the discriminant (ideal) dD>/D of D' over D is the ideal generated by all 
of the elements 

where (u±, ...,un) is a base for E/F consisting of elements uteD'. 

We have seen in the proof of Proposition 10.9 (p. 612) that det(7i / F(wiuJ-)) =A 0 
for every base (ui,...,un) of a separable extension F /F . The main result on 
ramification is 

(19) det (TE/F{UiUj)) 

T H E O R E M 10.13. Let D be a Dedekind domain, F its field of fractions, E a 
finite dimensional separable extension of F, D' the subring of E of D-integral 
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elements. Then a non-zero prime ideal P of D is ramified in D' if and only if 
P is a divisor of the discriminant dD'jD. 

Of course, this implies the finiteness of the set of ramified primes. To 
achieve the proof of Theorem 10.13 we need to obtain a trace criterion that 
a finite dimensional commutative algebra A over a field F be a direct sum of 
ideals that are separable field extensions of F. 

If A is a finite dimensional algebra over a field F, we define the trace 
bilinear form T(a, b) on A/F by 

where TA/F is the trace defined by the regular representation. Since TA/F is a 
linear function and TA/F(ab) = TA/F(ba), T(a, b) is a symmetric bilinear form 
(BAI, pp. 424, 426). We recall also that T(a, b) is non-degenerate if and only 
if det (T(ut, Uj)) # 0 for any base (u1,...,un) of A/F. 

We require the following 

LEMMA. / / A is a finite dimensional commutative algebra over a field F, 
then A/F is a direct sum of ideals that are separable fields over F if and only if the 
trace bilinear form T(a, b) is non-degenerate on A. 

Proof. Suppose first that A = E1®---®Eg where Et is a separable field 
extension of F. Let (uil,...,uini) be a base for Et. Then (ulu...,ulni,..., 
ugi,..., ugrig) is a base for A/F and 

where Tt denotes the trace bilinear form on Et. Since we have shown (p. 612) 
that Ti is non-degenerate, the foregoing formula shows that T is non-degenerate 
on A. 

Conversely, suppose that T is non-degenerate on A. We show first that A 
is semi-primitive. Let z e rad A. Then za = az is nilpotent for every aeA. 
Since the trace of a linear transformation is the sum of its characteristic 
roots, the trace of a nilpotent linear transformation is 0. Hence T(a, z) = 0 
for all a. Since T is non-degenerate, z = 0. Thus rad A = 0 and A is semi-
primitive. Then A = Ex © • • • © Eg where Et is a field extension of F. By (21), 
the trace bilinear form Ti is non-degenerate on every Et. On the other hand, 
if E/F is a/finite dimensional inseparable extension field of F, then the trace 
function is identically 0 on E. For, E ^ S where S is the maximal separable 
subfield of E. Then E is purely inseparable over S. It follows that there exists 
a subfield K of E containing S such that [E: K] = p the characteristic. Then 

(20) T(a, b) = TAjF(ab) 

(21) det {T(uik, ufl)) = f | det(Ti(wflt, ua)) 
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the minimum polynomial over K of any aeE is either of the form xp — a 
or of the form x — a. In either case the characteristic polynomial is of the form 
xp- P (fi = ocp in the second case). Then TE/K(a) = 0 for all a. By the transitivity 
of the trace (BAI, p. 426) we have TE/F(a) = TK/F(TE/K(a)) = 0. It follows that 
the trace bilinear form on an inseparable field is identically 0. Hence every 
Et is separable. • 

We can now give the 

Proof of Theorem 10.13. We assume first that D is a p.i.d. By Proposit ion 
10.9, D' is finitely generated as D-module. Since there is no torsion and D 
is a p.i.d., D' is a free D-module. Since every element of E has the form 
r" 1u w h e r e r e D and ueD', the rank of D' over D = n= [E:P]. Let (vl9...,vn) 
be a D-base for D'. Then det (T(vu Vj)) generates dD*/D, so we have to show 
that D' is a direct sum of separable field extensions of D if and only if P 
does not contain the element det(T(v i 9 Vj)). Since (vl9...9vn) is a D-base for D', 
PD' = Y,Pvi and if vt = vt + PD'9 then (iJi,.. . ,t; n) is a base for D' over D. It 
follows that if a ^ p(a) is the regular matrix representation of E/F obtained 
by using the base (vl9...9vn), then the regular matrix representation of D'/D 
using the base (vl9..., vn) is a ^ p(a) (a = a + PD'). This implies that 
det (T(vt, Vj)) = dQt(T(vi,Vj)) + P. Hence by the Lemma, D' is a direct sum of 
separable fields over D if and only if det (T(vi9 Vj)) £ P. This completes the 
proof in the case in which D is a p.i.d. 

The proof for arbitrary D can be reduced to the p.i.d. case by localizing 
at the prime P of D. Since we are interested in localizing D' as well as D 
and since P is not a prime ideal in D'9 we make explicit the localizing monoid 
as S = D — P. We form Ds and D's. By Proposit ion 7.16, D's is the integral 
closure of Ds in E. Since P-nD = P, P'tnS = 0. Hence P'is is a prime 
ideal in D's. We have PSD'S = Pif 1 •• • P'gp and the P'is are distinct. Since 
P'iSnD' cz P' f p , nD' = P-, we have P'isnD' — Pl It follows as in the proof of 
Theorem 10.10 that we have a semi-linear map of D's/P'is over D s / P s onto 
D'/P't over D/P, which is a ring isomorphism. Hence D's/P'is is separable over 
Ds/Ps if and only if D'/P't is separable over D/P. Thus P is ramified in D' 
if and only if Ps is ramified in D's. 

We show next that dDyDs = (dD'/D)s- Let (ul9...,un) be a base for E/F such 
that the UieD'. Then the UieD's and det(T(u;, u , - ) )ed D y D s . Hence dD>jD cz 
dDyDs and (dD>/D)s cz dDyDs. Next let (wi,...,«!,) b e a base for P / P such that the 
u'i E D's. Then w- = uis~1

9uieD'9 SED-P9 and det (T(MJ, = s " 2 " det (T(w/? u/)) G 
(dD>/D)s. Hence c (dD>/D)s, so d ^ y ^ = {dD>/D)s. It is clear also that P is a 
divisor of if and only if P s is a divisor of (dD'/D)s = dDyD$. We have 
therefore achieved a reduction of the theorem to the rings Ds and D's. Since 
D s is a p.i.d., the result follows from the case we considered first. • 
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E X A M P L E 

Let ra be a square-free integer, E = Q(N/m), and let D' be the integral closure of Z 
in E. Then D' has the base (1,^/m) over Z if m = 2 or 3 (mod 4) and D' has the base 
(l,(l+-N/m)/2) over Z if ra = 1 (mod 4) (exercises 4 and 5, p. 287 of BAI). Hence in the 
first case, the discriminant dD,/z is the principal ideal generated by 

2 0 
0 2m 

= 4m. 

Hence the ramified primes (which are the primes p in Z such that Zp is a square of a 
prime ideal in D') are 2 and the prime divisors of ra. 

In the second case (m = 1 (mod 4)), dD,/z is the principal ideal generated by 

1 2 1 

m +1 

Hence the ramified primes are the prime divisors of ra. 

EXERCISES 

1. Notations as in the example. Show that if p is odd and pD unramified in D', 
then pD' is a prime or a product of two distinct prime ideals in D' according as 
the Legendre symbol (m/p) = — 1 or = 1. Show that if ra = 1 (mod 4), then 2D' is 
prime or a product of two prime ideals in D' according as ra = 5 or ra = 1 (mod 8). 
(Hint: Use Theorems 10.9 and 9.14.) 

2. Let E be the cyclotomic field Q((), ( a primitive /th root of unity, / a prime, as 
in exercise 1, p. 618, which showed that (( — l)D' is prime in D'. Show that 
[/>'/(£-1)D': Z//Z] = 1 and hence that |£'/(C- 1)D'\ = I. Show that D' = Z[C] + 
(C-l)D'. Use exercise 2, p. 276 of BAI, to show that |det T(C, Cj)\ = ll~2 if 
0 < i, j ^ 1-2. Hence show that D' a l~{l+2)I[Q and l{l+2)D' cz Z[C] cz D'. Use 
these results to prove that D' = Z[(] and that IT is the only prime ideal of Z 
that is ramified in D'. 

3. Show that a finite dimensional commutative algebra A over a field F is a direct 
sum of separable fields if and only if AE is semi-primitive for every field extension 
E of F. (The latter property was discussed on p. 374 where it was called separability.) 

10.6 FINITELY GENERATED M O D U L E S OVER A D E D E K I N D D O M A I N 

In this section we shall extend the theory of finitely generated modules over 
a p.i.d. that we treated in BAI (sections 3.6-3.9, pp. 179-194) to finitely 
generated modules over a Dedekind domain. We recall that if M is a module 
over a domain D, the subset T of elements x e M for which there exists 
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an a ^ 0 such that ax = 0 is a submodule called the torsion submodule of M. 
M is called torsion free if T = 0. Any submodule of a torsion-free module is 
torsion free. Hence, since any free module is torsion free, any submodule of a 
free module is torsion free. It is clear also that if T is the torsion submodule 
of a module M, then M/T is torsion free. We shall derive next a pair of less 
obvious results on torsion-free modules. 

P R O P O S I T I O N 10.11. Any finitely generated torsion-free module M over a 
domain D is isomorphic to a submodule of a free module of finite rank. 

Proof. Let {u±,...,ur} be a set of generators for M. We assume M # 0 and 
ui / 0. We may assume that we have an s, 1 < r , such that {%,...,us} 
are linearly independent over D in the sense that J^l diUt = 0 holds only if 
every dt = 0, but {ul9...,us,us+j} are linearly dependent over D for all j , 
1 ^ r — s. Then the submodule J^I>u f °f ^ *s f r e e a n d hence the result 
holds if s = r. On the other hand, if s < r, then for each j there exists a non­
zero djeD such that <^W S + J -E^Z>w f . Then d w S + J - G ^ D w f for d = ri4/^0 
and so dM c Duf. Hence the D-endomorphism x ^dx of M maps M 
into the free submodule ^ ^ut- Since M is torsion free, this map is a mono­
morphism. Hence M is isomorphic to a submodule of the free module 
YxDu, • 

We shall obtain next a generalization of the theorem that any submodule 
of a finitely generated free module over a p.i.d. is free (Theorem 3.7 of BAI, p. 179). 
This is 

P R O P O S I T I O N 10.12. Let Rbe a ring, which is not necessarily commutative, 
with the property that every left ideal of R is a projective R-module. Then any 
submodule M of the free module R ( n ) is a direct sum of m ^n submodules iso­
morphic to left ideals of R. Hence M is projective. 

Proof The result is clear if n = 1, since the submodules of R = R ( 1 ) are left 
ideals. Hence assume that n > 1. Let S denote the submodule of R ( n ) of 
elements of the form ( x l 5 . . . , x n _ 1 ? 0). Evidently S ^ R{n~1]. Now consider the 
R-homomorphism p: y = (yu..., yn) ~> yn of M into R. The image is a left ideal 
I of R and the kernel is isomorphic to a submodule N of R ( " - 1 ) . We have 
an exact sequence 

(22) O^N^M A / ^ 0 . 

Since / is projective, this exact sequence splits (p. 150); hence M ^N®L 
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Since N cz F ( " _ 1 ) , we may use induction to conclude that iV is isomorphic 
to a direct sum of ^n— 1 left ideals. Then M is isomorphic to a direct sum 
m ^ n left ideals of R. Since any left ideal is projective, it follows that M 
is projective. • 

We now assume that M is a finitely generated module over a Dedekind 
domain D. The defining property for D that we used is that any fractional 
ideal of D is invertible and hence is projective (Proposition 10.3). In particular, 
any integral ideal of D is projective and since 0 is trivially projective, every 
ideal in D is a projective module. Thus D satisfies the hypothesis of Proposition 
10.12. Let T be the torsion submodule of M and put M = M/T. Then M 
is finitely generated and torsion free. Hence, by Proposit ion 10.11, M is iso­
morphic to a submodule of a free module of finite rank. Then, by Proposition 
10.12, M is projective. Since we have an exact sequence 0 -> T-> M -> M 0 
and M is projective, M = M@T. Then T is a homomorphic image of M 
and so it, too, is finitely generated. It is clear that we have reduced the 
problem of classifying finitely generated D-modules into isomorphism classes 
to the same problem for torsion-free modules and torsion modules. 

We consider first the torsion-free modules. We have seen that any such 
module is projective. On the other hand, if M is projective, M is a direct 
summand of a free module, and since D is a domain, free modules and hence 
projective modules over D are torsion-free. Thus M is finitely generated torsion 
free over D if and only if M is finitely generated projective. 

In determining conditions for isomorphism of two such modules, we may 
assume that the modules have the form M = i i © • • • © Jw where Ij is an integral 
ideal. Although there is no gain in generality in doing so, it is somewhat 
more natural to assume that the Ij are fractional ideals. Consider the localiza­
tion M D * determined by the monoid D* of non-zero elements of D. We have 
MD* ^ DD* ® D M = I1D*@ •' -®InD* and since DD* is the field P of fractions of 
D and IjD* = P , MD* is an n-dimensional vector space over P . Thus MM ^ 
F{N). The dimensionality n is the rank of M over D as defined in section 7.7 
(Corollary, p. 415). The canonical m a p of M into MD* is a mono­
morphism. It follows that we have an isomorphism of M with the D-submodule 
of F(N) consisting of the vectors (xi, ...,xn) where xj e Ij. Hence we may assume 
that M consists of this set of vectors. 

If rj is an isomorphism of M onto a second finitely generated torsion-free 
module M', rj has a unique extension to a bijective linear transformation of 
MD*/F onto M'D*/F. It follows that M and M have the same rank n and 
we may assume also that M' is the D-submodule of F{N) consisting of the 
vectors (xi , . . . ,x' n ) where x}e l} , a fractional ideal in P , 1 ^ j ^ n. Taking into 
account the form of a bijective linear transformation of F(N\ we see that rj 
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has the form 

(23) X„) ~> ( X i , . . . , Xf

n) = (Xi, . . . , Xn)A 

where A = (atj) e GLn(F), the group of n x n invertible matrices with entries in F. 
We have x'k = ^ x ^ e / i and if , 4 " 1 = (btjf then x,- = Y J

x ' k K E h
 i f xfcG4 

1 <k ^n. Conversely, if AeGLn(F) satisfies these conditions, then (23) is an 
isomorphism of M onto M'. 

If n = 1, the foregoing conditions imply that two fractional ideals / and 
F are isomorphic if and only if there exists an a 0 in F such that F = Ia. 
We can state this result in terms of the class group of the Dedekind domain 
D, which we define to be the factor group ^jQ) where <F is the multiplicative 
group of fractional ideals of D and Q) is the subgroup consisting of the 
principal ideals aD, a ^ 0 in F. The ideal I and ai = (aD)I are said to be 
in the same class. Thus we have shown that / and F are isomorphic D-
modules if and only if I and / ' are in the same class. It is clear that we 
have a 1-1 correspondence between the isomorphism classes of fractional ideals 
and hence of torsion-free modules of rank one with the elements of the class 
group <FI3). 

We prove next the 

LEMMA. Let I1 and I2 be fractional ideals. Then M = I1@I2 = D ®I1I2. 

Proof. We use exercise 10 on p. 605. According to this, if a± / 0 in I1 and 
J = aili1 ( c D ) , then there exists an a2el2 such that a^Ii1 + a2I2

1 = D. 
Hence we have btelT1 such that aibi+a2b2 = 1. Then the matrix 

y2 = —x1a2 + x2a1el1l2. On the other hand, if y±eD and y2 — c±c2, CJEIJ, 

then *i = a1y1 — b2c1c2eh and x2 = a2y1+b1c1c2eI2. Hence ( x 1 ? x 2 ) ^ 
(xi, x2)A is an isomorphism of h®I2 onto D®IiI2. • 

We can now prove the main theorem on finitely generated modules without 
torsion over a Dedekind domain. 

(24) 

. If XJEIJ, then yi = xi&i +x2b2 ED and 

T H E O R E M 10.14. Any finitely generated torsion-free module M over a 
Dedekind domain is isomorphic to a direct sum of a finite number of integral 
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ideals. Necessary and sufficient conditions for the isomorphism of M = 
h®'"®In and M' = J i © • • • © where the Ij and Ik are fractional ideals are 
m = n and i i •• • I „ and I\ • • • I'm are in the same class. 

Proof. The validity of the first statement has been noted before. Now suppose 
that M ^ M' where M and M' are as in the statement of the theorem. Then 
m = n and we have a matrix A = (a 0 - )eGI„(F) such that if XJEIJ, 1 <j <n, 
then xk = YJ= I xjajk e Fk. Moreover, if A ~ 1 = (btj) and x'k e Fk, 1 < k < n, then 
x;- = Yjxkbkje J/- The first condition implies that x^o^ e I'k for any x7-e Ij. Thus 

c z i i , so (Fky1Ijajk c z D and aj 7 c e i /^ iX. Hence if ( fe l 5 . . . , kn) is a permuta­
tion of 1,2,...,n, then a l k i • • • ankne(Y\Ij)~ 1(Y\Ik)- This implies that det Ae 
( U ^ y H W k ) and(det A) f[ Ij c fi Fj. Similarly, (det A ' 1 ) ^ ) c z JJlj. Hence 
fl^j^ (̂ et )̂n̂ j a n c * s o a n c ^ a r e i*1 ̂  s a m e class. Conversely, 
assume that m = n and that Y[ h and |f Fj are in the same class. By the lemma, 
M = I1®I2®-"®In = D®I1I2®h®"-®In = D®D®I1I2I3®h®'--® 
/„ = • • • = D © • • • ©D©nSimi lar ly , M ' = D® ••• © D © n S i n c e f j 
and f| 1} are in the same class, these are isomorphic and hence M ^ M'. • 

We consider next the structure of a finitely generated torsion module M 
over D. Our program for studying M will be to replace it by a closely related 
module over a p.i.d. Let I = ann^M. If M = Dxi + Dx2 + • • • + Dxn, then 

/ = nann
 xt ^ nann x i ^ 

Hence J = a n n D M # 0. Let { P l 5 . . . , Pr} be the prime ideal divisors of I and let 

S = 2 ) - L M = f](D-Pi). 
I I 

Then 5 is a submonoid of the multiplicative monoid of D and we can form the 
ring Ds and the D s -module Ms = DS®DM. Any prime ideal of Ds has the 
form Ps where P is a prime ideal such that P nS = 0 (p. 401). Then 
P cz [j Pt and hence P c z Pt for some z (Proposition 7.1, p. 390), which implies 
P = P;. Thus Ds is a Dedekind domain with only a finite number of prime 
ideals, P - = P f s , 1 < z < r . Such a domain is a p.i.d. (exercise 15, p. 625). 
Moreover, Ms is a torsion D s -module since Is / 0 and J S M S = 0. 

The fundamental theorem on finitely generated modules over a p.i.d. (BAI, 
p. 187) is applicable to the D s -module Ms. According to this, Ms = 
Dsyx © • • '®Dsym where a n n ^ j / i ZD annDsy2 ZD • • • ZD a n n D s j v Moreover, 
ann D s j / ; ZD IS / 0 and a n n ^ y ; is a proper ideal in Ds. We shall be able to 
apply this result to determining the structure of M as D-module, since we 
can recover M from Ms by using the following 
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LEMMA. Let I be a non-zero ideal in D, P i , . . . , Pr the prime ideal divisors 
of I in D, S = C\(D-Pi). Let N be a D-module such that IN = 0. Then 
N = (D/I)(g)DNs as D-modules. 

Proof We have (D/I)®DNS = (D/I)®D(Ds(g)DN) ((D/I)®DDS)®DN ^ 
(D/I)S®DN. It is readily seen that the elements s + I, s e S, are units in D/I, 
which implies that (D/I)s = D/L Hence (D/I)S®DN ^ (D/I)®DN ^ N, since 
IN = 0. • ' 

We can now prove the following structure theorem. 

T H E O R E M 10.15. Let M be a finitely generated torsion module over a 
Dedekind domain D. Then M is isomorphic to a direct sum of cyclic modules 
Dz1 © • • • ®Dzm such that ann zt ZD ann z2 ZD -• ZD ann zm ^ 0. Moreover, the 
ideals ann zt, 1 ^ z ^ m, are uniquely determined. 

Proof. Let S be as before. Then Ms = Dsyi®---®Dsym where a n n ^ y i ZD 
••• ZD &rmDsym. Then if I) = a n n ^ j , Dsyj = Ds/Tj. Let Ij = {aeD.\a/seTj 
for some ssS}. Then IjS = I] (p. 401) and D/Ij is a cyclic D-module, Dz^, 
such that (D/Ij)s ^ P>s//j S = Ds/Ij. Moreover, ,axmDZj = Ij and Ix ZD ZD Im. 
Now consider the module N = Dz1® • • • © Dz m . We have A r

s = (Dz i ) s © • • • © 
(Dzm)s ^ Dsyi © • • • ©P> s y m = M s . Hence by the lemma, M ^ N = Dzi © • • • © 
Dzm. The uniqueness follows also by using iS-localization and the corresponding 
uniqueness result in the p.i.d. case (BAI, p. 192). We leave the details to the 
reader. • 

Theorems 10.14 and 10.15 and the fact that any finitely generated module 
over a Dedekind domain D is a direct sum of its torsion submodule and a 
torsion-free module constitute a direct generalization of the fundamental 
theorem on finitely generated modules over a p.i.d. If D is a p.i.d., then the 
class group $Fj3) = 1 and the results show that M is a direct sum of copies 
ofD and cyclic modules Dz1,Dzm with non-zero annihilators Iu...,Im such 
that 11 ZD • • • ZD Im. This is the fundamental theorem as given in BAI, p. 187. 
The Dedekind domain is a p.i.d. if and only if 8Fj<2) = 1. The group 
gives a measure of the departure of D from being a p.i.d. It is a classical 
group of algebraic number theory. There it is shown by transcendental methods 
that the class group is finite. On the other hand, it has been shown by 
L. Claborn (Pacific J. of Math., vol. 18 (1966), 219-222) that any abelian 
group is the class group of a suitable Dedekind domain. 

We shall now show that the class group coincides with the projective class 
group, which we defined in section 7.4. The latter, denoted as Pic D, is the 
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set of isomorphism classes of faithful finitely generated projective modules of 
rank one with multiplication defined by the tensor product. Since D is a domain, 
projective D-modules are automatically faithful. Hence the elements of Pic D 
can be represented by the fractional ideals, and as we have seen, two such 
ideals are isomorphic if and only if they are in the same class. Hence we 
have the bijective map [ I ] ~> W of Pic D onto where [J] denotes the 
isomorphism class of the fractional ideal I. Now we have the canonical module 
homomorphism of h<g)I2 into sending a 1 ® a 2 into a\<x2. Localization 
at all of the maximal ideals show that this is an isomorphism. Thus Ix ® 
I2 = 1 1 1 2 and hence [ 7 ] ~> 13) is a group isomorphism of Pic D with the class 
group. 
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11 

Formally Real Fields 

In Chapter 5 of Basic Algebra I we studied polynomial equations, inequations, 
and inequalities in a real closed field. We defined such a field to be an ordered 
field in which every odd degree polynomial in one indeterminate has a root 
and every positive element has a square root. We proved that if R is real 
closed, then R(y/ — 1) is algebraically closed. The main problem we considered 
was that of developing an algorithm for testing the solvability of a system 
of polynomial equations, inequations, and inequalities in several unknowns 
in a real closed field. In the case of a single polynomial equation in one 
unknown, the classical method of J. C. F. Sturm provides a solution to this 
problem. We gave this method and developed a far-reaching extension of the 
method to the general case of systems in several unknowns. A consequence of 
this (also indicated in BAI) is Tarski's theorem, which states roughly that a 
system of polynomial equations, inequations, and inequalities that has a solution 
in one real closed field has a solution in every such field (see BAI, p. 340, 
for the precise statement). 

We now resume the study of real closed fields, but we approach these from 
a different point of view, that of formally real fields as defined by Artin 
and Schreier. The defining property for such a field is that — 1 is not a sum 
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of squares in the field, or equivalently, if ^ a f

2 = 0 for at in the field, then 
every at = 0. It is clear that any ordered field is formally real. On the other 
hand, as we shall see, every formally real field can be ordered. Hence a field 
is formally real if and only if it can be ordered. 

The Artin-Schreier theory of formally real fields is an essential element in 
Artin's solution of one of the problems posed by Hilbert at the 1900 Paris 
International Congress of Mathematicians. This was Hilbert's seventeenth 
problem, which concerned positive semi-definite rational functions: Suppose 
f(x1,...,xn) is a rational expression in indeterminates xt with real coeffi­
cients such t h a t / ( a 1 } . . . , « „ ) >0 for all (a1}...,an) w h e r e / i s defined. Then is 
/necessar i ly a sum of squares of rational expressions with real coefficients? 
Artin gave an affirmative answer to this question in 1927. A new method of 
proving this result based on model theory was developed by A. Robinson 
in 1955. We shall give an account of Artin's theorem. Our approach is 
essentially model theoretic and is based on the theorem of Tar ski mentioned 
earlier. 

Artin's theorem gives no information on the number of squares needed to 
express a g i v e n / ( x i , . . . , x„). Hilbert had shown in 1893 that any positive semi-
definite rational function in two variables is expressible as a sum of four 
squares. In 1966 in an unpublished paper, J. Ax showed that any positive 
semi-definite function in three variables is a sum of eight squares and he con­
jectured that for such functions of n variables, 2" squares are adequate. This 
was proved in 1967 by A. Pfister by a completely novel and ingenious method. 
We shall give his proof. 

We shall conclude this chapter with a beautiful characterization of real 
closed fields due to Artin and Schreier. It is noteworthy that the proof of 
this theorem initiated the study of cyclic fields of pe dimensions over fields of 
characteristic p. 

11.1 F O R M A L L Y REAL FIELDS 

We recall that a field F is said to be ordered if there is given a subset P 
(the set of positive elements) in F such that P is closed under addition and 
multiplication and F is the disjoint union of P, {0}, and — P = {— p\peP} 
(see BAI, p. 307). Then F is totally ordered if we define a > b to mean a — be P. 
Moreover if a > b, then a + c> b + c for every c and ap > bp for every pe P. 
If a # 0, then a2 = (— a)2 > 0. Hence if a2 = 0 in P, then every at = 0. 
This is equivalent t o : — 1 is not a sum of squares in P. It follows that the 
characteristic of F is 0. 

Following Artin and Schreier we now introduce the following 
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D E F I N I T I O N 11.1. Afield F is called formally real if —1 is not a sum of 
squares in F . 

It is clear that any field that can be ordered is formally real. The converse 
of this observation is a theorem of Artin and Schreier. We shall now prove 
this by an argument due to Serre that is based on the following 

L E M M A 1. Let Fo be a subgroup of the multiplicative group F* of a field 
F such that P0 is closed under addition and contains all non-zero squares. Suppose 
that a is an element of F* such that — a£P0. Then Pi = P0 + Poa = 
{b + ca\b, c G F 0 } is a subgroup of F * closed under addition. 

Proof. Evidently Pi is closed under addition and if C J G P 0 for i— 1,2, 
then (b1 + c1a)(b2 + c2a) = {b1b2 + c1c2a2) + (biC2 + b2c1)aePi since b1b2 + 
c1c2a2 and b1c2 + b2c1 eP0. We note next that Pi does not contain 0, since 
otherwise we have b + ca = 0 for b, c e F 0 , which gives — a = be'1 G F 0 , contrary 
to the hypothesis on a. Also we have 

(b + ca)'1 = (b + ca)(b + ca)~2 = b(b + ca)~2 + c(b +ca)~2aeP1 

since b(b-\-ca)~2 and c(b + ca)~ 2 e P 0. Hence P x is a subgroup of F*. • 

Now let F be formally real and let P 0 be the set of sums ^ a * 2 with every 
at T£ 0. Evidently P 0 is closed under addition and since Q]; a2)(Yjj bj2) =F 
Yjij(aibj)2, Po is closed under multiplication. Moreover, P 0 contains all of the 
non-zero squares and hence if a — ^ a 2 , at / 0, then a'1 — aa~2 eP0. Thus 
P0 satisfies the conditions of the lemma and so the set of subsets P' satisfying 
these conditions is not vacuous. We can apply Zorn's lemma to conclude that 
this set of subsets of F contains a maximal element P. Then it follows from 
the lemma that if a is any element of F*, then either a or —aeP. Hence 
F = P u {0} u — P where — P = {— p\p e P] and since 0 $ P and P is closed 
under addition, P n — P = 0 and 0<£ — P. Thus P, {0}, — P are disjoint and 
since P is closed under addition and multiplication, P gives an ordering of 
the field F. We therefore have the following 

T H E O R E M 11.1. A field F can be ordered (by a subset P) if and only if it 
is formally real. 

In BAI (p. 308) we defined a field R to be real closed if it is ordered 
and if (1) every positive element of R has a square root in R and (2) every 
polynomial of odd degree in one indeterminate with coefficients in R has a 
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root in R. We showed that the ordering in a real closed field R is unique 
and that any automorphism of such a field is an order automorphism (Theorem 
5.1, p. 308). Moreover, we proved an extension of the so-called fundamental 
theorem of algebra: If R is real closed, then R(y/— 1) is algebraically closed 
(Theorem 5.2, p. 309). We shall now give a characterization of real closed 
fields in terms of formal reality: 

T H E O R E M 11.2. Afield R is real closed if and only if R is formally real 
and no proper algebraic extension of R is formally real 

We separate off from the proof the following 

L E M M A 2. If F is formally real, then any extension field F(r) is formally 
real if either r = y / a for a > 0 in F or r is algebraic over F with minimum 
polynomial of odd degree. 

Proof. First, let r = ^fa, a > 0. Suppose that F(r) is not formally real. Then 
r£F and we have a^bteF such that — 1 = ^ ( a j + ^ r ) 2 . This gives ]Ttff

2 + 
Yjbi2a= — 1. Since a > 0, this is impossible. 

In the second case let / ( x ) be the minimum polynomial of r. Then the 
degree o f / (x ) is odd. We shall use induction on m = deg/(x) . Suppose that 
F(r) is not formally real. Then we have polynomials gt(x) of degree <m 
such that £ 0 f ( r ) 2 = — 1 . Hence we have £ t f ; (x) 2 = — 1 +/ (x)g(x) where 
g(x)eF\x~\. Since F is formally real and the leading coefficient of gt(x)2 is a 
square, it follows that deg(— 1 +f(x)g(x)) = d e g ( ^ ^ ( x ) 2 ) is even and <2m. 
It follows that degg(x) is odd and <m. Now g(x) has an irreducible factor 
h(x) of odd degree. Let 5 be a root of h(x) and consider F(s). By the induc­
tion hypothesis, this is formally real. On the other hand, substitution of s 
in the relation Yjdi(x)2 = ~~ 1 + / ( X ) # M gives the contradiction YjdAs)2 = 

- 1 . • 

We can now give the 

Proof of Theorem 11.2. Suppose that R is real closed. Then C = R(y/—l) 
is algebraically closed and C ^ R. Evidently C is an algebraic closure of R 
and so any algebraic extension of R can be regarded as a subfield of C/R. 
Hence if it is a proper extension it must be C, which is not formally real 
since it contains — 1. 

Next suppose that R is formally real and no proper algebraic extension 
of R has this property. Let a e R be positive. Then Lemma 2 shows that 
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R(y/a) is formally real. Hence R{y/a) = R and yfae R. Next let f(x) be a 
polynomial of odd degree with coefficients in R. Let g(x) be an irreducible 
factor of f(x) of odd degree and consider an extension field R(r) where 
g(r) = 0. By Lemma 2, R(r) is formally real. Hence R(r) = R. Then reR 
a n d / ( r ) = 0. We have therefore verified the two defining properties of a real 
closed field. Hence R is real closed. • 

We shall show next that the basic property of a real closed field R that 
yf — 1 $ R and C = R{yJ — 1) is algebraically closed characterizes these fields. 

T H E O R E M 11.3. A field R is real closed if and only if yj — 1 R and 
C = R(>/— 1) is algebraically closed. 

Proof. It suffices to show that if R has the stated properties, then R is real 
closed. Suppose that R satisfies the conditions. We show first that the sum of 
two squares in R is a square. Let a, b be non-zero elements of R and let u 
be an element of C such that u 2 = a + bi,i = yf — 1. We have the automorphism 
x + iy ^ x — z>, x, yeR, of C/R whose set of fixed points is R. Now 

a2 + b2 = (a + bi)(a—bi) = u 2 u 2 = (uu)2 

and uu e R. Thus a2 + fc2 is a square in R. By induction, every sum of squares 
in R is a square. Since — 1 is not a square in R, it is not a sum of squares 
and hence R is formally real. On the other hand, since C is algebraically 
closed, the first part of the proof of Theorem 11.2 shows that no proper 
algebraic extension of R is real closed. Hence R is real closed by Theorem 
11.2. • 

EXERCISES 

1. Show that if F is formally real and the xt are indeterminates, then F(xu. ..,x„) is 
formally real. 

2. Define an ordering for a domain D as for a field: a subset P of D such that P 
is closed under addition and multiplication and D is the disjoint union of P, {0}, 
and —P. Show that an ordering in a domain has a unique extension to its field 
of fractions. 

3. Let F be an ordered field. Show that P[x], x an indeterminate, has an ordering 
defined by a0xn 4- aixn~1 + • • • > 0 if a0 > 0. 

4. Call an ordered field F archimedean-ordered if for any a > 0 in F there exists a 
positive integer n such that n(= nl) > a. Show that the field P(x), x an indeterminate, 
ordered by using exercises 2 and 3 is not archimedean. 
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5. Prove that any archimedean-ordered field is order isomorphic to a subfield of U. 

6. (T. Springer.) Let Q be an anistropic quadratic form on a finite dimensional vector 
space V over a field of characteristic # 2. Let E be an odd dimensional extension 
field of P and let QE be the extension of Q to a quadratic form on VE. Show 
that QE is anisotropic. (Hint: It suffices to assume that E = F(p). Prove the result 
by induction on [P: P] using an argument like that in the second part of the proof 
of Lemma 2.) 

11.2 REAL C L O S U R E S 

D E F I N I T I O N 11.2. Let F be an ordered field. An extension field R of F is 
called a real closure of F if (1) R is real closed and algebraic over F and 
(2) the (unique) order in R is an extension of the given order in F. 

A central result in the Artin-Schreier theory of formally real fields is the 
existence and uniqueness of a real closure for any ordered field F. For the 
proof of this result we shall make use of Sturm's theorem (BAI, p. 312), which 
permits us to determine the number of roots in a real closed field R of a 
polynomial / ( x ) e F [ x ] . Let f(x) = xn + a1xn~1 + ••• + a„ and M = l + \a±\ + 
••• + \an\ where | | is defined as usual. Then every root off(x) in R lies in 
the interval —M<x<M (BAI, exercise 4, p. 311). Define the standard 
sequence for / ( x ) by 

fo{x) = f(x\ fi(x) = f'(x\ the derivative of fi(x\ 

fi-i(x) = gi(x)fi(x)-fi+1(x) with d e g / i + 1 < d e g / 

for i > 1. Then we have an s such that fs+1 = 0, and by Sturm's theorem, 
the number of roots of f(x) in R is V-M— VM where Va is the number of 
variations in sign mf0(a\fx(a),... ,fs(a). We can use this to prove the 

L E M M A . Let Ru i = 1,2, be a real closed field, Ft a subfield of Rh a~> a 
an order isomorphism of F\ onto F2 where the order in Ft is that induced from 
Rt. Suppose that f(x) is a monic polynomial in F i [ x ] , f(x) the corresponding 
polynomial in F2[x]. Then f(x) has the same number of roots in P x as f(x) 
has in R2. 

Proof. If M is as above, then the first number is V-M—VM and the second 
is V-M— VM determined by the standard sequence for f(x). Since a ^ a is an 
order isomorphism of F i onto F 2 , it is clear that these two numbers are 
the same. • 
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We can now prove the important 

T H E O R E M 11.4. Any ordered field has a real closure. If Fx and F2 are ordered 
fields with real closures R i and R2 respectively, then any order isomorphism of 
Fi onto F2 has a unique extension to an isomorphism of Ri onto R2 and this 
extension preserves order. 

Proof. Let F be an ordered field, F an algebraic closure of F, and let E 
be the subfield of F obtained by adjoining to F the square roots of all the 
positive elements of F. Then E is formally real. Otherwise, E contains elements 
at such that Y a i 2 = ~ 1- The at are contained in a subfield generated over F 
by a finite number of square roots of positive elements of F. Using induction 
on the first part of Lemma 2 of section 11.1 we see that this subfield is 
formally real contrary to £ at2 = —1 with at in the subfield. We now consider 
the set of formally real subfields of F containing E. This set is inductive, so 
by Zorn's lemma, we have a maximal subfield R in the set. We claim that 
R is real closed. If not, there exists a proper algebraic extension R' of R that is 
formally real (Theorem 11.2). Since F is an algebraic closure of R, we may 
assume that R' cz F so we have F ZD R' R. This contradicts the maximality 
of R. Hence R is real closed. Now suppose aeF and a > 0. Then a = b2 

for beE cz R and hence a > 0 in the order defined in R. Thus the order in 
R is an extension of that of F and hence R is a real closure of F. 

Now let F i and F2 be ordered fields, Rt a real closure of Fh and let 
c: a ~> a be an order isomorphism of Fx onto F2. We wish to show that o 
can be extended to an isomorphism Z of R x onto R 2 . The definition of Z 
is easy. Let r be an element of Ru g(x) the minimum polynomial of r over 
i 7 ! and let r± < r2 < • • • < rk = r < • • • < rm be the roots of g(x) in Ri arranged 
in increasing order. By the lemma, the polynomial g(x) has precisely m roots 
in R2 and we can arrange these in increasing order as fi < f2 < • • • < rm. We 
now define Z as the m a p sending r into the kth one of these roots. It is 
easy to see that Z is bijective and it is clear that Z is an extension of o. 
However, it is a bit tricky to show that Z is an isomorphism. To see this 
we show that if S is any finite subset of Ru there exists a subfield Ex of 
R i /F i and a monomorphism rj of Ex/Fx into R2/F2 that extends o and preserves 
the order of the elements of S, that is, if S = {sx < s2 < - - • < sn}, then 
nsx < rjs2 < < rjsn. Let T = S u {y/si+x—St11 ^ z ^ n— 1} and let E i = 
Fi(T) . Evidently, Ex is finite dimensional over Fx and SO i i i — t11 

(w). Let 
/ ( x ) be the minimum polynomial of w over F±. By the lemma, f(x) has a 
root vv in R 2 , and we have a monomorphism of E i / F i into R2/F2 sending w 
intow.Nown(si+x)-r}(Si) = n(Si + x-Si) = rjdy/si+x-Si)2) = (ny/si+x-St)2 > 0. 

Hence n preserves the order of the st. Now let r and s be any two elements 
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of E i and apply the result just proved to the finite set S consisting of the 
roots of the minimum polynomials of r, s, r + s, and rs. Since n preserves 
the order of the elements of S, rj(r) = E(r), rj{s) = E(s), rj(r + s) = I,(r + s\ and 
rj(rs) = E(rs). Hence E(r + s) = rj(r + s) = rj(r) + rj(s) = E(r) + E(s) and similarly 
E(rs) = E(r)E(s). Thus E is an isomorphism. 

It remains to show that E is unique and is order preserving. Hence let E' 
be an isomorphism of Rx onto R2. Since E' maps squares into squares and 
the subsets of positive elements of the Rt are the sets of non-zero squares, it is 
clear that E' preserves order. Suppose also that E' is an extension of a. Then 
it is clear from the definition of E that E' = E. This completes the proof. • 

If Ri and F 2 are two real closures of an ordered field F, then the identity 
map on F can be extended in a unique manner to an order isomorphism of 
Rx onto R2. In this sense there is a unique real closure of F. 

It is easily seen that the field Q of rational numbers has a unique ordering. 
Its real closure U0 is called the field of real algebraic numbers. The field 
C 0 = R 0 ( A / — 1) i s the algebraic closure of Q. This is the field of algebraic 
numbers. 

EXERCISES 

1. Let F be an ordered field, E a real closed extension field whose order is an 
extension of the order of F. Show that E contains a real closure of F. 

2. Let F be an ordered field, E an extension field such that the only relations of the 
form Yjaibi2 = 0 with at > 0 in F and btEE are those in which every bt = 0. 
Show that E can be ordered so that its ordering is an extension of that of F. 

11.3 T O T A L L Y POSITIVE ELEMENTS 

An interesting question concerning fields is: what elements of a given field 
can be written as sums of squares? We consider this question in this section 
and in the next two sections; we first obtain a general criterion based on 
the following definition. 

D E F I N I T I O N 11.3. An element a of a field F is called totally positive if 
a > 0 in every ordering of F. 

It is understood that if F has no ordering, then every element of F is 
totally positive. Hence this is the case if F is not formally real. If F is not 
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formally real, then - 1 = for at e F, and if char F # 2, then the relation 

shows that every element of i 7 is a sum of squares. We shall need this remark 
in the proof of the following criterion. 

T H E O R E M 11.5. Let F be a field of characteristic ^ 2 . Then an element 
a 7^ 0 in F is totally positive if and only if a is a sum of squares. 

Proof. If 0 ^ a = Yja?i t n Q n evidently a > 0 in every ordering of F. Con­
versely, assume that a ^ 0 is not a sum of squares in F. Let F be an algebraic 
closure of F and consider the set of subfields E of F/F in which a is not a 
sum of squares. By Zorn's lemma, there is a maximal one ; call it R. By the 
preceding remark, R is formally real and hence R can be ordered. We claim 
that - a is a square in R. Otherwise, the subfield R(yf^a) of F/F properly 
contains R, so a is a sum of squares in R(y/— a). Hence we have bi9 cte R 
such that a = Yji^t^ci\f~~a)2• This gives ^ b ; C ; = 0 and a = £ b * 2 — a ^ c * 2 . 
Hence a ( l + £ c ; 2 ) = £ b ; 2 and 1 + £ c * 2 ^ 0> since R is formally real. Then if 
c= 1 + J > 2 , 

so a is a sum of squares in R, contrary to the definition of R. Thus —a=b2 

for a foeR and hence a = —b2 is negative in every ordering of R. These 
orderings give orderings of F and so we have orderings of F in which a < 0. 
Thus a is not totally positive. • 

We shall apply this result first to determine which elements of a number field 
F are sums of squares. We have F = Q(r) where r is algebraic over Q. If 
IRo is the field of real algebraic numbers ( = t h e real closure of Q), then 
C 0 = [ R O ( A / - T ) is an algebraic closure of Q and of F. If n=[F: Q], then 
we have n distinct monomorphisms of F/Q into C 0 / Q . These are determined 
by the maps r ~>rt, 1 ^ z < n, where the rt are the roots of the minimum 
polynomial g(x) of r over Q. Let rl9...,rh be the n contained in 1R0. We 
call these the real conjugates of r and we agree to put h = 0 if no rte U0. 
Let cr/, 1 ^ i ^ h, be the monomorphism of F/Q such that atr = rt. Each ot 

defines an ordering of F by declaring that a > 0 in F if ota > 0 in the unique 
ordering of IR0. We claim that these r orderings are distinct and that they 
are the only orderings of F. First, suppose that the orderings defined by 
ot and Oj are the same. Then OjO^1 is an order-preserving isomorphism of 
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the subfield Q(rt) of M0 onto the subfield Q(r7). Since R 0 is algebraic over 
Q(rt) and Q(rj), IR0 is the real closure of these fields. Hence, by Theorem 
11.4, CjOi1 can be extended to an automorphism a of M0. Since Mo is the 
real closure of Q, it follows also from Theorem 11.4 that the only auto­
morphism of Mo is the identity. Hence cr = 1 and <7j = at. Next suppose that 
we have an ordering of F and let R be the real closure defined by this 
ordering. Since R is algebraic over Q, R is also a real closure of Q. Hence 
we have an order isomorphism of R/Q onto U0/Q. The restriction of this 
to F coincides with one of the at and hence the given ordering coincides 
with the one defined by this cr;. 

It is clear that the ot that we have defined can be described as the mono­
morphisms of F into Mo- Hence we have proved the following 

T H E O R E M 11.6. Let F be an algebraic number field, M0 the field of real 
algebraic numbers. Then we have a 1-1 correspondence between the set of 
orderings of F and the set of monomorphisms of F into MQ. The ordering deter­
mined by the monomorphism ot is that in which a > 0 for aeF if Oia > 0 
in Mo. 

An immediate consequence of Theorems 11.5 and 11.6 is the following result 
due to Hilbert and E. Landau: 

T H E O R E M 11.7. Let F be an algebraic number field and let <ru..., oh (h ^ 0 ) 
be the different monomorphisms of F into the field M0 of real algebraic numbers. 
Then an element aeF is a sum of squares in F if and only if ata > 0 for 

EXERCISES 

1. Let F be an ordered field, E an extension field. Show that if b is an element of E 
that cannot be written in the form Yjatbi2 f ° r at ^ 0 in F and bteE, then there 
exists an ordering of E extending the ordering of F in which b < 0. 

2. Let F be an ordered field, R the real closure of F, and E a finite dimensional 
extension of F. Prove the following generalization of Theorem 11.6: There is a 
1-1 correspondence between the set of orderings of E extending the ordering of P 
and the set of monomorphisms of E/F into R/F. 

3. (I. Kaplansky-M. Kneser.) Let P be a field of characteristic ^ 2 that is not formally 
real. Suppose that |F*/F*2| = n < o o . Show that any non-degenerate quadratic form 
in n variables is universal. (Sketch of proof: Let ai,-a2,... be a sequence of non-zero 
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elements of F and let Mk denote the set of values of the quadratic form 
# i X i 2 + • • • + akxk

2 for xt e F. Show that there exists a k ^ n such that Mk + i = Mk. 
Then Mk+1 = ak+1F2 + Mk = Mk where F2 is the set of squares of elements of F. 
Iteration of Mk = ak+1F2 + Mk gives Mk = ak + 1(F2 + +F2) + Mk. Hence con­
clude that Mk = F + Mk and Mk = F.) 

11 .4 H U B E R T ' S SEVENTEENTH P R O B L E M 

One of the problems in his list of twenty-three unsolved problems that Hilbert 
proposed in an address before the 1900 Paris International Congress of 
Mathematicians was the problem on positive semi-definite rational functions: 
L e t / b e a rational function of n real variables with rational coefficients that 
is positive semi-definite in the sense t h a t / ( < 2 i , • • •, an) ^ 0 for all real ( a l s . . . , an) 
for which / is defined. Then is / necessarily a sum of squares of rational 
functions with rational coefficients? By a rational function of n real variables 
with rational coefficients we mean a map of the form ( a i 5 . . . ,a„) (au.--,an) 
where / ( x 1 ? . . . , xn) = g(xu..., xn)/h(xl9..., xn) and g and h are polynomials in 
the indeterminates xt with rational coefficients. The domain of definition of 
the function is a Zariski open subset defined by h(au..., an) # 0 and two 
rational functions are regarded as equal if they yield the same values for every 
point of a Zariski open subset. 

In 1927, making essential use of the Artin-Schreier theory of formally real 
fields, Artin gave an affirmative answer to Hilbert's question by proving the 
following stronger result: 

T H E O R E M O F ARTIN. Let F be a subfield of U that has a unique ordering 
and letf be a rational function with coefficients in F such that f(ai,... ,an) ^ 0 
for all ate F for which f is defined. Then f is a sum of squares of rational 
functions with coefficients in F. 

Examples of fields having a unique ordering are Q, U, and any number 
field that has only one real conjugate field. 

The condition that F is a subfield of U in Artin's theorem can be replaced 
by the hypothesis that F is archimedean ordered. It is easily seen that this 
condition is equivalent to the assumption that F cz U of Artin's theorem. We 
shall prove a result that is somewhat stronger than Artin's in that the 
archimedean property of F will be replaced by a condition of density in 
the real closure. If F is a subfield of an ordered field E, then F is said to 
be dense in E if for any two elements a < b in E there exists a ceF such 
that a < c < b. It is easily seen that Q is dense in this sense in IR and this 



11.4 Hilbert's Seventeenth Problem 6 6 1 

implies that any subfield of U is dense in IR. Hence the following theorem 
is a generalization of Artin's theorem. 

T H E O R E M 11.8. Let F be an ordered field such that (1) F has a unique 
ordering and (2) F is dense in its real closure. Let fi be a rational function with 
coefficients in F such that fi{au...,an) ^ 0 for all (al9...,an)eF{n) for which 
fi is defined. Then fi is a sum of squares of rational functions with coefficients in F. 

We shall give a model theoretic type of proof of Theorem 11.8 based on the 
following result, which was proved in BAI, p. 340. 

Let R i and R2 be real closed fields having a common ordered subfield F, 
that is, the orderings on F induced by R± and R2 are identical. Suppose that 
we have a finite set S of polynomial equations, inequations ( / # 0), and in­
equalities ( / > 0) with coefficients in F. Then S has a solution in Rx if and 
only if it has a solution in R2. 

We now proceed to the 

Proof of Theorem 11.8. The set of rational functions of n variables with 
coefficients in F form a field with respect to the usual definitions of addition 
and multiplication. Ifph 1 ^ i: < n, denotes the function such that pt(al9 ...,an) = 
at, then we have an isomorphism of the field F(xl9..., x„), xt indeterminates, 
onto the field of rational functions such that xt ~> pt. Accordingly, the latter 
field is F(pu...,pn). Suppose that feF(pu...,pn) is not a sum of squares. 
Then by Theorem 11.5, there exists an ordering of F(pl9...,pn) such that 
f < 0. W r i t e / = gh'1 where g, heF\_pu.. Then gh < 0 so if k(x1} ...,xn) = 
g(xi,xn)h(xi,...,xn), then k(pupn) < 0 and the inequality k(xu...,x„) < 0 
has the solution (pi,...,pn) in F(pu...,pr) and a fortiori in the real closure 
R of F(p1,...,pn). Now consider the real closure R0 of F. Since F has a 
unique ordering, the orderings of F in R0 and in R are identical. Moreover, 
/c(xi , . . . , x„) e F [ x i , . . . , x„]. Hence by the result quoted, there exist at e R0 

such that k(a1}...,an) < 0 and hence such that f{al9...,an) < 0. The proof 
will be completed by showing that the at can be chosen in F. 

L E M M A . Let F be an ordered field that is dense in its real closure R and 
suppose that for k(xl9...,xn)eR[xi,...,x„] there exist ateR such that 
k(al9 ...,an)< 0. Then there exist bte F such that k(bl9 ...,bn)<0. 

Proof. We use induction on n. If n = 1, let a! be chosen <a ( = a1) so that 
the interval \_a\ a] contains no root of k. Then k(x) < 0 for all x in a] (BAI, 
p. 310) and we may choose x = beF in [a', a]. Then k(b) < 0. Now assume the 
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result for n — 1 variables. Then the one-variable case shows that there exists 
a bi eF such that k(b±9 a29...,an) <0 and the n— 1-variable case implies that 
there exist b29...,bn such that k(bu b29...9 bn) < 0. • 

Remark. It has been shown by K. McKenna that the following converse 
of Theorem 11.8 holds: If F is an ordered field such that any rational function 
/ that is positive semi-definite in the sense that f(ai,...9an) >0 for all 
(#i,..., an) for which / is defined is a sum of squares, then F is uniquely 
ordered and is dense in its real closure. 

EXERCISES 

1. (J. Keisler.) Let F be ordered and let the extension field F(x), x transcendental, 
be ordered as in exercise 4, p. 634. Show that F(x) is not dense in its real closure 
by showing that there is no element of F(x) in the interval [^/x, 2y/x]. 

2. Let R be real closed and let f(x)eR[x] satisfy/(a) >0 for all aeR. Show that 
f(x) is a sum of two squares in P[x]. 

3. (C. Procesi.) Let R be a real closed field and let V be an irreducible algebraic 
variety defined over R9 F the field of rational functions on V (see exercise 7, 
pp. 429^430). Let h1,...,hkeF and let X be the set of points p of V such that 
ht(p) ^ 0 . Show that if geF satisfies g(p) ^ 0 for all p e l on which g is defined, 
then g has the form 

E' Sf . . . j hi "-ht 

i J i lj 
where Z' indicates summation on the indices between 1 and k in strictly increasing 
order and the s^...* are sums of squares in P. 

(Sketch of proof. The conclusion is equivalent to the following: g is a sum of 
squares in Fi = F(y/h\9...9y/hk). There is no loss in generality in assuming that 
g and the hi are polynomials in the coordinate functions pi,...,pn (as in the proof 
of Artin's theorem), that is, we have polynomials g(xl9...,x„), hj(xl9...,xn), 
1 ^ j in indeterminates xf with coefficients in R such that g = g(pi,...9pn), 
hj = hj(plt.. .fp„). If g is not a sum of squares in Pi, then there exists an ordering 
of Pi such that g < 0. Let f (xl9..., x„),... 9fm(xlf..., x„) be generators of the prime 
ideal in P[x i , . . . , x„] defining F. Then we have / i (p i , . . . , p„) = 0,... 9fm(pi,..., p„) = 
0, /ii(pi,...,p„) ^ 0,..., hk(pl9..., p„) ^ 0, g(pu...,p„) < 0 in Pi and hence in a real 
closure Pi of Fi. Consequently, we have (a^. . . , ate R9 such t h a t / i ( < 3 i , . . . , « „ ) = 

0 , . . . • • •»a") = ° » / 7 i ( f l i 5 ^ 0 , . . . , / i f c ^ i , . . . 9 a n ) > 0 9 g(al9...,a„) < 0. This 
contradicts the hypothesis.) 

4. (J. J. Sylvester.) Let f(x)e P[x] , P real closed, x an indeterminate, and let A — 
K[*]/(/(*))• Let T(a, b) be the trace bilinear form on A/R and g(a) = T(a9 a) the 
corresponding quadratic form. Show that the number of distinct roots of/(x) in R 
is the signature of Q (BAI, p. 359). 
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5. Let F be a field, f(x) a monic polynomial in F[x], and let f(x) = YYi (x ~ rd i n a 

splitting field E/F off(x). Put Sj = Yl=ir^ s o SJEF- T n e n t n e m a t r i x 

50 Si ••• Sn-i 

51 s2 ••• sn 

^ sn - 1 Sn "' S2n -2 

is called the Bezoutiant of /(x). Show that the determinant of the Bezoutiant is 
the discriminant of the trace form T(a, b) on A = F[x]/(/(x)) determined by the 
base 1, x,. . . , x n ~ 1 where x' = xf + (/(x)). 

6. (Sylvester.) Notations as in exercises 4 and 5. Let b k denote the sum of the Ze­
ro wed principal (=diagonal) minors of the Bezoutiant of /(x) (hence, the charac­
teristic polynomial of the Bezoutiant is x"— biXn~1+ ••• +(—l)nb„). Show that all 
the roots off(x) are in R if and only if every b t ^ 0. 

7. (Procesi.) Let R be a real closed field and let g be a symmetric rational function 
of n variables with coefficients in R such that g(al9...,a„) >0 for all (au • • •, a„) e R(n) 

on which g is defined. Let b k denote the sum of the Ic-rowed minors of the Bezoutiant 
off (x) = Y\i (x — Pt)- Show that g has the form ^'s*,. . . tj b t l • • • b t j where indicates 
summation on the indices between 1 and k in strictly increasing order and the 
si{... t are sums of squares of symmetric functions. 

11.5 PFISTER T H E O R Y OF Q U A D R A T I C F O R M S 

If an element of a field is a sum of squares, can we assert that it is a sum of 
n squares for a specified nl It is not difficult to see that if R is a real closed 
field, then any element of P(x) that is a sum of squares is a sum of two 
squares. Hilbert showed that if a rational function of two variables over R 
is positive semi-definite, then it is a sum of four squares. In the next section 
we shall prove Pfister's theorem that if R is real closed, any element of 
P ( x i , . . . , x„) that is a sum of squares is a sum of 2n squares. We shall also 
sketch in the exercises of section 11.6 a proof of a theorem of Cassels that 
there exist elements in P ( x i , . . . , x n ) that are sums of squares but cannot be 
written as sums of fewer than n squares. The exact value of the number k(n) 
such that every element in R(xx,...,xn) that is a sum of squares is a sum of 
k(n) squares is at present unknown. The results we have indicated give the 
inequalities n ^ k(n) ^ 2". 

The proof of Pfister's theorem is based on some results on quadratic forms 
that are of considerable independent interest. We devote this section to the 
exposition of these results. 

We deal exclusively with quadratic forms Q on finite dimensional vector 
spaces V over a field P of characteristic 7^ 2. As usual, we write P(x, y) = 
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Q(x + y) — Q(x)—Q(y). Since the characteristic is # 2, it is preferable to replace 
B(x, y) by Q(x, y) = ?B(x, y). Then Q(x, x) = Q(x). We shall now indicate that 
V has an orthogonal base (u1}...,u„) relative to Q such that Q(ut) = bt by 
writing 

(3) Q~diaLg{bi,b2,...,bn}' 

We shall also write 

(4) d i ag {b u . . . ,&„} ~ d i a g { c u . . . , c n } 

if the quadratic forms Yi hx* and Y" c ^ 2 are equivalent. 
We now introduce some concepts and results on quadratic forms that we 

have not considered before. First, we consider the tensor product of quadratic 
forms. Let Vu i = 1,2, be a vector space over F, Qt a quadratic form on Vt. 
We shall show that there is a unique quadratic form Qi®Q2 on V1®V2 

such that 

(5) (Si ® Qijfa ® v2) = Qi(vi)Q2(v2) 

for vt e Vt. Let . . . , be a base for Vt/F. Then (w<1} ® wj2 )) is a base for 
Vi ® V2 and we have a quadratic form QonV1®V2 such that 

(6) Q{u[V ® uf\ uil) ® u\2)) = g ^ P , t ^ Q i M 2 ' , w|2)). 

If vi = and t;2 = J]6jMJ2), then 

2(^i ® v2) = ® u2, «i ® U2) 

= S(E aibM" ® uf\ Y akbxu^ ® u<2>) 
= Y aiakbjblQM1\u[1))Q2{uf\u^) 

i,j,k,l 

= (Y MQM", u^)){YhbiQ2{u?\« 

= 21(^1)62(^2). 

Putting Q = Qi ® Q2 we have (5) and since the vectors v1®v2 span Vx®V2, 
it is clear that Q1 ® Q2 is unique. 

If (u(l\..., is an orthogonal base for Vu then (wj1 } ® u[2)) is an orthogonal 
base for VX®V2 and if 

Gi-diag{&?>,...,bi?}, 

then 
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Qt ® Q2 ~ d i a g { b [ » b ? \ b % > ; foz1*fc(i2),...,b%; 

(7) W>,...,HVC} 
= diag {H1*,..., b^} ® diag {H2),..., 

where the tensor product of matrices is as defined on p. 250. 
In a similar manner, we can define the tensor product of more than two 

quadratic forms and we have the following generalization of (7): If Qt ~ 
d i a g { f c i 0 , . . . , ^ } , then 

(8) Q1 ® • • • ® Qr~ diag . . . , b™} ® • • • <g> diag{&?>, . . . ,&«} . 

It is also convenient to define the direct sum of two quadratic forms. If 
Qt, i = 1,2, is a quadratic form on Vt, then Qi®Q2 is defined to be the 
quadratic form on Vx © F 2 such that 

(61062)^1^2) = fii(«i) +62(^2). 

It is clear that 61 ©62 is well-defined and if Fi and V2 are identified in the 
usual way with subspaces of Vi © V2, then these subspaces are orthogonal 
relative to the bilinear form of 61 ©62- If (u{i\..., ufy is an orthogonal base 
for Vt, then [u{i\..., u(

n\\ u{2),..., w^ } ) is an orthogonal base for V1@V2. We 
have 

(9) Qi ©62 ~ diag ..., fe'V, H2), • • •, b$} 
if ~ d i a g { b ( i l ) , I f P and C are matrices, it is convenient to denote 

the matrix ^ ^ by P © C. Using this notation we can rewrite 

6i © 62 ~ diag {b?\..., HV) © ^ a g {ZA2),..., b%}. 

We now consider Pfister's results on quadratic forms that yield the theorem 
on sums of squares stated at the beginning of the section. Our starting point 
is a weak generalization of A. Hurwitz's theorem on sums of squares (see 
BAI, pp. 438-451). Hurwitz proved that there exist identities of the form 
Q]i X; 2 )Q]i yt2) = YA zi2 where the zt depend bilinearly on the x's and the j/ 's 
if and only if n = 1,2,4 or 8. Pfister has shown that for any n that is a power 
of two, the product of any two sums of squares in a field F is a sum of 
squares in P. Thus at the expense of dropping the requirement that the zt 

depend bilinearly on the x's and j/ 's, we have ( £ " X ; 2 ) ( £ i yt

2) = zt2 for any 
n that is a power of two. More generally, we consider quadratic forms Q 
that are multiplicative in the sense that given any two vectors x and y there 
exists a vector z such that Q(x)Q(y) = Q(z). A stronger condition on Q is given in 
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D E F I N I T I O N 11.4. A quadratic form Q is said to be strongly multiplicative 
if Q is equivalent to cQfor any c # 0 represented by Q. 

This means that there exists a bijective linear transformation n of V such 
that cQ(x) = Q(nx) for all x. Then if Q(y) = c, Q(x)Q(y) = Q(z) for z = nx; 
hence g strongly multiplicative implies g multiplicative. If g is of maximal 
Witt index (BAI, p. 369) on an even dimensional space, then g can be given 
coordinate-wise as x2 — Yjn + I x 2 . It is easily seen that g is strongly multi­
plicative. On the other hand, the quadratic form g = x i 2 — x 2

2 — x 3

2 on a 
three-dimensional vector space over U is multiplicative but not strongly multi­
plicative. The fact that it is multiplicative follows from the observation that 
any form that is universal has this property. On the other hand, g is not 
equivalent to — g by Sylvester's theorem (BAI, p. 359). For any quadratic 
form g on a vector space V/F we let F% denote the set of non-zero elements 
of F represented by g. It is clear that Fg *s closed under multiplication if 
and only if g is multiplicative. Since Q(x) = c 0 implies Q(c~1x) = c'1, it 
is clear that g is multiplicative if and only if Fg is a subgroup of F*. 

We proceed to derive Pfister's results. We give first a criterion for equivalence 
in the binary case. 

L E M M A 1. diag {b±, b2} ~ diag {c1} c2} if and only if Ci is represented by 
b\X2 + b2x2

2 and b\b2 and C\C2 differ by a square factor. 

Proof. Since b1b2 is a discriminant of g = b^x^ + b2x2

2 and the bt are 
represented by g, it is clear that the conditions are necessary. Now suppose 
they hold. By the first condition we have a vector y such that Q(y) = cx. 
Then diag {bu b2) ~ diag {cu c] and cxc = k2bxb2, k e F*. Also CiC2 = l2b\b2. 
Hence c2 = n2c and we can replace c by c2. Thus diag {bu b2) ~ diag {cu c2). 
• 

We prove next the key lemma: 

L E M M A 2. Let Qbe a strongly multiplicative quadratic form, a an element of 
F*. Let Qa ~ d iag{1, a}. Then Qa®Q is strongly multiplicative. 

Proof. It is clear that Qa®Q is equivalent to g © a Q . Hence, it suffices to 
show that the latter is strongly multiplicative. We now use the notation ~ 
also for equivalence of quadratic forms and if g x ~ diag {a, b}, then we denote 
g i ® Qi by diag {a, b) ® Q2 ~ aQ2 © £>g2. Let k be an element of F * represented 
by g © aQ, so k = b + ac where b and c are represented by g (possibly trivially 
if b or c is 0). We distinguish three cases: 
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Case I. c = 0. Then fc = fe and g ~ feg. Hence Q®aQ~bQ@abQ = 
b(Q®aQ) = k(Q®aQ). 

Case II. 6 = 0. Then fc = ac and fc(g©ag) = kQ®kaQ = acQ®a2cQ ~ 
a g © g since e g ~ g by hypothesis and Q~a2Q for any aeF*. Thus 

fc(e©*e)~G©ae. 
Case III. be ^ 0. We have Q®aQ ~ bQ®acQ ~ diag {fc, ac} ® g. Since 

fc = 6 + ac is represented by fexi2 + a c x 2

2 and bac and fc2afec differ by a square, 
it follows from Lemma 1 that diag {fe, ac} ~ diag {fc, fcafec}. Hence diag {fe, ac} ® 
g ~ diag {fc, fcafec} <g) g ~ fc diag {1, afec} ® g ~ kQ®kabcQ ~ fcg©fcag = 
/ c (g©ag) . 

In all cases we have that g © a g ~ fc(g©ag), so g © a g is strongly multi­
plicative. • 

It is clear that the quadratic form g 0 = x 2 ~ d iag{ l} is strongly multi­
plicative. Hence iterated application of Lemma 2 gives 

T H E O R E M 11.9. If the a{ e F*, then 

(10) g - diag {1, at} ® • • • ® diag {1, a n} 

is a strongly multiplicative quadratic form. In particularv^f'x;2 ~ diag {1,1} ® 
• • • ® diag {1,1} (n factors) is strongly multiplicative. 

We shall call the forms given in Theorem 11.9 Pfister forms of dimension 
2n. We prove next a type of factorization theorem for such forms. 

T H E O R E M 11.10. Write 

(11) d i a g { l , a ! } ® •••® d i a g { l , a n } = d i a g { l } © D 

and let g be a quadratic form such that g ~ D. Suppose that fei ^ 0 is repre­
sented by Q. Then there exist fe2,..., bn e i7* such that 

(12) diag {1, a±} ® • • • ® diag {1, an) ~ diag {1, b±} ® • • • ® diag {1, bn). 

Proof. By induction on n. If n = 1, then b± = a^c2 and hence diag{l , a^} ~ 
diag {I7, fei}. Now assume the result for n and consider 

(13) diag {1, a±} ® • • • ® diag {1, an) ® diag {1, a} = diag {1} ©£>'. 

Suppose that fei =̂  0 is represented by Q' such that Q ~ D'. Then bi = fei -f-afe 
where fei is represented by Q ~ D and fe is represented by x 2 © g ~ 
diag {1, a x } ® • • • ® diag {1, an). 



668 1 1 . Formally Real Fields 

Case I. b = 0. Then bi # 0 and the induction hypothesis gives elements 
b 2 , . . . , bn G F * such that (12) holds. Then 

diag {1, ai} <g) • • • ® diag {1, a„} ® diag {1, a} 

- diag {1, fei} ® • • • ® diag {1, &„} ® diag {1, a}. 

Case II. bi = 0. Then b # 0, bi = ab, and 

diag {1, flj ® • • • ® diag {1, an} ® diag {1, a) 

~ (diag {1, at}®"-® diag {1, a„})©a(diag {1, at} ® • • • ® diag {1, a„}) 

~ (d iag{ l , a i} ® •••® diag{l,a„})©<3b(diag{d, a x } 

® • • • ® diag {1, an}) (Theorem 11.9) 

~ diag {1, ab} ® diag {1, at} ® • • • ® diag {1, a„}. 

Case III. bb\ 7^ 0. The equivalence established in Case II permits us to 
replace a by ab. Then by Case I we have b 2 , . . . , b„ e F* such that 

diag {1, ax} ® • • • ® diag {1, an} ® diag {1, ab} 

- diag {1, bi} ® diag {1, b2} ® • • • ® diag {1, bn} ® diag {1, ab}. 

Now 

diag {1, ab} ® diag {1, bi} ~ diag {1, aft, bi, abbi} 

- diag {1, abbi} ©diag {bi, ab} 

~ diag {1, abbi} ©diag {bi, b^abbi) (Lemma 1) 

~ d iag{l , bi} ® diag{l , b iab}. 

Substituting this in the first equivalence displayed, we obtain the result in this 
case. • 

We are now ready to derive the main result, which concerns the representa­
tion of sums of squares by values of Pfister forms. 

T H E O R E M 11.11. Suppose that every Pfister form of dimension 2" represents 
every non-zero sum of two squares in F. Then every Pfister form of dimension 
2n represents every non-zero sum ofk squares in F for arbitrary k. 

Proof. By induction on k. Since any Pfister form represents 1, the case k = 1 
is clear and the case k = 2 is our hypothesis. Now assume the result for k ^ 2 . 
It suffices to show that if Q is a Pfister form of dimension 2n and a is a sum 
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of k squares such that c= then c is represented by g. This will 
follow if we can show that g © — eg represents 0 non-trivially. For then we 
shall have vectors u and v such that Q(u) = cQ(v) where either u ^ 0 or v # 0. 
If either Q(u) = 0 or Q(v) = 0, then both are 0 and so g represents 0 non-
trivially. Then g is universal and hence represents c. If Q(u) # 0 and Q(v) # 0, 
then these are contained in Pg and hence c = g ( tOg( y ) - 1 E P Q , so c is repre­
sented by g. We now write g = x2 © g'. Since g represents a, we have 
a = a 2 + a' where g' represents a'. We have diag {1, - c } ® g ~ g © ( — cQ) ~ 
x 2 © g ' © ( - c g ) and g r © ( - e g ) represents a'-(l + af + d) = -(l + a^). If 
this is 0, then c = d is represented by g. Hence we may assume that \ +a2 # 0. 
Then by Theorem 11.10, diag {1, - c } ® g ~ diag {1, - 1 - ax

2} ® gr / where g" 
is a Pfister form of dimension 2n. By the hypothesis, this represents \ + a 2 . 
It follows that d iag{l , — \ — a2} ® gr / represents 0 non-trivially. Then 
gffi — cQ ~ diag {1, — 1 — a i 2 } ® Q' represents 0 non-trivially. This completes 
the proof. • 

11.6 S U M S OF S Q U A R E S I N / ? ( x 7 xn)r R A REAL CLOSED FIELD 

We now consider the field P ( x 1 ? . . . , xn) of rational expressions in n indeter-
minates x i , . . . , x „ over a real closed field R. We wish to show that Theorem 
11.11 can be applied to the field F = R(xl9...,x„). For this purpose we need 
to invoke a theorem that was proved by C. C. Tsen in 1936 and was rediscovered 
by S. Lang in 1951. To state this we require the following 

D E F I N I T I O N 11.5. A field F is called a C r f ield if for any positive integer d, 
any homogeneous polynomial f with coefficients in F of degree d in more than dl 

indeterminates has a non-trivial zero in F{DL\ 

By a non-trivial zero we mean an element (a1}..., ad) e P ( d ° such that 
( a i , a d i ) # (0 , . . . , 0) a n d / ( a l 9 a d ) = 0. The theorem we shall require is the 

T H E O R E M O F TSEN-LANG. / / F is algebraically closed and the x's are 
indeterminates, then P ( x i , . . . , x„) is a Cn-field. 

It is readily seen that any algebraically closed field is a C 0 field. Now 
suppose that F is not algebraically closed. Then there exists an extension 
field E/F such that [ P : P ] = n > 1 and n is finite. Let (i/ l 5 . . . ,w„) be a base 
for E/F and let p be the regular matrix representation determined by this 
base (BAI, p. 424). Then if u = Y J ^ u CL{EF, NE/F(U) = d e t a ; p ( w £ ) ) # 0 
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unless every at = 0. Let x i , . . . , x „ be indeterminates and put N(xu...,xn) = 
det (Y Xip(ui)). This is a homogeneous polynomial of degree n and N(al9 ...,an) = 
NE/F(u). Hence N has no zero except the trivial one (0 , . . . , 0) and hence F 
is not a C0-field. Thus a field is a C0-field if and only if it is algebraically 
closed. 

Ci-fields were introduced by Artin, who called these fields quasi-algebraically 
closed. We have indicated in a series of exercises in BAI that any finite field 
is a Ci-field (see exercises 2 -7 on p. 137). 

The proof of the Tsen-Lang theorem is an inductive one. The proof of the 
initial step that if F is algebraically closed then F(x) is Ci and the proof of 
the inductive step will make use of the following result, which is a consequence 
of Theorem 7.29, p. 453. 

L E M M A 1. Let F be an algebraically closed field, f u - - - J r polynomials without 
constant terms in n indeterminates with coefficients in F. If n> r, then the system 
of equations fi(xu..., x„) = 0 , . . . , / r ( x i , . . . , x„) = 0 has a non-trivial solution in 
F{n). 

We need also an analogous result for systems of polynomial equations in a 
Crfield, which we derive below. First, we give the following 

D E F I N I T I O N 11.6. A polynomial with coefficients in F is called normic of 
order i ( > 0 ) for F if it is homogeneous of degree d > 1 in dl indeterminates 
and has only the trivial zero in F. 

The argument used above shows that if F is not algebraically closed, then 
there exist normic polynomials of order 1 for F. If F is arbitrary and t is an 
indeterminate, then it is readily seen that F(t) is not algebraically closed (for 
example, x/t^F(t)). Hence there exist normic polynomials of order 1 for F(t). 
We have also 

L E M M A 2. If there exists a normic polynomial of order i for F, then there 
exists a normic polynomial of order z + 1 for F(t), t an indeterminate. 

Proof. Let JV(xi, . . . , xdi) be a normic polynomial of order i for F. The degree 
of N is d. We claim that 

(14) N ( x u x d i ) + N(xdi+1,..., x2dt)t + • • • + N ( x i d - 1 ) d i + u . . . , xdi^)td~1 

is a normic polynomial of order i + 1 for F(t). Since this polynomial is homo-
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geneous of degree d in di+1 indeterminates, it suffices to show that it has 
only the trivial zero in F(t). Hence suppose that (al9...9adt+i) is a non-trivial 
zero of (14). Since the polynomial is homogeneous, we may assume that the 
aiEF\t] and not every at is divisible by t. Let ak be the first one that is not, 
and suppose that jdl + l ^(j+l)d\ Then dividing by V gives the relation 
N(ajdi+l9...9au+1)d$ = 0 (mod t) and hence reducing modulo t gives 
N(djdi+1,...,d{j+1)di) = 0 where a is the constant term of a. Since ak # 0, 
this contradicts the hypothesis that N is normic and completes the proof. • 

If N(x±,..., x d i ) is a normic polynomial of order i and degree then 

(15) N(N(xu..., xd0, N(x d i + 1 9 . . . , x2di),..., N{xdii-d + u . . . , x ^ ) ) 

is homogeneous of degree d 2 in d2x indeterminates. Moreover, this has only 
the trivial zero in F. Hence (15) is normic. Since d > 1, we can apply this 
process to obtain from a given normic polynomial normic polynomials 
of arbitrarily high degree. We shall use this remark in the proof of an analogue 
of Lemma 1 for C r f ie lds : 

L E M M A 3 (Artin). Let F be a C-field for which there exists a normic poly­
nomial of order i (i > 0). Let fx,...,fr be homogeneous polynomials of degree 
d in the indeterminates x 1 ? . . . , x n with coefficients in F. If n> rd\ then the fs 
have a common non-trivial zero in F. 

Proof Let AT be a normic polynomial of order i for F. Suppose the degree 
of N is e. Then the number of indeterminates in N is e\ which we can write 
as el = rs + 1 where s > 0 and 0 ^ t < r. We replace the first r indeterminates 
in N b y / i (xl9..., xn),... 9f(xl9..., xn) respectively, the next r b y / i (xn+19..., x2n), 
• • • ,fr(xn+i,- • • j x 2 n \ etc., and the last t indeterminates in N by 0's. This gives 
the polynomial 

M = Niftixx,..., xn)9... , / r ( x i , . . . , xn\ 

fl(xn+l, • • • , X2n), . . . ,fr(xn+ i, . . . , X2n)9 . . . , 0, . . ., 0), 

which is homogeneous in ns indeterminates. Moreover, deg M = ed. We want 
to have rcs > (ed)1 = dl(rs + t). This will be the case if (n — dtys > dh. Since 
n > df and 0 ^ t < r, this can be arranged by choosing e large enough— 
which can be done by the remark preceding the lemma. With our choice of e 
we can conclude from the C r p rope r ty that M has a non-trivial zero in F. 
Since N is normic, it follows easily that the f have a common non-trivial 
zero in F. • 
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In the next lemma, for the sake of uniformity of statement, we adopt the 
convention that 1 is a normic polynomial of order 0. Then we have 

L E M M A 4. LetF be a Crfield, i ^ 0, such that there exists a normic polynomial 
of order ifor F. Then F(t), t indeterminate, is a Ci+1-field. 

Proof L e t / ( x i , . . . , xn) be a homogeneous polynomial of degree d with coeffi­
cients in F(t) such that n > di+1. We have to show that / has a non-trivial 
zero in F(t). There is no loss in generality in assuming that the coefficients of 
/ a r e polynomials in t. Let r be the degree o f / i n t. Pu t 

xj = XJO + Xjit + • * * + x-jsf, 1 ^ j <n, 

where the xjk are indeterminates. Then 

where the / are homogeneous polynomials of degree d in the n(s + l) xjk 

with coefficients in P. The polynomial / will have a non-trivial zero in F(t) 
if the /• have a common non-trivial zero in P. By Lemmas 1 and 3 this will 
be the case if n(s + l) > (sd + r + l)<f. Since n > di+1, the inequality can be 
satisfied by taking s sufficiently large. • 

The proof of the Tsen-Lang theorem is now clear. First, Lemma 4 with 
i = 0 shows that if F is algebraically closed, then P(xi) is a Ci-field. Next, 
iterated application of Lemma 2 shows that there exists a normic polynomial 
of order i for P ( x i , . . . , xt). Then iterated application of Lemma 4 implies that 
P ( x 1 ? . . . , x„) is a C„-field. • 

We can apply this result for the case d = 2 to conclude that if F is an 
algebraically closed field, then any quadratic form on a vector space V of 
2 n + 1 dimensions over P ( x 1 ? . . . , xn) represents 0 non-trivially. It follows that any 
quadratic form on a vector space of 2n dimensions over P ( x i , . . . , xn) is universal. 
We shall make use of this result in the proof of 

T H E O R E M 11.12. Let R be a real closed field and let Q be a Pfister form 
on a 2n-dimensional vector space over the field R(xu..., x„). Then Q represents 
every non-zero sum of two squares in R(xu..., x„). 

Proof Let Q be a Pfister form on a 2"-dimensional vector space V over 
P ( x ! , . . . , x n ) . We have to show that if b = b1

2-{-b2

2 0, bteP(x1?...,xn), 
then b is represented by Q. Since Q represents 1, the result is clear if bib2 = 0. 
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Hence we assume bib2 # 0. Let C = R(i), i2 = — 1, and consider the extension 
field C ( x i , . . . , x n ) of R(xi,...,xn) and the vector space V = F C ( j C i xg = 
C ( x i , . . . , x„) ® R ( X i V. If e 2 ) is a base for C/R, then this is a base for 
C ( x i , . . . , x n ) over R(x i , . . . ,x„) . Moreover, every element of V can be written 
in one and only one way as e1u1 + e2u2, uteV (identified with a subspace 
of V in the usual way). The quadratic form Q has a unique extension to a 
quadratic form Q on V. Evidently Q is a Pfister form. Now put q = b1-\-b2i. 
Then (l9q) is a base for C/R and q2-2b1q + b = q2-Ibtq + ibx2+ b2

2) = 0. 
There exists a vector w = ut + qi^, ute V, such that g(w) = q. Then g(t/i) + 
2qQ(ux, u2) + q2Q(u2) = q. Since (1, q) is a base for C(xu..., x„ ) /P (x l 5 . . . , x„) 
and q2 — Ibtq + b = 0, this implies that g(wi) = bQ(u2). It follows that is 
represented by Q. • 

If we combine Artin's theorem (p. 640) with Theorems 11.11 and 11.12, we 
obtain the main result: 

T H E O R E M 11.13. Let R be a real closed field. Then any positive semi-
definite rational function of n variables over R is a sum of2n squares. 

More generally, the same theorems show that any positive semi-definite 
rational function of n variables in R can be represented by a Pfister form of 
dimension 2". It is noteworthy that to prove Theorem 11.13 we had to use 
Pfister forms other than the sum of squares. 

EXERCISES 

1. (J. W. S. Cassels.) Let F be a field of characteristic # 2, x an indeterminate. Let 
p(x)eF[x] be a sum of n squares in P(x). Show that p(x) is a sum of n squares in 

(Outline of proof. The result is clear if p = 0. Also if — 1 = ^ aj2 where the 
dj e F, then 

Hence we may assume that p ^ 0 and that Q = xt

2 is anisotropic in F and hence 
in F(x). We have polynomials fQ(x\f(x\... ,/„(x) such that/0(x) # 0 and 

Let/0(x) be of minimum degree for such polynomials and assume that d e g / 0 M > 0. 

(16) p(x)f0(x)2=Mxf + --+Mx)\ 

Write 

(17) fi(x)=Mx)gi(x) + rt(x), 
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where degri(x) < deg/0(x) (we take degO= — oo). Let Q be the quadratic form 
such that Q ~ diag{—p, 1,..., 1} with n Vs. Then (16) gives Q'(f) = 0 where 
f={f0i,,, 9fn)m The result holds if Q'(g) = 0 for gf = (#0 = 1, • • •, #«), s o assume that 
g'(gr) ^ 0. This implies that / and g are linearly independent over F(x). Then 
h = Q'(g, g)f-2Q(f9 g)g ^ 0 and Q'(h) = 0. If h0 = 0, then Q represents 0 non-
trivially in F(x), hence in F contrary to the hypothesis. Hence h0 # 0. The ht are 
polynomials in x and 

ho = Q'(g,9)fo-2Q{f,g) = ~ Q'(f0g~f) = ~ t W*))2-
Jo Jo 1 

Then deg h0 < deg/ 0 , which is a contradiction.) 
2. (Cassels.) Let F, x be as in exercise 1 and let x2 + d, for <2eJF, be a sum of n> 1 

squares in F(x). Show that either — 1 is a sum of n— 1 squares in i 7 or d is a sum 
of n squares in F. 

3. (Cassels.) Use exercises 1 and 2 to show that if R is real closed, then x i 2 + • • • + xn

2 

is not a sum of n — 1 squares in P(xi, . . . , x„). 

4. (T. Motzkin.) Let R be real closed, x and y indeterminates, and let 

p(x,y) = H - x 2 ( x 2 - 3 ) y 2 + x 2 j / 4 . 

Verify that 

, (1 - x 2 y 2 ) 2 + x 2 ( l - v 2 ) 2 + x 2 ( l - x 2 ) 2 / 
P(*, y) = ^ 

_ (1 - x 2 - 2 x 2 y 2 ) 2 + (x(l - x2)y)2 + (x(l - x 2 )y 2 ) 2 + (x2(l - x2)y2)2 

_ _____ 

so p(x, y) is a sum of four squares in ,R(x)[j;]. Show that p(x,y) is not a sum of 
squares in R[x, y]. 

5. Show that any algebraic extension of a Crfield is a Crfield. 

11.7 A R T I N - S C H R E I E R C H A R A C T E R I Z A T I O N OF 

REAL C L O S E D FIELDS 

We conclude our discussion of real closed fields by establishing a beautiful 
characterization of these fields that is due to Artin and Schreier. We have seen 
that a field R is real closed if and only if yf—1 $R and C = R(^f^V) is 
algebraically closed (Theorem 11.3, p. 634). Artin and Schreier prove the follow­
ing considerably stronger theorem: 

T H E O R E M 11.14. Let C be an algebraically closed field, R a proper subfield 
of finite codimension in C ( [C : R] < oo). Then R is real closed and C = R(y/— !)• 
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We prove first some elementary lemmas on fields of characteristic p # 0. 
The first two of these were given in BAI, but for convenience we record again 
the statements and proofs. 

L E M M A 1. Let F be a field of characteristic p, a an element of F that is 
not a pth power. Then for any e ^ 1, the polynomial xpe — a is irreducible in 

Proof. If E is a splitting field of xpe — a, then we have the factorization 
xpe — a = (x — r)pe in E\_x]. Hence if g(x) is a monic factor of xpe — a in F[x~\, 
then g(x) = (x-r)k, k = deg g(x). Then r* e F and rpe = ae F. If pf = (pe, k) 
there exist integers m and n such that pf = mpe + nk. Then rpf = (rpe)m(rk)n e F. 
If fe < pe, t h e n / < e and if b = rpf, then bpe~f = a, contrary to the hypothesis 
that a is not a p th power in F. • 

L E M M A 2. 7/ F is a field of characteristic p and aeF is not of the form 
up — u,ueF, then xp'—x — a is irreducible in F[x~\. 

Proof. If r is a root of xp — x — a in £ [ x ] , E a splitting field, then r + 1 , 
r H- 2 , . . . , r + (p — 1) are also roots of xp — x — a. Hence we have the factorization 

xp — x — a= J ~ | (x — r—i) 
i = 0 

in E[x\. If g(x) = xk — bxk~1 + • • • is a factor of xp—x — a, then fcr + Zl = fe where 
/ is an integer. Hence k < p implies that reF. Since rp-r = a, this contradicts 
the hypothesis. • 

L E M M A 3. Let F and a be as in Lemma 2 and let E be a splitting field for 
xp—x — a. Then there exists an extension field K/E such that [K:E]=p. 
(Compare Theorem 8.32, p. 510.) 

Proof. We have E = F(r) where rp = r + a. We claim that the element arp~1eE 
is not of the form up — u, ueE. For, we can write any u as u 0 + t / i r + ••• + 
up-1rp~1, uteF, and the condition up — u= arp~x and the relation rp = r + a 
give 

u0

p + utp(r + a) + u2

p(r + a ) 2 + • • • + up

p-x (r + a)p'1 

— UQ — Uir — ••• — t ^ - ! ? ^ - 1 = arp'x. 

Since (1, r , . . . , r ^ - x ) is a base, this gives the relation up

p-i — up-1 = a, contrary 
to the hypothesis on a. It now follows from Lemma 2 that xp — x — arp~1 
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is irreducible in E\_x]. Hence if K is the splitting field over E of this polynomial, 
then [ K : £ ] = p. • 

We can now give the 

Proof of Theorem 11.14. Let C = R{J - 1 ) c C. We shall show that C = C. 

Then the result will follow from Theorem 11.3. Now C is the algebraic closure 
of C ; hence any algebraic extension of C is isomorphic to a subfield of C/C 
and so its dimensionality is bounded by [ C : C'] . The first conclusion we can 
draw from this is that C is perfect. Otherwise, the characteristic is a prime 
p and C contains an element that is not a pth power in C. Then by Lemma 1, 
there exists an algebraic extension of C that is pe-dimensional for any e ^ 1 . 
Since this has been ruled out, we see that C is perfect. Then C is separable 
algebraic over C and since C is algebraically closed, C is finite dimensional 
Galois over C . Let G = Gal C / C , so |G| = [ C : C ] . 

Now suppose that C # C . Then |G| ^ L Let p be a prime divisor of |G|. 
Then G contains a cyclic subgroup if of order p. If £ is the subfield of if-fixed 
elements, then C is p-dimensional cyclic over E. If p were the characteristic, 
then C = E(r) where the minimum polynomial of r over E has the form 
xp — x — a (BAI, p. 308). Then by Lemma 3, there exists a p-dimensional extension 
field of C. This contradicts the fact that C is algebraically closed. Hence the 
characteristic is not p, and since C is algebraically closed, C contains p distinct 
pth roots of unity. These are roots of xp— 1 = (x—l)(xp~1 + xp~2 + ••• + !) 
and since the irreducible polynomials in £ [ x ] have degree dividing [C : £ ] = p, 
it follows that the irreducible factors of xp— 1 in £ [ x ] are linear and hence 
the p pth roots of unity are contained in E. Then C = £(r) where the minimum 
polynomial of r over £ is xp — a, as E (BAI, p. 308). Now consider the poly­
nomial xpl — a. This factors as Y\f= I ( X ~ u's) where w is a primitive /?2-root 
of unity and s r = a. If any i /s e £ , then ( i i f s ) p e E and ((w\s)p)p = a, contrary 
to the irreducibility of xp—a in E[x]. It follows that the irreducible factors of 
xp2 — a in £ [ x ] are of degree p. If b is the constant term of one of these, 
then b = spv where v is a power of u. Since (s^y = a, sp$E and since [ C : £ ] = p, 
C = £(s p ) = E(bs~p) = E(v). Since £ contains all the pth roots of unity, it 
follows that i)is a primitive p 2 - roo t of unity. 

Let P be the prime field of C and consider the subfield P(v) of C. If 
P = Q, we know that the cyclotomic field of p''th roots of unity has dimen­
sionality cp(pr) over Q (BAI, p. 272). This number goes to infinity with r. 
If P is of finite characteristic /, then we have seen that I ^ p. Then the field 
of p r th roots of unity over P contains at least pr elements, so again its dimen­
sionality over P tends to infinity with r. Thus in both cases it follows that 
there exists an r such that P(v) contains a primitive p'*th root of unity but no 
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primitive p r + 1 s t root of unity. Since v is a primitive p 2 - roo t of unity, r ^ 2 . 
The field C contains an element w that is a primitive p r + 1 s t root of unity. 
We now consider the cyclotomic field P(w). Let K = Gal P(w)/P. If P is finite, 
then we know that K is cyclic (BAI, p. 291). The same thing holds if P = Q 

unless p = 2 and r ^ 2. If K is cyclic, then it has only one subgroup of order 
p and hence, by the Galois correspondence, P(w) contains only one subfield 
over which it is p-dimensional. We shall now show that P(w) has two such sub-
fields. This will imply that p = 2 and the characteristic is 0. 

Let h(x) be the minimum polynomial of w over E. Since v£E, w$E and 
C = E(w). Hence dQgh(x) = p. Moreover, h(x) is a divisor of xpr+1 — l = 
Y\i {x — wl\ so the coefficients of h(x) are contained in the subfield 
D = EnP(w). It follows that [P(w):D] = p. Next consider the subfield 
D' = P(z) where z = wp. The element w is a root of xp—zeD'\x\ and this 
polynomial is either irreducible or it has a root in D' (BAI, exercise 1 on 
p. 248). In the first case [P(w):D'] = p. In the second case, since z is a 
primitive prth root of unity, D' contains p distinct pth roots of unity 
and hence xp—z is a product of linear factors in D'[x\. Then w e D ' and 
D' = P(w). But P(u) contains a primitive p r th root of unity and hence 
P(v) contains z, so if D' = P(w), then P(u) will contain a primitive p r + 1 s t 
root of unity w, contrary to the choice of r. Thus [ P ( w ) : D ' ] = p . Now 
D' # D. Otherwise, D contains a primitive p r t h root of unity and E contains a 
primitive p r th root of unity. Then E contains w, contrary to the fact that 
[ C : P ] = [E(v):E~\ = p. Thus D and D' are distinct subfields of P(w) of co-
dimension p in P(w). As we saw, this implies that the characteristic is 0 and 
p = 2. Now C = E(v) and v is a primitive 2 2 = 4th root of unity. Hence 
v = ± y/—l. Since E contains we contradict [ C : £ ] = 2. This completes 
the proof. • 
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