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NEW VISION FOR FUTURE
AEROSPACE VEHICLES AND
SYSTEMS

Daniel S. Goldin
Samuel L. Venneri
Ahmed K. Noor

Since the middle of the last century, aerospace technology has become a unique,
indispensable part of our world. Commercial aviation has made it possible for more
people and cargo to travel faster than at any previous time in history.

But today we are reaching the capacity limits of the airspace system, while
transportation demand—both passenger and freight—is expected to increase in the
long term. In space, our assets have improved weather prediction, provided global
communication and navigation facilities to link people and businesses more effec-
tively, and enabled spectral imaging of Earth to enhance our environmental stew-
ardship and land use. Space-based observations are also taking on unprecedented
importance in national security strategy. However, the high cost of launching pay-
loads to Earth orbit has impeded progress in the exploration of space, as well as
in its commercial use and development.

To keep pace with the projected increase in demand for mobility, a bold inte-
grated vision is needed for future aerospace transportation systems. The vision for
the next century is based on new technologies, and today some revolutionary ideas,
many developing under programs at NASA and other government agencies, are
emerging.

1.1 LEARNING FROM LIVING SYSTEMS

In the past few years, a growing number of engineers have been seeking inspiration
from living systems—birds, insects, and other biological models—in an effort to
produce breakthroughs in vehicle concepts, reshape our frame of reference, and
change the definition of what is possible. Knowledge of the form and function of
biological systems is used not as a blueprint, but as an architectural and operational
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analog (see Figure 1.1). In many cases, we are finding that nature’s basic design
concepts—and, in some cases the actual designs—can be applied to aerospace
systems.

Over the eons, nature has developed design approaches that make biological
systems far more reliable and efficient than human-made systems. Biological sys-
tems evolve, develop, learn, and adapt on their own. The goal is to make our
aerospace systems equally adaptive—that is, capable of undergoing modifications
according to changing environmental circumstances, thereby enhancing their safety
and performance.

FIGURE 1.1 Smart vehicle.
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Flying birds display remarkable features of maneuverability that to date have no
technological parallel. A bird can morph and rotate its wings in three dimensions.
It has the ability to control the airflow over its wings by moving the feathers on
its wingtips, which are more efficient than the flaps and rigid, pivoting tail surface
of current aircraft.

A bird also is made from self-sensing and self-healing materials and has a fully
integrated aerodynamic and propulsion system. Its skin, muscles, and organs have
a nervous system that detects fatigue, injury, or damage and signals the brain. It is
designed to survive.

Insects manage unsteady flow well. In insect flight, the flow is always separated.
Understanding the mechanism by which insects dynamically manage unstable flow
to generate lift could provide insight into the development of micro-air vehicles for
a variety of missions. Also, insects have elaborate systems of sense organs. Organs
in the cuticle, for example, detect bending strains and enable the insect to control
its movements.

The application of biological concepts and principles to the development of
technologies for engineering systems has led to the emergence of biomimetics,
neuromimetics, and neuromorphic engineering. Biomimetics is the science of de-
veloping synthetic materials, devices, and structures that have the hierarchical or-
ganization, functionality, and strategies for optimization similar to biological
systems. Neuromimetics deals with the application of neuroscience to building in-
telligent distributed knowledge networks. Neuromorphic engineering aims at the
study of neuromechanical interactions, as well as the design and fabrication of
systems whose architecture and design principles are based on biological nervous
systems.

1.2 REVOLUTIONARY VEHICLES

Our national bird, the eagle, can serve as an operational model for a future aircraft.
Instead of being built of mechanically connected parts and systems, eagles use fully
integrated, embedded smart materials—nerves, sensory receptors, and muscles—
that enable exceptional levels of efficiency and control. We are beginning to mimic
this capability through the synergistic coupling of bio-, nano-, and infotechnologies.

Molecularly designed materials, or nanomaterials, for example, have the promise
to be 100 times stronger than steel and only one-sixth the weight. Their maximum
strain can be 10 to 30%, much higher than any current structural material. Wings
made from such materials could morph and continuously deform for optimal control
during takeoff, cruise, and landing. Also, like those of birds, the wings and body
will be integrated for exceptional strength and light weight.

The entire surface of the wing will be covered with tiny embedded sensors and
actuators. Sensors, like the nerves of a bird, will monitor and analyze temperatures,
pressures, and vibrations. In response to sensor data, actuators embedded in the
structure will function like a bird’s wing muscles. The actuators will smoothly
change the shape of the wing to adapt to flying conditions. The control surfaces
will be integrated with the wing, instead of appended to it. And active flow control
effectors will help mitigate adverse aircraft motion in turbulence.

Across the entire vehicle, intelligent systems composed of sensors, actuators,
microprocessors, and adaptive controls will provide a full-system, distributed
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knowledge network—a central nervous system to effect an adaptive physical re-
sponse. The vehicles will be able to monitor their own performance, their environ-
ment, and even their operators. Eventually, vehicles may be able to anticipate and
avoid impending failure, crashes, mishaps, and incidents through a distributed self-
assessment and repair capability.

The application of high-temperature, molecularly designed materials to aircraft
engines will be equally influential. Through successful application of advanced
lightweight materials in combination with intelligent flow control and active cool-
ing, thrust-to-weight ratio increases of up to 50% and fuel savings of 25% are
possible for conventional engines. Further advances in integrating these technolo-
gies will result in novel engine concepts that may simplify highly complex rotating
turbomachinery.

Among the novel aircraft propulsion concepts considered are adaptive propulsion
system cycles, distributed mini-engines, an exoskeletal engine, and pulse detonation
engines. Adaptive propulsion system cycles with variable inlets and exhaust nozzles
could be configured to mix the flow from the fan and hot exhaust to minimize noise
on takeoff and enhance efficiency during cruise.

In the distributed engine concept, the two or three large engines are replaced by
many mini- or micro-engines. The use of several small engines allows thrust mod-
ulation to replace the control surfaces in the tail and rudder. Micro-engines can be
more highly integrated with the vehicle airframe, potentially allowing a form of
flow control that could reduce drag (see Figure 1.2).

The exoskeletal engine derives its name from its nonstandard design and is ideal
for high Mach number applications. The turbomachinery blades are mounted inside

Distributed "mini" engines eliminate
need for tail/rudder control surfaces

Radial inflow turban for a micro-engine

FIGURE 1.2 Distributed mini-engines.
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a drum, rather than on the outer perimeter of a disk. This drum rotor places the
blades in compression, allowing advanced composite and ceramic materials to be
used, enabling lighter engines and higher operating temperatures (see Figure 1.3).

An open-cycle, pulse-detonation wave engine is an air-breathing, intermittent
combustion jet engine that uses gas dynamics, instead of turbomachinery, to com-
press incoming air. It relies on a traveling detonation wave for the combustion and
compression elements of the propulsive cycle. Combined with intelligent engine
control capability, such an approach can lead to integrated internal flow manage-
ment and combustion control. However, the problems associated with noise and the
design of a complex set of valves and ducting in this concept need to be addressed.

Carried a step further, all of these concepts have the potential to integrate airflow
over the airframe and through the propulsion systems for unprecedented efficiency,
stability, and directional control. This will require new approaches to fully inte-
grated airframe-propulsion design. Integrated propulsion and vehicle technology
advancements could enable sustained supersonic flight with minimal impact from
sonic booms or other environmental concerns.

In the very long term, comparable advances in electrical energy storage and
generation technology, such as fuel cells, could lead to emissionless aircraft pro-
pulsion. Future aircraft might be powered entirely electrically. In one concept, thrust
may be produced by a fan driven by highly efficient, compact electric motors pow-
ered by advanced hydrogen-oxygen fuel cells. However, several significant tech-
nological issues, such as efficient generation and storage, and an adequate
infrastructure necessary for delivering the fuel to vehicles, must still be resolved in
order to use hydrogen as a fuel.

The Exoskeletal Concept

FIGURE 1.3 Exoskeletal engine design.
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1.3 FUTURE SPACE TRANSPORTATION

Opening the space frontier to new levels of exploration and commercial endeavor
requires a significant reduction in the cost of transportation systems and an increase
in their reliability and safety. The long-term goal is to make aerospace vehicles
capable of operating from the Earth’s surface all the way to orbit, and to eliminate
the distinction between a commercial airliner and a commercial launch vehicle.

In the near term, NASA will address crew safety by integrating sensor and
information systems into the vehicle for improved health management and by pro-
viding in-flight crew-escape systems. The goal for Earth-to-orbit systems includes
reducing the launch cost to $1,000 a pound and then to $100 a pound, while
reducing the probability of failure currently from about 1 in 250 to 1 in 1,000 for
the loss of the vehicle and 1 in 10,000 for the loss of crew, and eventually to 1 in
1,000,000 for both.

To address these goals, NASA has developed an integrated plan for space trans-
portation which provides a phased strategy to ensure continued safe access to space.
Investment in technical and programmatic risk-reduction activities will support full-
scale development of commercially competitive, privately owned and operated
Earth-to-orbit reusable launch vehicles, or RLVs (see Figure 1.4). The plan includes
developing an integrated architecture with systems that build on evolutionary tech-
nologies for Earth-to-orbit launch vehicles, and developing revolutionary technol-
ogies for reusable hypersonic vehicles, and in-space transportation systems.

FIGURE 1.4 Variety of vehicle concepts for reusable launch vehicles.
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Setting the stage for aircraft-like operations for space access and reducing the
life-cycle cost of Earth-to-orbit vehicles will require advances in a number of tech-
nologies, including propulsion, airframes and cryotanks, all-weather thermal pro-
tection, avionics and flight control, vehicle health management and monitoring, and
automation technology to reduce ground operations costs.

Among the revolutionary propulsion concepts under consideration are supersonic
combustion ramjet (scramjet), rocket-based combined cycle (RBCC), turbine-based
combined cycle (TBCC), and magnetic launch assist.

The scramjet is a ramjet engine in which the airflow through the whole engine
remains supersonic. Unlike rockets, the scramjet requires only onboard fuel, with
the oxidizer obtained from the atmosphere. This offers significant weight and vol-
ume reductions, while the performance, which varies significantly with Mach num-
ber, exceeds that of a rocket over most of the flight trajectory.

The RBCC concept blends the performance of the rocket, ramjet, and scramjet
into one system for seamless ground-to-orbit operation. It uses a rocket engine
integrated with a ramjet/scramjet flow path. The rocket engine consumes atmos-
pheric oxygen when flying in the atmosphere. When it leaves the atmosphere, the
inlet ducts close and the rocket engine consumes stored liquid oxygen. The concept
offers safety, reliability, and cost advantages by making vehicles smaller and more
efficient.

The TBCC is similar to the RBCC in that it uses both jet propulsion and rocket
propulsion. Initially, inlet ducts provide air to turbojets that have common exhaust
ducting with a rocket propulsion system. At low to moderate Mach numbers, the
turbojets provide thrust. The system then closes off inlet flow from the atmosphere,
shuts down the turbojets, and converts to rocket propulsion.

In magnetic launch, the vehicle is accelerated horizontally along a track, using
magnetic levitation to eliminate friction. Instead of the initial liftoff acceleration
being provided by the onboard engines, linear electric motors are used to accelerate
the launch vehicle to an initial speed of up to 1,000 km/hr. This initial boost can
significantly reduce the amount of fuel needed to reach orbit and thus potentially
increase payload for a given vehicle weight.

A number of other propulsion concepts are being explored for potential use in
outer planet and interstellar space missions, including electric propulsion (see Fig-
ures 1.5 and 1.6), fission propulsion, laser-powered propulsion, antimatter propul-
sion, mini-magnetospheric plasma propulsion that couples to the solar wind for
thrust, and space sails (both solar and laser driven). Space-based, electrically driven
rotating tethers are also being evaluated for use to boost the velocity of near-Earth
spacecraft.

1.4 FUTURE AIRSPACE SYSTEM

The current U.S. national airspace system is a complex collection of facilities,
equipment, procedures, and airports that operate nonstop, 24 hours a day throughout
the year. The FAA and NASA are currently making substantial efforts to modernize
the equipment and procedures in order to enhance the efficiency of the airspace
and the safety of its operations. These efforts include development of a suite of
decision-support tools to improve gate-to-gate air traffic management. They also
include deployment of technologies for transitioning from ground-based navigation
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FIGURE 1.5 Beamed energy propulsion is one of several concepts un-
der study for future space missions; topics of investigation also include
laser power and fission propulsion, antimatter, and sails to catch the solar
wind.

FIGURE 1.6 Today it is only an idea, but a magnetized target fusion propulsion system may
some day enable rapid, affordable access to any point in the solar system.
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and surveillance systems to precise and reliable satellite-based systems in order to
provide broader, more uniform coverage over the entire country for increased safety
and expanded capacity (see Figures 1.7, 1.8 and 1.9).

The air traffic management system must be robust, able to tolerate equipment
failures and interferences such as severe weather, and automatically adaptable to
deal with increases in traffic. One approach for achieving scalability is to link air
traffic management with an automatic flight management system on board each
aircraft.

Such an air traffic management system will be built on global systems, such as
GPS and future constellations of communication satellites. This will allow a precise
approach to every runway without requiring installation of expensive, ground-based
gear, such as instrument landing equipment, at every airport.

The system will enable the air traffic controller to have both regional and global
views of the airspace. And while it will have a high degree of automation, both in
the air and on the ground, human oversight will be retained.

Improved methods of weather data collection, processing, and transmission will
be integrated into the airspace system. A significant challenge upon which the new
architecture depends is the robustness of the global communication, navigation, and
surveillance systems. The new system must allow graceful degradation—that is, be
able to tolerate multiple failures and still be safe. Robustness in the system needs
functional redundancy of communication, navigation, and surveillance systems, for
example. This includes the ability to transition automatically and seamlessly from
a space-based system to a ground-based system, such as LORAN.

FIGURE 1.7 Highways in the sky: Sophisticated future technologies that will be able to monitor
and, if necessary, take control of aerospace vehicles could one day raise the safety and security of
flight to permit unprecedented ease of travel.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



NEW VISION FOR FUTURE AEROSPACE VEHICLES AND SYSTEMS

1.10 SECTION ONE

FIGURE 1.8 Futuristic spaceport.
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FIGURE 1.9 Intermodal transportation systems engineering is key to
optimal operations.

With a robust global system maintaining precise knowledge of position and
trajectory for every aircraft, it will no longer be necessary to restrict flying to
predetermined corridors. Optimal flight paths will be determined in advance and
adjusted along the way for changes in weather and aircraft traffic.

Each aircraft will become capable of avoiding traffic. It will have an advanced
flight management system that provides full knowledge of all aircraft in its area
and enables it to coordinate, through an airborne internet, with other planes. The
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FIGURE 1.10 NASA 507, a certified Lancair Columbia 300 general aviation aircraft, has
state-of-the-art avionics, color moving map/GPS, and side-arm control stick.

pilot will be able to look at his flight path at different scales—from a strategic view
of the entire route, showing other aircraft and weather systems, to a tactical view
showing the immediate surroundings and flight path over the next few minutes.

Other technologies for improving safety and situational awareness may use ad-
vanced sensors, digital terrain databases, accurate geopositioning, and digital proc-
essing to provide three-dimensional moving displays showing aircraft, landing and
approach patterns, runway surfaces, fixed and moving objects on the ground, and
other relevant information (see Figure 1.10).

In the long term, full situational awareness will be achieved through interactive
technologies (including voice recognition, eye tracking, and physiological monitor-
ing). Cognitive neuroscience may allow observers to assess pilots’ state of alertness
to let them know when they are showing signs of fatigue and give them warning
before they make mistakes.

1.5 NEEDED: INTELLECTUAL INFRASTRUCTURE

Although aerospace technologies have made significant advances in the last century,
they have not reached a plateau. Technology advances in this century will be driven
as much by the need for enhanced security, safety, and environmental compatibility
as by the desire for improved efficiency and performance and reduced operating
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costs. Combining biological, nanoscale, information, and other technologies can
lead to revolutionary vehicle concepts and airspace management. Realizing the vi-
sion requires the creation of knowledge organizations, linking diverse interdiscipli-
nary teams from NASA, other government agencies, universities, aerospace
industry, and technology providers into hierarchical research and learning networks,
configured as neural networks.

The learning networks will stimulate critical thinking and intellectual growth
and promote intermingling among critical fields such as biological nanoscience,
information science, and engineering disciplines. They will create a new generation
of skilled scientists and engineers who can work across traditional disciplines and
perform in rapidly changing environments. The research networks will link diverse,
geographically dispersed teams and facilities.

The infrastructure enables collective intelligence, innovation, and creativity,
through networking, to bear on the increasing complexity of future systems. Since
a high percentage of experienced engineers in the aerospace industry will be eligible
for retirement in a few years, the infrastructure could also offset the diminishing
design team experience base in industry.

The airspace system can be integrated with the other two sets of transportation
services—land and water—to form a comprehensive intermodal transportation sys-
tem, functioning as one seamless whole, maximizing passengers’ and shippers’ op-
tions for convenience, efficiency, and reduced cost. It is a complex system of highly
interconnected subsystems with multiple interfaces, shared information and infra-
structure elements, and collaborative air-to-ground decision-making.

System integrity is absolutely essential to achieving this kind of far-reaching
vision. A systems engineering approach must be used to define requirements, rein-
vent processes, formulate operational concepts, evaluate them, and then launch
goal-oriented technology activities to transform the concepts into realities.

1.6 SMART VEHICLE, HEAL THYSELF

Intense work is currently being done at NASA, the Department of Defense, and
other organizations to raise the bar for component vehicle technologies and to
develop a suite of smart technologies and tools which in combination can lead to
revolutionary vehicle concepts and aerospace systems. A smart vehicle can assess
a situation, determine if action needs to be taken, and, if so, take it.

“Smartness” can be characterized by self-adaptability, self-sensing, memory, and
decision-making. Smart vehicles can assess their own health and perform self-repair.
They will also know how to fly to a safe haven under emergencies.

Smart vehicle technologies are a blend of smart materials and structures, inno-
vative actuators and sensors, and intelligent flow-control strategies—including sonic
boom mitigation technologies, revolutionary propulsion ideas, and biologically in-
spired concepts. The field of smart materials and structures, for example, evolved
over the past decades and increased its pace in the 1990s. It has inspired numerous
innovative concepts in the United States and abroad.

Major demonstration programs have addressed structural health monitoring, vi-
bration suppression, shape control, and multifunctional structural concepts for
spacecraft and launch vehicles, aircraft and rotorcraft. The demonstrations have
focused on showing potential system-level performance improvements using smart
technologies in realistic aerospace systems.
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Some recent work related to smart vehicle technology has focused on the de-
velopment of composite systems with active constituents, of distributed actuation
systems, and of fiberoptic and compact integrated sensor systems (see Figure 1.11).
Current trends aim at the atomic and molecular level to synthesize new materials
that are functionally smart. Examples include molecularly imprinted polymers and
other materials that contain inherent receptors for information. Other efforts are
integrating diverse sensors on a single substrate and working on practical techniques
to fabricate them.

Self-healing material concepts have received increasing attention in recent years.
For example, self-healing plastics use material that has the ability to heal cracks
when fracture occurs. Shape memory alloys in composites can stop propagating
cracks by imposing compressive forces resulting from stress-induced phase trans-
formation. Current research aims at developing adaptive, self-repairing materials
and structures that can arrest dynamic crack propagation, heal cracks, restore struc-
tural integrity and stiffness, and reconfigure themselves to serve more functions (see
Figure 1.12).

Controlling fundamental mechanisms in fluids has long been the focus of intense
effort. Recent applications of airflow sensing and intelligent control to air vehicles
include improving performance by increasing lift or reducing drag generated by a
surface and maneuvering through the use of fluidic devices. Current activities aim
at understanding the physics associated with shock wave formation in high-speed
flight and developing designer fluid mechanics tools for all types of flow control—
flow separation control, vortex control, laminar flow control, turbulent drag reduc-
tion, anti-noise, mixing enhancements, combustion control, circulation control, and
favorable wave interference.

FIGURE 1.11 The Langley Macro-Fiber Composite (LaRC-MFC) is a
high performance, low-cost, flexible piezoceramic actuator developed at
NASA-Langley Research Center. The solid-state LaRC-MFC is being used
to control deflections and vibrations on advanced composite helicopter
rotor blades, fixed-wing aircraft control surfaces, and ultralightweight
spacecraft components.
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FIGURE 1.12 Micro-capsules releasing a healing agent into the crack through cap-
illary action. The agent then interacts with the catalyst to form a solid polymer that
fills the crack. (Concept developed by the researchers at the University of Illinois at
Urbana-Champaign.)

A suite of high-payoff sonic boom mitigation technologies is being explored for
reducing the sonic boom overpressure to an acceptable level to people on the ground
(less than 0.3 psf). Techniques include airframe shaping, heat addition, particulate
injection, leading-edge plasma generation, temporal and spatial variation of lift
distribution, and adaptive flow control.

Indirect reduction of sonic boom amplitudes can also be achieved by decreasing
vehicle gross weight or increasing vehicle lift-to-drag ratio by maintaining super-
sonic laminar flow. In addition, the use of intelligent propulsion control systems is
being explored for efficient, reliable operation of the complex supersonic inlet/
engine/nozzle system.

1.7 WORKING FOR MORE SECURE AIRSPACE

The tragic events of September 11, 2001, have had a tremendous impact on civil
aviation. A number of technologies can be deployed, adapted, or developed to
significantly enhance aviation security and restore public confidence in the system.
These technologies can be grouped into three categories, ranging from direct aircraft
protections to general security improvements.

Various overrides of the flight control system can prevent even a determined
pilot from crashing an aircraft into a specific ground target. The technologies al-
ready in development for aviation safety purposes can be adopted for security ap-
plications as well.
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Technology can be refined to create a “‘refuse-to-crash aircraft.”” An automatic
ground collision avoidance system, now an active project of the automobile indus-
try, combined with aircraft control, can be applied to commercial airplanes for
unusual attitude recovery and ground collision avoidance. The national and world-
wide terrain/obstacle database, already under development by a number of orga-
nizations, can be extended to identify protective shells, or prohibited airspace,
around selected areas such as specific high-risk facilities. The algorithms in the
collision-avoidance system could interpret these protected areas as hard terrain and
force the aircraft to avoid them.

Advanced autopilot, similar to the controls currently used in unmanned surveil-
lance aircraft, can serve as a security backup. In the event of an emergency, or
unauthorized deviation, manual flight controls could be disabled by a signal from
the pilot or from ground controllers and allow automated safe flight to the nearest
secure airport.

An aircraft damaged by a terrorist attack or system failure could, in many cases,
be landed safely through the use of reconfigurable flight controls, a technology that
has been demonstrated and is based on work by NASA, DOD, FAA, and the aer-
ospace industry to compensate for damaged or failed systems.

Potentially threatening deviations from the flight paths can be automatically
brought to the attention of ground controllers. Such anomaly detection requires the
use of an advanced alerting system capable of assessing the probability that an
aircraft is under malign control or the probability of a collision with some object
or place. The system would build on existing efforts to develop airspace flow control
automation, visualize air traffic patterns, and quantify aviation safety risk by mon-
itoring and modeling air traffic patterns.

Linking passenger cabins and flight stations with ground communication net-
works into an integrated information environment can enable safety—or potential
security—issues to be uncovered during a flight.

The use of biometric technologies (including fingerprint sensors, retinal scans,
and facial recognition systems) for verification and identification can ensure that
flight controls are used only by authorized pilots.

Enhanced airport and aircraft security can be achieved by using a multilayered
suite of trace-detection and active-imaging technologies. Examples of instruments
using these technologies are compact trace gas analyzers, biosensors, high-tech
systems to detect molecular-level evidence of explosives and firearms, and high-
speed, low-cost 3D imaging technologies integrated with better information tech-
nology databases and decision support systems, such as automated pattern-
recognition devices.

These instruments could enable the implementation of a central security screen-
ing at a check-in location and a distributed, roving security detection system that
encompasses the total airport environment and individual aircraft. Linkage of var-
ious distributed information databases could enable near-real-time identification of
potential passenger threats.
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PART 1

TRIGONOMETRIC FUNCTIONS
AND GENERAL FORMULAE

John Barron

2.1 MATHEMATICAL SIGNS AND SYMBOLS

Sign, symbol Quantity
= equal to
#* not equal to
= identically equal to
A corresponds to
=~ approximately equal to
- approaches
= asymptotically equal to
~ proportional to
o infinity
< smaller than
> larger than
=< = smaller than or equal to
=== larger than or equal to
<< much smaller than
>> much larger than
+ plus
- minus
X multiplied by
%; alb a divided by b
|a| magnitude of a
a’ a raised to the power n
a'% Va square root of a
a'’; "Va nth root of a
dl; ay mean value of a
p! factorial p, 1 X 2 X 3 X -+ X p
binomial coefficient,

<n> nn—1-m—p+1

P IX2X3X +Xp
> sum
II product
fx) function f of the variable x
[f)1; f®) - fl@
lim f(x); lim_, f (x) the limit to which f(x) tends as x approaches a
Ax delta x = finite increment of x
ox delta x = variation of x
%; df ldx; f'(x) differential coefficient of f(x) with respect to x

2.2
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Sign, symbol

Quantity

2L o

0f (53, (6_f>
ax T \ax/,

daf

J J/c (x)dx

f(x)dx

e
e, exp x

log, x

Ig x; log x; log,, x
Ib x; log, x

sin x

cos X

tan x; tg x

cot x; ctg x

sec x

cosec x

arcsin x

arcos x

arctan x, arctg x
arccot x, arcctg x
arcsec x

arcosec x

sinh x

cosh x

tanh x

coth x

sech x

cosech x

arsinh x

arcosh x

artanh x

arcoth x

arsech x
arcosech x

i, J

Re z

Im z

J2]

arg z

|A|’ A

differential coefficient of order n of f(x)

partial differential coefficient of f(x,y, . . .) with respect to x,
when y . . . are held constant

the total differential of f
indefinite integral of f(x) with respect to x

definite integral of f(x) from x = ato x = b

base of natural logarithms

e raised to the power x
logarithm to the base a of x
common (Briggsian) logarithm of x
binary logarithm of x

sine of x

cosine of x

tangent of x

cotangent of x

secant of x

cosecant of x

arc sine of x

arc cosine of x

arc tangent of x

arc cotangent of x

arc secant of x

arc cosecant of x

hyperbolic sine of x

hyperbolic cosine of x
hyperbolic tangent of x
hyperbolic cotangent of x
hyperbolic secant of x
hyperbolic cosecant of x

inverse hyperbolic sine of x
inverse hyperbolic cosine of x
inverse hyperbolic tangent of x
inverse hyperbolic cotangent of x
inverse hyperbolic secant of x
inverse hyperbolic cosecant of x
imaginary unity, i> = —1

real part of z

imaginary part of z

modulus of z

argument of z

conjugate of z, complex conjugate of z
transpose of matrix A

complex conjugate matrix of matrix A
Hermitian conjugate matrix of matrix A
vector

magnitude of vector

scalar product
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Sign, symbol Quantity
AXxB,ANB vector product
\% differential vector operator
Vo, grad ¢ gradient of ¢
V-A,div A divergence of V
VXA VAA
curl A, rot A curl of A
V2o, Agp Laplacian of ¢

2.2 TRIGONOMETRIC FORMULAE

sin? A + cos> A = sin A cosec A = 1

cos A 1
inA = — =(1 — 2 A)1/2
s cotA sosec A ( cos” A)
sin A 1
A= = = (1 = sin? A)!/2
cos tan A sec A ( sin” 4)
tan A — sinA 1

cos A cotA
1 + tan®* A = sec* A
1 + cot? A = cosec? A
1 — sin A = coversin A
1 — cos A = versin A
tan Y20 = t; sin 6 = 2¢t/(1 + ?); cos 6 = (1 — 2)/(1 + 1?)
cotA = 1/tan A
sec A = 1/cos A

cosec A = 1/sin A
cos (A = B) = cos A cos B F sin A sin B

sin (A £ B) = sin A cos B * cos A sin B

tan A = tan B

A+ B)=—"—
tan ( ) 1 & tan A tan B
tAcotB ¥ 1
Cot(AiB):w

cot B = cot A
sin A + sin B = 2 sin "2(A = B)cos 2(A ¥ B)
cos A + cos B = 2 cos 2(A + B) cos 2(A — B)
cos A — cos B = 2 sin 2(A + B) sin YA(B — A)
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sin (A = B)
tan A £ tan B = ——=
cos A cos B
sin (B £ A)
CotA £ cotB=—""7—=
sin A sin B

sin 2A = 2 sin A cos A

cos 2A = cos?A —sinA =2cos?’A—1=1—-2sin*A
cos>? A — sin> B = cos (A + B) cos (A — B)

tan 2A = 2 tan A/(1 — tan® A)

1/2
A = = <ﬂ>
2
1/2
VN <w>
2
sin A
tan VoA = ————
an 1 +cosA

sin? A = 'A(1 — cos 2 A)

cos? A = '2(1 + cos 2 A)

1 —cos2A

2 [
A = s 2 A

I+

B) — sin A sin B

+
t. 1/ A - = -
an YA cos A + cos B

_sinA * sin B
cos B — cos A

I+

cot YA(A

2.3 TRIGONOMETRIC VALUES

Angle 0° 30° 45° 60° 90° 180° 270° 360°
Radians 0 /6 w4 /3 /2 T 3m/2 2
Sine 0 ) V2 V3 1 0 -1 0
Cosine 1 V3 ) %) 0 -1 0 1
Tangent 0 5\V3 1 V3 o 0 o 0
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2.4 APPROXIMATIONS FOR SMALL ANGLES

sin @ = 0 — 03/6; cos 8 =1 — 0%/2; tan 0 = 0 + 6*/3; (0 in radians)

2.5 SOLUTION OF TRIANGLES

sinA sinB sin C b* + c? — a?
= = ; COSA=——-—-—"—
a b c 2bc
c?+a> - b a’ + b*> — c?
cosB=——7;, cosC=——7—7
s 2ca o8 2ab

where A, B, C and a, b, ¢ are shown in Figure 2.1. If s = Y2(a + b + ¢)

(s — b)(s — c) B (s —o)(s —a)
sm = [—F+ —=
bc ca
(s —a)is — D)
ab
A [s(s —a) B_ [s—-b
00527 bc C0827 ca
C_ [s(s =0
cos = = p
¢ A_ s =b)s = o), . B _ s=0o) - a)
MYV s o 2T s(s — b)

C _ [s—a)s— Db
n2_\/ s(s — ¢)

FIGURE 2.1 Triangle. FIGURE 2.2 Spherical triangle.
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2.6 SPHERICAL TRIANGLE

sinA _sinB _sinC
sina sinb sin ¢

cos a = cos b cos ¢ + sin b sin ¢ cos A

cos b = cos ¢ cos a + sin ¢ sin a cos B

Cos ¢ = coS a cos b + sin a sin b cos C

where A, B, C and a, b, ¢ are now as in Figure 2.2.

2.7 EXPONENTIAL FORM

i6 —if i0 +i6
. —e e’ + e
sinf=————cos ) =——
2i 2

c=cosO+isinOe®=cosO—isinb

2.8 DE MOIVRE’'S THEOREM

(cos A + i sin A)(cos B + i sin B) = cos(A + B) + i sin (A + B)

2.9 EULER’S RELATION

(cos O + i sin 6)" = cos nb + i sin nh = e"?

2.10 HYPERBOLIC FUNCTIONS

sinh x = (¢* — e ™¥)/2 coshx = (e + e™)/2
tanh x = sinh x cosh x

Relations between hyperbolic functions can be obtained from the corresponding
relations between trigonometric functions by reversing the sign of any term con-
taining the product or implied product of two sines, e.g.:

cosh? A — sinh? A = 1
cosh2A =2cosh’?A — 1 =1+ 2sinh? A

= cosh’ A + sinh®> A
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cosh(A = B) = cosh A cosh B = sinh A sinh B
sinh (A + B) = sinh A cosh B *= cosh A sinh B

e =coshx + sinhx e~ = coshx — sinh x

2.11 COMPLEX VARIABLE

If z = x + iy, where x and y are real variables, z is a complex variable and is a
function of x and y. z may be represented graphically in an Argand diagram (Figure
2.3).

Polar form:

z=x+ iy = |z|(cos 6 + i sin 6)

=
Il

r cos 0 y = rsin 6
where r = [z].

Complex arithmetic:
7y = X Ty 2 = X t iy,
7 2= 0 2 x) iy £y
20 % = (X = Yy i, vy T X, )
Conjugate:
r=x—dy  zegt=a 4y =

Function: another complex variable w = u + iv may be related functionally to z
by

w=u+iv=fx+iy) = f(z)
which implies

u = u(x,y) v = v(xy)
e.g.,

—

FIGURE 2.3 Argand diagram.
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cosh z = cosh (x + iy) = cosh x cosh iy + sinh x sinh iy

cosh x cos y + i sinh x sin y

u = cosh x cos y v = sinh x sin y

2.12 CAUCHY-RIEMANN EQUATIONS

If u(x,y) and v(x,y) are continuously differentiable with respect to x and y,

u_wou_ _w
dx  dy dy ox

w = f(z) is continuously differentiable with respect to z and its derivative is

fro=ris =2 o i

ou .dv dv . ou 1 (ou + Jv
i — o 9@
0x ox  dy

4 =

ay 1
It is also easy to show that V2u = V? = 0. Since the transformation from z to w
is conformal, the curves u = constant and v = constant intersect each other at right

angles, so that one set may be used as equipotentials and the other as field lines in
a vector field.

2.13 CAUCHY’S THEOREM

If f(2) is analytic everywhere inside a region bounded by C and a is a point with-
in C,

1 [ f@
2w Jcz — a

fla) =

This formula gives the value of a function at a point in the interior of a closed
curve in terms of the values on that curve.

2.14 ZEROES, POLES, AND RESIDUES

If f(2) vanishes at the point z, the Taylor series for z in the region of z, has its first
two terms zero, and perhaps others also: f(z) may then be written

f@) = (z—2)'8@
where g(z,) # 0. Then f(z) has a zero of order n at z,. The reciprocal
q(@) = 1/f(z) = h(2)/(z = zo)"

where h(z) = 1/g(z) # 0 at z,. g(z) becomes infinite at z = z, and is said to have
a pole of order n at z,. ¢(z) may be expanded in the form
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q@) = c (= z) + ot e @) et

where c_, is the residue of ¢(z) at z = z,. From Cauchy’s theorem, it may be shown
that if a function f(z) is analytic throughout a region enclosed by a curve C except
at a finite number of poles, the integral of the function around C has a value of
27 times the sum of the residues of the function at its poles within C. This fact
can be used to evaluate many definite integrals whose indefinite form cannot be
found.

2.15 SOME STANDARD FORMS

2
f €% cos(nf — sin 0)dO = 2m/n!
0

T a—1
X
f dx = 7 cosec am

ol +x
7 sin 0 T
do ==
J, a0 =3
fﬂ x exp(—h*x?)dx = L
0 2h?

T a—1
x
f dx = mcot am

o1l —x
fﬂ h“d_\/;
o OXP (Thxfdx = 7
71-2 242 _\/;
. X exp(—hx)dx—m

2.16 COORDINATE SYSTEMS

The basic system is the rectangular Cartesian system (x,y,z), to which all other
systems are referred. Two other commonly used systems are as follows.

Cylindrical Coordinates
Coordinates of point P are (x,y,z) or (r,6,z) (see Figure 2.4), where
x =rcos 0 y =rsin 0 =2

In these coordinates the volume element is r dr d6 dz.
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X
FIGURE 2.4 Cylindrical coordinates. FIGURE 2.5 Spherical polar coordinates.

Spherical Polar Coordinates
Coordinates of point P are (x,y,z) or (r,0,¢) (see Figure 2.5), where
X = rsin 0 cos ¢ y = rsin ¢ sin ¢ z=rcos 0

In these coordinates the volume element is r2sin 0 dr d6 d¢.

2.177 TRANSFORMATION OF INTEGRALS

fjff(&y,z)dx dy dz = ffj(p(u,v,w)J du dv dw

where
ax dy 5
u odu Ju
J— |x o dy oz |_ 9y
v v dv a(u,v,w
o gy az

aw  Iw  Iw

is the Jacobian of the transformation of coordinates. For Cartesian to cylindrical
coordinates, J = r, and for Cartesian to spherical polars, it is r2 sin 6.

2.18 LAPLACE’S EQUATION

The equation satisfied by the scalar potential, from which a vector field may be
derived by taking the gradient is Laplace’s equation, written as:
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P’d  Pd  2’D
V2P = — + S — = 0
0x ay 9z

In cylindrical coordinates:

19 oD 1 ?® o0
V2p = - — - —_ 4 —
ror <r ar) rr 96> 072
In spherical polars:
1 0 P 1 b 1 9
VP =——(r2— |+ - —
r*or <r ar> r¥sin 6 96 r? sin*g 9d>

The equation is often solved by setting
D = Uw)V(u)W(w)

in the appropriate form of the equation, separating the variables and solving sep-
arately for the three functions, where (u,v,w) is the coordinate system in use.

In Cartesian coordinates, typically the functions are trigonometric, hyperbolic,
and exponential; in cylindrical coordinates the function of z is exponential, that of
60 trigonometric, and that of r a Bessel function. In spherical polars, typically the
function of r is a power of r, that of ¢ is trigonometric, and that of 6 is a Legendre
function of cos 6.

2.19 SOLUTION OF EQUATIONS

Quadratic Equation
ax> —bx+c=0

b Vb* — 4ac

X = —— i —_—
2a 2a

In practical calculations if 5> > 4ac, so that the roots are real and unequal, calculate
the root of larger modulus first, using the same sign for both terms in the formula,
then use the fact that x,x, = c/a where x, and x, are the roots. This avoids the
severe cancellation of significant digits which may otherwise occur in calculating
the smaller root.

For polynomials other than quadratics, and for other functions, several methods
of successive approximation are available.

Bisection Method

By trial find x, and x, such that f(x,) and f(x,) have opposite signs (see Figure
2.6). Set x, = (x, + x,)/2 and calculate f(x,). If f(x,)f (x,) is positive, the root lies
in the interval (x,,x,); if negative in the interval (x,,x,); and if zero, x, is the root.
Continue if necessary using the new interval.
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X
P 12 !
/ x3 X|
FIGURE 2.6 Bisection method. FIGURE 2.7 Regula falsi.
Regula Falsi

By trial, find x, and x, as for the bisection method; these two values define two
points (x,, f (x,)) and (x,, f(x,)). The straight line joining these two points cuts the
x-axis at the point (see Figure 2.7).
. = Xof () — x, f (%)
: fx) = fxo)
Evaluate f(x,) and repeat the process for whichever of the intervals (x,,x,) or

(x,,x,) contains the root. This method can be accelerated by halving at each step
the function value at the retained end of the interval, as shown in Figure 2.8.

Fixed-Point Iteration

Arrange the equation in the form

x = f)
Choose an initial value of x by trial, and calculate repetitively
Xerr = F5)

This process will not always converge.

X0 X2

FIGURE 2.8 Accelerated method.
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/ /XZ Xl XO

FIGURE 2.9 Newton’s method.

Newton’s Method
Calculate repetitively (Figure 2.9).
Xeor = X = F) ()
This method will converge unless: (a) x, is near a point of inflexion of this function;

or (b) x, is near a local minimum; or (c) the root is multiple. If one of these cases
arises, most of the trouble can be overcome by checking at each stage that

Fos) < fx)

and, if not, halving the preceding value of |x,,, — x,].

2.20 METHOD OF LEAST SQUARES

To obtain the best fit between a straight line ax + by = 1 and several points
x,y)s (x3,¥,), - . ., (x,,y,) found by observation, the coefficients a and b are to be
chosen so that the sum of the squares of the errors

e, =ax; + by, — 1
is a minimum. To do this, first write the set of inconsistent equations

ax, + by, —1=0

ax, + by, =1 =0

ax, + by, — 1 =0

Multiply each equation by the value of x it contains, and add, obtaining
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n

azxzz+b2xiyi_2xi=0
-1 -1

i=1

Similarly, multiply by y and add, obtaining

aZXiyi+b2yz'2_E)’i:0
i=1 i=1 i=1

Lastly, solve these two equations for a and b, which will be the required values
giving the least squares fit.
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PART 2
CALCULUS

John Barron

2.21 DERIVATIVE

) = tim LE 0~ F@)
x—0 ox

If u and v are functions of x,
(uwv) = u'v + uw’

! ’ ’
u uuv — uv
v v?

(MU)" = u"y + nu® Vp® + ...+ nCpu(n*p)v(m 4o+ yo®

where

n!
p!(n — p)!

n
14

If z = f(x) and y = g(z), then

dy _dydz
dx  dz dx

2.22 MAXIMA AND MINIMA

f(x) has a stationary point wherever f'(x) = 0: the point is a maximum, minimum,
or point of inflexion according as f"(x) <, > or = 0.
f(x,y) has a stationary point wherever

J J
of _af _
ax  ady
Let (a,b) be such a point, and let
v ’f _ P _
ax? ’ axdy ’ ay?
2.16
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all at that point, then:

If H> — AB > 0, f(x,y) has a saddle point at (a,b).
If H> — AB <0 and if A < 0, f(x,y) has a maximum at (a,b),
but if A > 0, f(x,y) has a minimum at (a,b)

If H? = AB, higher derivatives need to be considered.

2.23 INTEGRAL

[/ s = 1im S g0+ 2o (02)

= lim 2 fla+ (n— 1) dx)éx

N—® n=

where &x = (b — a)/N.
If u and v are functions of x, then

f uv'dx = uv — f u'vdx (integration by parts)

f ydx

y
rl sin(m — n)x 1 sin(m + n)x (m # n)
. . 2 m-—n 2 m+n
sin mx sin nx { )
1 _sin 2mx (m = n)
2 2m
\
_l cos(m + n)x _ 1 cos(m — n)x (m + n)
2 m+n 2 m-—n
sin mx cos nx <
1 cos 2mx (m = n)
2 2m
\
l sin(m + n)x lsin(m - n)x (m # n)
2 m+n 2 m—n
COS mx COS nx < .
l ‘4 sin 2mx (m = n)
2 2m
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2.24 DERIVATIVES AND INTEGRALS

dy j
- dx
y dx y
x" nx"! x4+ 1)
1/x —1/x? In(x)
e ae™ e“/a
In(x) 1/x x[In(x) — 1]
X
log,x — log.e x log, | =
X e
. 1
sin ax a cos ax ——1In (cos ax)
a
cos ax —a sin ax —— sin ax
a
tan ax a sec? ax 1
—= cos ax
a
2 1 o
cot ax —a cosec? ax — In (sin ax)
a
1
sec ax a tan ax sec ax —In (sec ax + tan ax)
a
1
cosec ax —a cot ax cosec ax — In (cosec ax — cot ax)
a

arcsin (x/a)
arccos (x/a)
arctan (x/a)
arccot (x/a)
arcsec (x/a)
arccosec (x/a)

sinh ax
cosh ax
tanh ax
coth ax
sech ax

cosech ax

arsinh (x/a)

1/(02 — x2)1/2
_1/(a2 — x2)l/2
al(a®* + x?)
—al(a®> + x?)
a(x? — a®) V2 /x
_a(xz — a2)—1/2/x

a cosh ax

a sinh ax

a sech? ax

—a cosech? ax

—a tanh ax sech ax

—a coth ax cosech ax

(x2 + a2)*1/2

x arcsin (x/a) + (a®> — x?)!/?
x arccos (x/a) — (a®> — x?»)'/?
x arctan (x/a) — Ya In (a®> + x?)
x arccot (x/a) + Y4a In (a®> + x?)
x arcsec (x/a) — aln [x + (x> —

x arccosec (x/a) + a In [x + (x* — a»)''?]

1
— cosh ax

—Q

— sinh ax

—Q

— In cosh ax
a

— In (sinh ax)

N Q

— arctan (e*)

1 ax
—In | tanh —
an(an 2)

x arsinh (x/a) — (x> + a®)''?

S

arcosh (x/a) x2—a?'?
artanh (x/a) a(a®> + x*)7!
arcoth (x/a) —a(x? — a*)™!
arsech (x/a) —a(a®> — x> ?/x
arcosech (x/a) —a(x?® + a®)"?/x x arcosech (x/a) + a arsinh (x/a)
x2 4+ a®''? Yax(x? + a*)'"? + Y»a® arsinh (x/a)
x2 — a?)''? ox(x? — a?)'’? — Yha? arcosh (x/a)

x arcosh (x/a) — (x> — a®)''?

x artanh (x/a) — ‘%a In (a> + x?)
x arcoth (x/a) + ‘2a In (x? — a?)
x arsech (x/a) + a arcsin (x/a)
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dy J
- dx
y dr y
(@ — x)'/2 B ayti(p+ 1) (p#F -1
5 In(x? £ a?) (p=-1
(2 = @y Y@~ P (p + 1) (pE 1)
(a* — x?Px —Y% In(a®> — x?) (p=-1
x(ax? + by (ax?> + by 2a(p+1 (p# —1)
[In(ax? + b)]/2a (p=-1
Qax — x?)71/2 arccos | 2—2
a
. _ 1 a
(a® sin® x + b? cos? x)™! — arctan | — tan x
ab b
; 5 oo 1 a
(a® sin® x — b? cos? x)™! —— artanh | - tan x
ab b
o sin b @ sin bx — b cos bx
e* sin bx e T T
(a cos bx + b sin bx)
e™ cos bx e ~
a? + b?
2.25 STANDARD SUBSTITUTIONS
Integral a function of Substitute
a’ — x? x=asin® or x=acosf
a* + x? x=atan @ or x = asinh 6
x2—a? x=asec® or x=acosh8
2.26 REDUCTION FORMULAE
. 1 . m—1 .
f sin”™ x dx = — — sin™" ! x cos x + f sin™ 2 x dx
m m
1 . . m — .
cos” x dx = — —cos” ' xsinx + cos” % x dx
m

sin”! x cos" ! x N n—1

f sin”x cos™x dx = f sin” x cos" 2 x dx

m+n m+n

If the integrand is a rational function of sin x and/or cos x, substitute t = tan Yx,
then
1 -1 2dt

1+ ¢? dx:1+t2

. 1
sinx = ——, cos x =
1+t
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2.27 NUMERICAL INTEGRATION

Trapezoid Rule (Figure 2.10)

x

f v dx = h(y, + y,) + O(h)

Simpson’s Rule (Figure 2.10)

f‘ y dx = 2h(y, + 4y, + y,)/6 + O(h)

Change of Variable in Double Integral

fj fG,y)dx dy = JJ F(u,v)|J|du dv

where

0x ox ox dy

_6(x,y)_ u JIv u Ju

_au,v_—— — -
() u Jv Jdu  Jdu

is the Jacobian of the transformation.

Differential Mean Value Theorem

fa+h - f& _

3 ffx+06n0<0o<1

yA

AR

hih
-
X| Xz XB X

FIGURE 2.10 Numerical integration.
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Integral Mean Value Theorem

fbf(x)g(x)dx:g(a-i- 6h) fbf(x)dx h=b-a 0<6<I1

2.28 VECTOR CALCULUS

Let s(x,y,z) be a scalar function of position and let v(x,y,2) = iv(x,y,2) + ju,(x,,2)
+ kv,(x,y,2) be a vector function of position. Define

) ) )
V=i—+j—+k—
ax ay 0z

so that
9% 9% 9%
V'V:V2:—2+—2+—2
ax dy 9z
then
as as as
grads =Vs=i—+j—+k—
0x ay 0z

dv, 9v, v,

X

+ +
ax ay 0z

9 Ju, J d
culv=Vxv=i|2e-2)+j(E-ZE) 4k
dy 0z 0z 0x

The following identities are then true:

divv=V-v=

div¥(sv) = s divv + (grad s) - v
curl(sv) = s curl v + (grad s) X v
divlu X v) =v-curu—u-curl v
curlm X v) =udivv—vdiva + (v:-V)u — (u- Vv
div grad s = Vs
divcurl v=0

curl grad s = 0

curl curl v = grad(div v) — Vv
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where V? operates on each component of v.
v Xcurllv + (v-V)v = grad /, v?
potentials:
If curl v = 0, v = grad ¢ where ¢ is a scalar potential.

If div v = 0, v = curl A where A is a vector potential.
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PART 3
SERIES AND TRANSFORMS

John Barron

2.29 ARITHMETIC SERIES

Sum of n terms,
S,=a+@+d)+@+2d)+---+[a+ (n— 1)d]
=n[2a + (n — 1)d]/2
n(a +1)/2

2.30 GEOMETRIC SERIES

Sum of n terms,

S

n

S,

a+ar+tar?+ - +art=al - /A - <1

al/(1 —r)

2.31 BINOMIAL SERIES

P(P2‘_ 1) 4 p(p — 13)'(1!7 -2 e

A+xy=1+px+ +oee

If p is a positive integer the series terminates with the term in x” and is valid for
all x; otherwise the series does not terminate, and is valid only for —1 < x < 1.

2.32 TAYLOR'S SERIES

Infinite form

n

PO+ ) = £+ A1) + o 1) + e )

Finite form

n+1

n+ 1!

Pl W)= F@ 4R D e ey oG+ AR

where 0 < A < 1.

2.23
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2.33 MACLAURIN’S SERIES

2

F@) = £(0) + xf'(0) + =

5f"(o) R +;:_r;f(")(0) + ..

Neither of these series is necessarily convergent, but both usually are for appropriate
ranges of values of & and x respectively.

2.34 LAURENT'S SERIES

If a function f(z) of a complex variable is analytic on and everywhere between two
concentric circles center a, then at any point in this region

f@Q=ay,+az—a)+--+blz—a)+ b,/(z—a)’+---

This series is often applicable when Taylor’s series is not.

2.35 POWER SERIES FOR REAL VARIABLES

Math Comp
' x? all x | <1
e‘:1+x+5+---
R S -1<x=<1
In(1 + =x - — 4+ — = — 4 -+
n( X) =X 5 3 2
inx = _x_3+x_5_x_7 all x x| <1
sinx = x -0+ T - o
=1 x x5 X all x | <1
cosx=1-THg -t
oo all x I <1
N T TR
nx=x+ s 2 I W <
S T R T <5
arctanx=x—x—3+x_5_x_7+... I <1
3 5 7
sinhx:x+x—3+x_5+x_7+.” all x | <1
3t 57!
h —1+x—2+x—4+x_ﬁ+... all x x| <1
cosh x = TRTRE
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The column headed “Math” contains the range of values of the variable x for
which the series is convergent in the pure mathematical sense. In some cases a
different range of values is given in the column headed “Comp,” to reduce the
rounding errors which arise when computers are used.

2.36 INTEGER SERIES

N

Sn=14+2+3+4+---+N=NN+ 1)/2

N

S =12+22+3+4+---+ N>=NN + DN + 1)/6

N
D=1+ 234+ + N = NN+ 1)*/4

1 1
— = = = e = n
=oon 27374 In(2) (see In(1 + x))
x(_])n+l 1 1 1 -
=l—-—+-—-—zc+:--=—
a1 2n — 1 ! 35 7 4(See arctan x)
o 1 1 1 2
s=14+—-+-+—=+ o
zlnz S RRRT: 6
N

Sam+ D +2) -+ 1)

n=1
=123« 4+2:3:4-c-4+3:4-5-0+4--.
+ NN+ DN +2) -+ (N + 1)

NN+ DIN+2)---(N+r+1)
h r+2

2.37 FOURIER SERIES

o

1
f(0) = 3 4o + > (a, cos n@ + b, sin no)
n=1

with

27
a, = lf f(®) cos nOdO
T Jo
1 2
b, = —f f(0®) sin nOJO
T Jo

or
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fo = 2 c,exp(jno)

with

I O i : _ )3, +jb)n <0
Cp = ZTL F(®)exp(—jn®)dO = {’Iz(an —jb)n >0

The above expressions for Fourier series are valid for functions having at most
a finite number of discontinuities within the period 0 to 2 of the variable of inte-
gration.

2.38 RECTIFIED SINE WAVE

f(wt)—l+1005wt+22( 1)n+1L2”“”
2 T = _ 1

sm(ﬂ-/p) cos npwt

1 n+1 277 "7

Flon = SR 2 ( ) S (1 e

See Figures 2.11 and 2.12.

2.39 SQUARE WAVE

4 & sin@n — Dot
- E itk St bt

wt) =
fen = s a1
See Figure 2.13.
| i
]
]
> wt 1 »wl
0O w2 2r s -w/p O w/p
FIGURE 2.11 Half wave. FIGURE 2.12 p-phase.
|
¢ '
> w t
T w
~° 28 0 2
FIGURE 2.13 Square wave. FIGURE 2.14 Triangular wave.
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2.40 TRIANGULAR WAVE

sin(2n — 1wt

8 < +1
flwn =52 )™ =0

See Figure 2.14.

241 SAWTOOTH WAVE

flon =23 (~1y= S
T p=1

n

See Figure 2.15.

2.42 PULSE WAVE

fo=I+2 2 sin(ror/T) (@)

T
T T A nmdlT T
See Figure 2.16.

2.43 FOURIER TRANSFORMS

Among other applications, these are used for converting from the time domain to
the frequency domain.

Basic formulae:

f_“ U(fexp(2afydf = u(t) s U(f) = L u(t)exp(—j2mft)dt
Change of sign and complex conjugates:
u(=0 = (U(=f), u*(t) s U*(=f)
Time and frequency shifts (7 and ¢ constant):

u(t — m = U(f)exp(=j2mfrexp(j2mptiu(t) = U(f — ¢)
| | ]t
IO l; am b 0 7 o7 Tt
FIGURE 2.15 Sawtooth wave. FIGURE 2.16 Pulse wave.
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Scaling (T constant):
u@t/T) = TU(FT)
Products and convolutions:
u@*v() = UHV(F), u@u() = Uf)*V(f)
Differentiation:
w(t) s j2afU(f), —j2mu(®) = U'(f)
u(t,a)/da = I(U — f,a)/da

Integration (U(0) = 0, a and b real constants):
f, w(ndr = U(f)j2af

J;hv(t,a)da = :V(f,a)da

Interchange of functions:
U = u(=f)
Dirac delta functions:
81 =1 exp(2wfyt) = 6(f — fo)
Rect(f) (unit length, unit amplitude pulse, centered on ¢t = 0):
rect(f) < sin ¢f / wf

Gaussian distribution:

exp(—7t?) < exp(—¢f?)

Repeated and impulse (delta function) sampled waveforms:

i u(t — nT) s (L/THU(f) i o(f — nlT)

u(t) > 8t — nT) = (1/T) >, U(f — nIT)
Parseval’s lemma:

L u(t*(t)dt = Lo U(HV*(f)df

| = [ s
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2.44 LAPLACE TRANSFORMS

X, = J: x(H)exp(—st)

Function Transform Remarks
ot 1
e
s + «
sin wt @
me 2+ o?
cos wt il
@ 2+ o?
sinh wr R
cosh wt ° _S 7
" nls"t!
H(r) 1/s
1 Heavisi fi i
H(t — ) L exp(=s7) eaviside step function
s
x(t — DH({t — 1) exp(—s7)x(s) Shift in ¢
8t — 7) exp(—s7) Dirac delta function
exp(—at)x(t) (s + @) Shift in s
. w
exp(—atf) sin wt m
(s + a
exp(—at) cos wt m
dx(s)
1x(t -
x(1) s
dx(t _
% = x'(1) sx(s) — x(0)
d*x(1) s2x(s) — sx(0) — x’(0)
= X't
o ®
ax ., sx(s) — s"'x(0) — 5" %'(0) ... —
W = x"(1) SX2(0) — x=D(0)

Convolution integral

f x,(o)x,(t — 0)do — x,()x,(s)

0
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MATRICES AND DETERMINANTS

John Barron

2.45 LINEAR SIMULTANEOUS EQUATIONS

The set of equations

agx, tapx, ++-++ a,x, = b
Ay X, + AyX, + 00+ + ay,x, = b,
anl'xl + a712‘x2 toeeet annxn = bn

may be written symbolically
Ax =b

in which A is the matrix of the coefficients a;, and x and b are the column matrices
(or vectors) (x; * - - x,) and (b, * - - b,). In this case the matrix A is square (n X n).
The equations can be solved unless two or more of them are not independent, in

which case
det A =1]A| =0

and there then exist non-zero solutions x; only if b = 0. If det A # 0, there exist
non-zero solutions only if b # 0. When det A = 0, A is singular.

2.46 MATRIX ARITHMETIC

If A and B are both matrices of m rows and n columns they are conformable, and
A + B =Cwhere C; = A; + B,

Product

If A is an m X n matrix and B an n X [, the product AB is defined by

n

(AB), = >, (A),(B),

k=1

In this case, if [ # m, the product BA will not exist.

2.30
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Transpose

The transpose of A is written A’ or A’and is the matrix whose rows are the columns
of A, ie.,

(At)[j = (A)ji

A square matrix may be equal to its transpose, and it is then said to be symmetrical.
If the product AB exists, then

(AB) = B'A’

Adjoint
The adjoint of a square matrix A is defined as B, where
B);; - (A);

and A, is the cofactor of a; in det A.

Inverse
If A is non-singular, the inverse A™! is given by
A™!' = adjA/det A and A"'A = AA7' =1
the unit matrix.
(AB)"' = B'A"!

if both inverses exist. The original equations Ax = b have the solutions x = A~'b
if the inverse exists.

Orthogonality

A matrix A is orthogonal if AA"= 1. If A is the matrix of a coordinate transfor-
mation X = AY from variables y, to variables x;, then if A is orthogonal X'X =
Y'Y, or

X =2y

1 i=1

i

2.47 EIGENVALUES AND EIGENVECTORS

The equation
Ax = Xx

where A is a square matrix, X a column vector and A a number (in general complex)
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has at most n solutions (x, A). The values of A are eigenvalues and those of x
eigenvectors of the matrix A. The relation may be written

A-ADx=0

so that if x # 0, the equation A — AL = O gives the eigenvalues. If A is symmetric
and real, the eigenvalues are real. If A is symmetric, the eigenvectors are orthogonal.
If A is not symmetric, the eigenvalues are complex and the eigenvectors are not
orthogonal.

2.48 COORDINATE TRANSFORMATION

Suppose x and y are two vectors related by the equation
y = Ax
when their components are expressed in one orthogonal system, and that a second
orthogonal system has unit vectors u;, u,, . . ., u, expressed in the first system.
The components of x and y expressed in the new system will be x" and y’, where
x'=Ux, y =Uy

and U’ is the orthogonal matrix whose rows are the unit
vectors uf, u, etc. Then

y = Uy = UAx = U'Ax = U'Aux’

or
vy =A'x’
where
A’ = UAU
Matrices A and A’ are congruent.
2.49 DETERMINANTS
The determinant
a, a, o a,
D[t @
G as o,

is defined as follows. The first suffix in a,, refers to the row, the second to the
column which contains a,,. Denote by M, the determinant left by deleting the rth
row and sth column from D, then

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



ENGINEERING MATHEMATICS, UNITS, SYMBOLS, AND CONSTANTS

ENGINEERING MATHEMATICS, UNITS, SYMBOLS, AND CONSTANTS 2.33

D= (—1)"a, M,
k=1

gives the value of D in terms of determinants of order n — 1, hence by repeated
application, of the determinant in terms of the elements a,..

2.50 PROPERTIES OF DETERMINANTS

If the rows of |a,| are identical with the columns of |b,|, a, = b, and
la.| = |b,,| that is, the transposed determinant is equal to the original.

If two rows or two columns are interchanged, the numerical value of the deter-
minant is unaltered, but the sign will be changed if the permutation of rows or
columns is odd.

If two rows or two columns are identical, the determinant is zero.

If each element of one row or one column is multiplied by &, so is the value of
the determinant.

If any row or column is zero, so is the determinant.

If each element of the pth row or column of the determinant c,, is equal to the
sum of the elements of the same row or column in determinants a,, and b,,, then

rs?

rx| = |am" + |brx|

8

The addition of any multiple of one row (or column) to another row (or column)
does not alter the value of the determinant.

Minor

the remaining determinant M, is

r3|’

If row p and column g are deleted from |a
called the minor of a,,,.

Cofactor

The cofactor of a,, is the minor of a,, prefixed by the sign which the product
M, a,, would have in the expansion of the determinant, and is denoted by A,

pa%pa
— (_1+aM
A, = (1M,

A determinant a; in which a; = a; for all 7 and j is called symmetric, whilst if
a; = —a,; for all i and j, the determinant is skew-symmetric. It follows that a;; = 0

i

for all i in a skewsymmetric determinant.

2.51 NUMERICAL SOLUTION OF LINEAR
EQUATIONS

Evaluation of a determinant by direct expansion in terms of elements and cofactors
is disastrously slow, and other methods are available, usually programmed on any
existing computer system.
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Reduction of Determinant or Matrix to Upper Triangular or to Diagonal
Form

The system of equations may be written

ay Ayttt 4y, X b,
ayy Uy * 00 Uy, | Xy X2 b,
anl an2 o ann xn bn

The variable x, is eliminated from the last n — 1 equations by adding a multiple
—a;/a,, of the first row to the ith, obtaining

T I X b,
0 Ay, [ X ] X b;
0 0 ceeoan, X, b

where primes indicate altered coefficients. This process may be continued by elim-
inating x, from rows 3 to n, and so on. Eventually the form will become

ay Ayttt 4y, X b,
’ PR ’ ’

0 (255 Ay | X1 | X2 b,
Ve ” ”

0 O a, X, b

x, can now be found from the nth equation, substituted in the (n — 1)th to obtain
X,_, and so on.
Alternatively, the process may be applied to the system of equations in the form

Ax =1Ib

where I is the unit matrix, and the same operations carried out upon I as upon A.
If the process is continued after reaching the upper triangular form, the matrix A
can eventually be reduced to diagonal form. Finally, each equation is divided by
the corresponding diagonal element of A, thus reducing A to the unit matrix. The
system is now in the form

Ix = Bb

and evidently B = A~!. The total number of operations required is O(n%).
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DIFFERENTIAL EQUATIONS

R. Ken Livesley

A differential equation is an equation involving a dependent variable and its deriv-
atives with respect to one or more independent variables. An ordinary differential
equation is one in which there is only one independent variable—conventionally x
or t. A partial differential equation is one in which there are several independent
variables.

2.52 NOTATION AND DEFINITIONS

An ordinary differential equation with y as dependent variable and x as independent
variable has the general form

dy d’ _
f{x y, = o dxz’ .. } =0

where f{ } represents some specified function of the arguments. Solving a differ-
ential equation involves obtaining an explicit expression for y as a known function
of x.

The order of a differential equation is the order of the highest derivative ap-
pearing in it. Thus

d? d
o £ 13 dy +6y=6
is a second-order equation. A differential equation of order n has a general solution
containing n arbitrary constants. Specified values of the dependent variable and/
or its derivatives which allow these arbitrary constants to be determined are called
boundary conditions or (when the independent variable is ¢ and the values are given
at t = 0) initial conditions. Boundary conditions in which the dependent variable
or its derivatives are assigned zero values are called homogeneous boundary con-
ditions. A solution in which the arbitrary constants take definite values is called a
particular solution.

A linear differential equation is one which is linear in the dependent variable
and its derivatives, having the general form

P - Pl(x) + poX)y = f(x) 2.0

where py(x) . . . p,(x) and f(x) are specified functions of x. If f(x) # O the differ-
ential equation is said to be inhomogeneous. If f(x) = 0, so that

p,,(X) -+ p.(X) + Pox)y =0 (2.2)

d n
the differential equation is said to be homogeneous.

2.35
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In a partial differential equation the independent variables are normally variables
defining spatial position plus (possibly) time. A particular solution of a partial
differential equation requires the definition of a solution region with a bounding
curve or bounding surface, together with the specification of suitable boundary
conditions on that curve or surface. A partial differential equation, like an ordinary
differential equation, may be linear or nonlinear, and a linear partial differential
equation may be homogeneous or inhomogeneous. Boundary conditions, specifying
values of the dependent variable and/or its derivatives, may also be homogeneous
or inhomogeneous.

2.53 ORDINARY DIFFERENTIAL EQUATIONS:
ANALYTICAL SOLUTIONS

Simple analytical solutions exist for first-order linear differential equations and for
linear equations of higher order with constant coefficients.

First-Order Linear Equations

A first-order linear differential equation has the general form p,(x)(dy/dx) + py(x)y
= f(x), which can be written as

d
=+ Py = 00 23)
X

This equation has the general solution
yelt »d = f O(x)e’PWddy + C 2.4)

where C is an arbitrary constant. The function e/”®% is known as the integrating
factor.

Linear Equations with Constant Coefficients

Homogeneous Equations. A second-order homogeneous linear differential equa-
tion with constant coefficients has the general form

d?y dy
.
a5 +b +cy=0 (2.5)
The general solution is
y = C,eM + C,e™ (2.6)

where A,, A, are the roots of the auxiliary equation aA*> + bA + ¢ = 0, and C,, C,
are arbitrary constants.
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If the roots of the auxiliary equation are complex, with values A, = a + [,
A, = a — if3, it is more convenient to write the general solution of the differential
equation in the form

y = e*(C, cos Bx + C, sin Bx) 2.7)

If the roots are equal, i.e., A, = A, = A, say, then the general solution is
y = eMC, + C,x) (2.8)

where again C,, C, are arbitrary constants.

The solution of third- and higher-order homogeneous equations follows a similar
pattern, the auxiliary equation being a polynomial equation in A of appropriate
degree.

Inhomogeneous Equations. A second-order inhomogeneous linear differential
equation with constant coefficients has the general form
d? d
aEyz-l-bd—i-i-cy:f(x) 2.9)

where f(x) is a specified function. The general solution of equation (2.9) is the
general solution of the homogeneous equation (2.5) containing two arbitrary con-
stants (this solution is called the complementary function) plus a function (called
the particular integral) which, when substituted into equation (2.9), gives the cor-
rect function f(x) on the right- hand side.

For many simple right-hand sides the particular integral can be found by re-
placing y in the differential equation by a trial solution containing one or more
unknown parameters, here written as «, (3, etc.

Right-hand side: f(x) Trial solution: y(x)

constant a

x"(n integral) ax" + Bx"N+ L.

ekx aekx

xek (ax + B)e*

x"ekx (ax™ + Bx™ 1 4 .. )e™

sin kx a sin kx + B cos kx. (If only even differential
coefficients occur in the differential equation
cos kx| |[then « sin kx or B cos kx is sufficient.)

eh sin kyz
(o sin ky,x + B cos k,x)
e~ cos k,x

Equating the coefficients of the functions on the two sides of the equation gives
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the values of the parameters. This technique can also be used to solve equations of
third and higher orders.

If f(x) has the same form as one of the terms in the complementary function
then the substitution y = uf (x) should be made, where u is an unknown function
of x. This substitution generates a simple differential equation for u(x).

Simultaneous Linear Differential Equations. The analysis of a linear mechanical
or electrical system with several degrees of freedom may require the solution of a
set of simultaneous linear differential equations, in which there is one independent
variable (normally time) and several dependent variables. In cases where the equa-
tions have constant coefficients, as in the example

du dv
—+3—+u—v=1r
7 3 7 u—v =t
du dv

2— ———2u+ =
i dr u+3v=0

the equations can be solved by a procedure very similar to the elimination method
for solving sets of linear algebraic equations. This procedure generates a linear
differential equation (with order equal to the sum of the orders of the original
equations) for one of the dependent variables: after solution of this equation the
other dependent variables can be obtained by back-substitution.

Inserting the Initial or Boundary Conditions. A linear differential equation of
order n has a general solution

y = &) + C&0) + GEX) + -+ CE(X) (2.10)

where &,(x) is the particular integral and C,&(x) + C,&(x) - - + C&,(x) is the
complementary function. Once this general solution has been found, the values of
the n constants can be obtained by imposing n boundary or initial conditions, i.e.
n values of y and/or its derivatives at particular values of x. If all the boundary
conditions are specified at a single value of x the problem is referred to as a one-
point boundary-value problem or, if the independent variable is ¢ and the conditions
are specified at r = 0, as an initial-value problem. Initial value problems can also
be solved by the use of Laplace transforms. The Laplace transform method deter-
mines a particular solution of a differential equation, with the initial conditions
inserted, rather than the general solution (2.10).

Impulse and Frequency Responses: The Convolution Integral. The solution of
the differential equation

dvy
a
" dt"

d
Fooba o ay = O @.11)

for a general function of time f(#) with homogeneous initial conditions

dn*ly dn*2y dy
= = eee = = = =Qatr=0
a1 i a Y0

can be obtained from the impulse response g(t), which is the solution of the dif-
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ferential equation with the same initial conditions when f (f) = 8(¢). 6(¢) is the Dirac
S-function, defined by the equations

ﬁ 8(dt = 1;8(t) =0ifr# 0

The impulse response can be obtained by solving the homogeneous equation

" d
a,,dtf+---+a1%+a(,y:0 (2.12)
with initial conditions (&'y)/(dt" ") = 1/a,, (d"2)/(dt"2) = -+ = dyldt = y =

0 at r = 0. Alternatively, it can be found by the use of Laplace transforms.
The solution of equation (2.11) for an arbitrary right-hand side f(¢) is given in
terms of the impulse response g(¢) by the convolution integral

y@®) = f( ) gnf@ — ndr (2.13)

This integral is symmetric in the functions g and f, and can therefore be written
in the alternative form

¥ = L f(ng(t — ndr (2.14)

If f(r) = ¢ and equation (2.11) represents a stable system (i.e. the comple-
mentary function has no exponential terms with positive real part) then as ¢t — =
the solution tends to the steady state form y(f) = G(w)e™’. The complex function
G(w) is called the frequency response of the system. It may be obtained from the
differential equation by substituting the trial solution y = ae’ or from the impulse
response by the use of equation (2.13). The latter derivation gives the result

3

Gw) = f g(De-dr (2.15)

This equation states that the frequency response G(w) is the Fourier transform of
the impulse response g(7)

Linear Equations with Variable Coefficients

Second- and higher-order linear equations with variable coefficients do not, in gen-
eral, have solutions which are expressible in terms of elementary functions. How-
ever, there are a number of second-order equations which occur frequently in
applied mathematics and for which tables of solutions exist. Subroutines for gen-
erating these solutions are available on most scientific computers. Two of the most
important of these equations are
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. d? d
Bessel’s equation:  x? EZ + x d_)yc + (A2 =-n?)y =0 (2.16)

Legendre’s equation: (1 — x?) @ - 2x @ +nn+ y=0 (217
£ 4 ' dx? dx Y '
In certain other cases an equation with variable coefficients can be converted into
one with constant coefficients by means of a change of variable. In general, how-
ever, solutions of linear differential equations with variable coefficients can only be
obtained by approximate methods.

2.54 ORDINARY DIFFERENTIAL EQUATIONS:
APPROXIMATE SOLUTIONS

Approximate solutions of differential equations can be obtained by graphical, nu-
merical or analytical methods.

A Graphical Method for First-Order Equations

A graphical solution of the general first-order equation dy/dx = f(x,y) can be
obtained as follows. A series of curves f(x,y) = ¢, C5, . . ., C;, . . . (termed isoclines)
are drawn in the x, y plane, where the ¢’s are suitable constants. On each isocline
line-segments are drawn with slope equal to the associated value of c¢;: these seg-
ments give the direction of the solutions as they cross the isocline. The general
form of these solutions can be obtained by joining up the segments to form con-
tinuous curves.
A simple example is shown in Figure (2.17), which illustrates the solution of
the differential equation dy/dx = —x/y. The isoclines —x/y = ¢, ¢y, . . . , Cp
. . are straight lines through the origin, and the segments which form part of the
solutions are always perpendicular to the isoclines. It is clear from the figure that
the solutions are circles centered on the origin: this is easily verified analytically.

Approximate Numerical Methods

Derivatives and Differences. If a continuous function y(x) is sampled at a series
of equally spaced points x,, . . ., X,, . . . , Xy to give a set of values y,, . . . , y,,
., yy then it follows from the definition of a differential coefficient that

d d
<d—y> = (Vur1 = Y/, (d_y> =~ (y, — y,_)/h (2.18)
X w12 X/, 11

or alternatively

d
(d—y> = Gt = Yu)/20 (2.19)
X n

where h is the sampling inverval, as shown in Figure 2.18. Taking the difference
of the two equations (2.18) and dividing by /& gives
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FIGURE 2.17 Isoclines for the differential equa-
tion dy/dx = —x/y.

|

|
] !
! |
} Vn |
| I
| |
[ |
] 1

Xp_1 Xn Xn+1 X

FIGURE 2.18 Approximate representations of dy/dx.

d?y )
@) = V1 = 29, + Y,/ h (2.20)
and the process can be continued in a similar way to give approximations to (d3y
/dx?),.1,», etc. The quantities (¥, — yo), - - - (Vos1 — Vo) C (Yy — Yy_,) are
termed the first differences of the set of values y,, the quantities . . . (y,,; — 2y,
+ y,_1), - . . the second differences, and so on. The role of differences in numerical
analysis is similar to that of differential coefficients in calculus.
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Two-Point Boundary-Value Problems. An approximate solution of the second-
order linear differential equation

dz d
Po) 5+ P+ oy = 00 (2.21)

with boundary conditions y = y,atx = 0, y = y, at x = a can be found by dividing
the solution range 0 < x < a into N equal intervals and replacing the continuous
function y(x) by a set of N + 1 quantities y, = y(x,), (n = 0, . . ., N), where
x, = nh and h = a/n. Replacing the differential coefficients in equation (2.21) by
the approximations (2.19) and (2.20) gives

P2Vt = 290 + Vo) + A )iy — Yii)/2 (2.22)
+ pyx)y, = fx,) (m=1,...,n—1)

Setting up an equation of this form at each of the points x,, . . . , x,_, produces a
set of n — 1 simultaneous linear algebraic equations which can be solved for the
unknown function values y,, . . ., yy_, (the values of y, and y, which appear in
these equations are known from the boundary conditions). Intermediate values of
y(x) can be found subsequently by interpolation.

Initial-Value Problems. The general first-order differential equation

dy _
iR L) (2.23)

with initial condition y = y,at t = £, can be solved by a step-by-step procedure in
which approximate function values y,, y,, . . . are computed successively at t =
t,,t,, . . . The simplest step-by-step procedure is due to Euler and involves the
replacement of the differential equation (2.23) by the approximation

Vi1 =¥, T Af(t,,y,) (m=0,1,2,...) (2.24)

where / is equal to the interval 7,., — t,. As shown in Figure 2.19, this procedure

Y4

Yn+1

)

Yn

|
I
|
|
|
|
l

ty th+1 t

FIGURE 2.19 Euler’s approximate integration pro-
cedure.
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takes the tangent at each solution point as the solution over the next interval. The
truncation error in a single step is O(h?). If the step-length % is kept constant over
a given range 0 < ¢ < T the number of steps is 7/h, so that the truncation error
over the range is O(h). (The round-off error increases with the number of steps, so
that there is an optimum value of 4 which minimizes the total error.)

The accuracy of the Euler procedure can be improved by using equation (2.24)
as a predictor to obtain an approximate value y* ,, which is then inserted in a
suitable corrector formula to generate a more accurate value of y, ,. A simple
predictor/corrector pair is

Predictor y* , =y, + hf(t,y,)

Corrector  y,.y =y, + h{f(1,.y,) + f(t,01.y50)}/2

(2.25)

One of the most popular predictor—corrector procedures is the Runge—Kutta. A
single step of the procedure involves four evaluations of f(z,y) in accordance with
the formulae

a, = hf(t,,y,), a, = hf(t, + h/2,y, + a,/2)
a; = hf(t, + h/2,y, + a,/2), a, = hf@t, + h,y, + a;)
the final value of y,,, being
Vpe1 = ¥, + {a, + 2a, + 2a; + a,}/6 (2.26)

The error per step is O(k%), so that the error over a given range of ¢ is O(h*). A
computer subroutine for the Runge—Kutta procedure normally requires a user-
supplied subroutine to evaluate f(z,y) for specified values of ¢ and y.

An initial-value problem involving a differential equation of second or higher
order can be solved by reducing the differential equation to a set of first-order
equations. For example, the third-order nonlinear equation

dy  d% dy\’

= +t—=5 -2 (=) +y>*=10¢

a T ar (dt Y

can be solved by introducing the additional variables u and v and writing the
equation as

dy du dv
= = - — =y - = — + 2,2 2
i u; 7 v; a7 10t — rw + 2t%u y

This set of first-order equations for the three variables u, v, and y can be solved by
any of the methods described above, the step-by-step procedure being carried for-
ward simultaneously for each of the variables.

Approximate Analytical Methods

An approximate solution of a linear differential equation can also be obtained by
choosing a set of M basis functions B, (x) and expressing the unknown solution

y(x) as
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M

Yy = ¢,Bi(x) + ++ + cyby®) = X ¢,B,(x) (2.27)

m=1

There are a number of methods based on this approach. They may be classified
according to the choice of basis functions B,,(x) and the procedure used to find the
constants c,,. The most important sets of basis functions are the integral powers of
x (which generate power-series approximations) and the harmonic functions sin mx
and cos mx (which generate Fourier approximations). In the following account the
equation to be solved is written as

Ly = w(x) (2.28)

where £ represents a specified linear differential operator and w(x) is a specified
function of x. It is assumed that a solution is required in an interval p < x < ¢ and
that sufficient homogeneous boundary conditions are specified at x = p and x = ¢
to make the solution unique. It is further assumed that each of the approximating
functions B,(x), . . . , B,,(x) satisfies these boundary conditions.

In general the approximation (2.27) will not be capable of satisfying the differ-
ential equation (2.28) exactly, whatever values are assigned to the constants c;: there
will be an error function

€x) = ¢ {% Cmbm(x)} — w(x)

m=1

which can be written in the form

M

e(x) = D c,b,(x) — w(x) (2.29)

m=1

where b, (x) = &{B,(x)}.

Two procedures for finding sets of constants which make the error e(x) small
are collocation and Galerkin’s method. In the collocation method the constants c,,
are obtained by making e(x) zero at a selected set of points x, (k =1, ..., M) in
the interval p < x < ¢. This generates a set of M simultaneous equations

Mk

b,(x)c, =wkx) (k=1 ..,M) (2.30)

1

m

which can be solved for the M constants. In Galerkin’s method the constants c,, are
obtained by making e(x) orthogonal to the M basis functions B(x),

M

fq B (x)e(x)dx = fq Bk(x){E Cb(x) — w(x)} dc=0 k=1,..., M)

m=1

These equations can be written in the form

Z { fq Bk(x)bm(x)dx}cm = f ’ Bwx)dx (k=1,...,M) (2.31)

Equation (2.31), like equation (2.30), represents a set of M linear algebraic equa-
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tions for the unknown constants c,,. If the differential operator £ is self-adjoint (a
condition satisfied in most practical applications of the method) the coefficients

f ! B, (x)b,,(x)dx

form a symmetric matrix. If, in addition, the functions B, (x) are chosen to be the
normalized eigenfunctions of the differential operator £, so that £{B,,(x)} = b,,(x)
= \,.B,(x), then equation (2.31) takes the simpler form

m-m

¢ = L "B owdx/y, (k=1,.... M) (2.32)

with each constant ¢, depending only on the corresponding function B,(x).

2.55 PARTIAL DIFFERENTIAL EQUATIONS

Linear partial differential equations can be classified as elliptic, hyperbolic or par-
abolic. An elliptic differential equation is one in which the boundary conditions
imposed on each segment of the boundary affect the solution at all points in the
solution region or, conversely, one in which the solution at any point depends on
the boundary conditions over the whole boundary, as shown in Figure 2.20(a). The
commonest elliptic equation is Laplace’s equation

PPp PP %P
— L+ L= 2.
ax2  ay? 9z 0 (2.33)

which is the equation governing gravitational fields in free space, steady heat and

(a)

(b

FIGURE 2.20 Partial differential equation types: (a) elliptic, (b)
hyperbolic.
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electrical conduction, seepage flow in soils, etc. The inhomogeneous form of La-
place’s equation is Poisson’s equation

2 2 2
a_<i>+a_<;2s+a_<f:_o (2.34)
ax ay 9z
where o is a known function of position. This equation governs gravitational fields
in regions containing distributed matter, heat conduction in the presence of distrib-
uted heat sources, etc.
Another elliptic differential equation of interest is the bi-harmonic equation gov-
erning the bending of an initially flat plate:

¢ ’o e
— 4+ +-— = —q/D 2.
ot T 2oy Ty = 4 (2.35)

where ¢ is the transverse displacement of the plate, ¢ is the known distribution of
transverse load, and D is a constant representing the stiffness of the plate.

Equations (2.33)—(2.35) can also be written in the more general form V¢ = 0,
V3¢ = —o, V¢ = —al/D, where V? is the Laplacian operator of vector calculus.
This operator takes various forms, depending on the coordinate system (Cartesian,
cylindrical polar, spherical polar, etc.) used to define the solution region.

A hyperbolic differential equation is one in which the boundary conditions on
a segment of the boundary only affect a part of the solution region or, conversely,
one in which the solution at any point only depends on the boundary conditions
over part of the boundary, as shown in Figure 2.20(b). The commonest hyperbolic
differential equation is the wave equation

2b 19 L #¢
T2 = o gp2 OF more generally, Vi = — - 3

(2.36)

which governs the propagation of sound and other waves in both fluids and solids.
Another common partial differential equation is the diffusion equation

92 19
% = pr a—(f or, more generally, V?¢ =

1 d¢
- 2.37
a ot ( )
which governs, for example, the unsteady flow of heat in solids. The diffusion
equation is an example of a parabolic differential equation. Such equations can be
thought of as lying on the borderline between elliptic and hyperbolic forms.

Analytical Solutions: Separation of Variables

Simple analytical solutions exist for linear partial differential equations with con-
stant coefficients. For example, Laplace’s equation in two dimensions is satisfied
by both the real and imaginary parts of any analytic function f(z), where z is the
complex variable x + jy. This fact allows many two- dimensional field problems
to be solved by a technique known as conformal mapping. Similarly, the one-
dimensional wave equation
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P _1¢
ax?  a® ar?

has solutions of the form f(x = ar), where f is an arbitrary differentiable function.
These solutions represent waves of arbitrary shape traveling along the x axis.

Analytical solutions of linear partial differential equations can be obtained by
using the method of separation of variables. For a differential equation whose
dependent variable is ¢ and whose independent variables are x and y this method
involves assuming a solution of the form ¢ = X(x)Y(y), where X is an unknown
function of x only and Y is an unknown function of y only. Substitution of this
solution into the differential equation yields ordinary differential equations for the
functions X and Y.

Typical examples of separable solutions are the function

_ Jcos cosh
¢ = {sin })\x{sinh} Ay
which satisfies both the two-dimensional Laplace equation and the homogeneous
plate bending equation and the function

) COS
b=e {sin})\x

which satisfies the one-dimensional diffusion equation.

Separable solutions always contain an arbitrary parameter A called the separation
constant. The imposition of boundary conditions on a solution may result in only
certain values of A being permissible. In such cases more general solutions can
often be built up by combining a number of basic solutions involving these values
of A. For example, the solution of the one-dimensional diffusion equation given
above implies the existence of a more general solution

¢ = > e ™A, cos \,x + B, sin A, x)
n=1

which can be made to fit a variety of boundary conditions by suitable choice of
the constants A, and B,,.

Numerical Solutions: The Finite-Difference Method

The finite-difference method for solving partial differential equations is similar to
the numerical technique for solving ordinary differential equations with two-point
boundary conditions. The following example shows how the method can be used
to find the steady-state distribution of temperature within the L-shaped region shown
in Figure 2.21 when the temperature variation on the boundary of the region is
given. In this problem the temperature ¢ satisfies the two-dimensional Laplace
equation
2 2
6_(],’) + a_d) — 0
ax?  ay?

with appropriate values of ¢ specified on the boundary.
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FIGURE 2.21 A finite-difference mesh.

The region is first covered with a uniform grid of squares, as shown in the figure.
The intersections of the grid lines within the solution region are called nodal points
and the values of ¢ at these points are called nodal values: it is these values which
are determined by the method. At each nodal point the partial derivatives which
make up the differential equation are replaced by differences, using an appropriately
amended version of equation (2.20). This operation converts the partial differential
equation into a linear algebraic equation involving the nodal values at the chosen
nodal point and its four nearest neighbors. If these points are labeled as shown in
Figure 2.22 then the linear equation associated with the point p is

(, + &b, + &+ &, — 4¢,)/h* =0 (2.38)

A similar equation can be constructed for each nodal point within the solution
region (it is not necessary to construct equations for nodal points on the boundary).
For nodal points adjacent to the boundary at least one of the values ¢,, . . ., ¢,
will be known.

This procedure converts the partial differential equation into a set of n simul-
taneous linear equations, where n is the number of nodal points within the solution
region. In precomputer days these equations were solved by an iterative process

FIGURE 2.22 Nodal points associated with
the difference equation for node p.
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known as relaxation. Nowadays they are solved by a computer routine designed to
take advantage of the sparse and banded nature of the coefficient matrix. Once the
nodal values have been obtained, values of the solution at other points within the
region can be found by interpolation.

Numerical Solutions: The Finite-Element Method

In recent years the finite-element method has largely replaced the finite-difference
method as the standard numerical technique for solving problems of heat conduc-
tion and stress analysis in solid bodies. To assist in a comparison of the two ap-
proaches the following account considers the heat-conduction problem solved by
finite differences.

The finite-element method also begins with the construction of a mesh covering
the solution region. This mesh is commonly formed from triangles (the elements
of the method) although quadrilaterals can also be used. The mesh need not be
uniform—indeed, it is standard practice to grade the mesh so that it is finer in
regions where the solution is likely to vary rapidly, as shown in Figure 2.23.

The finite-element method, like the finite-difference method, changes the prob-
lem of solving a partial differential equation into that of solving a system of linear
algebraic equations for a set of nodal values. However, in contrast to the finite-
difference method, in which the value of the solution is only defined at the nodal
points, the finite-element method replaces the actual solution by an approximation
which is linear (or, more generally, a low-order polynomial) within each element.

The first stage of the solution procedure involves the determination of the prop-
erties of each individual element. A typical triangular element with nodal values
¢, ¢y, 5 is shown in Figure 2.24. If the temperature ¢ within the element is
assumed to vary linearly with position then it can be expressed in terms of the
nodal values as

b = dini(x,y) + dnsy(x,y) + ¢s5(x,y) (2.39)

where n,, n,, n, are simple linear functions of x and y called shape functions. From

FIGURE 2.23 A finite-element mesh.
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FIGURE 2.24 A typical finite element.

this expression for ¢ it is straightforward to obtain the density of heat flow q
(constant within the element) and the amount of heat flowing across each side of
the triangle as linear functions of the nodal temperatures ¢,, ¢,, ¢;. In preparation
for the next part of the procedure these distributed boundary flows are replaced by
equivalent concentrated flows ¢,, ¢,, ¢ at the vertices of the element, as shown in
Figure 2.24, these concentrated flows being expressed as linear functions of the
nodal temperatures ¢, ¢,, ;.

The second stage of the solution procedure involves joining the elements to-
gether to form the solution region. This has two consequences. First, it imposes
conditions of continuity on the temperature ¢. If two elements have nodes p and
g in common, as shown in Figure 2.25, then they share the same nodal values ¢,
and ¢,. Furthermore, since ¢ is linear within each element, ¢ is also continuous
on their common boundary pg. Second, it imposes conditions on the nodal heat
flows. In the exact solution of a steady heat-flow problem the net outflow from any
infinitesimal area within the solution region must be zero. In the finite-element
method this condition is replaced by the condition that at each node within the
solution region the equivalent concentrated nodal flows associated with the node
must add up to zero. Since these nodal flows are known linear functions of the
associated nodal values, this condition generates a linear equation which relates the
nodal values at a group of neighboring nodes. Thus for the elements shown in
Figure 2.25 the condition of zero net outflow at node p generates a linear equation
involving ¢, and ¢,, . . . , ¢,. There is one such equation for each node within the
solution region.

The final stage of the method is the solution of the nodal- flow equations for
the nodal values. As with the finite-difference method, the coefficient matrix for
these equations is both sparse and banded. After the equations have been solved,
values of ¢ at points within elements can be found, if required, from equation
(2.39).
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Sum of nodal
flows=0

u

FIGURE 2.25 Adding up the nodal flows in a finite-
element mesh.

This example has introduced the simplest form of finite element—the three-node
triangle, within which the dependent variable varies linearly. Adding three addi-
tional nodes, one on each side of the triangle, allows a quadratic variation of the
dependent variable within the triangle, giving improved accuracy. Four- and eight-
noded quadrilaterals are also popular elements in the analysis of two-dimensional
problems. In three-dimensional analyses the corresponding elements are tetrahedra,
bricks, and wedges. Nowadays it is common for applications of the method to
involve meshes with tens of thousands of nodes.

The application of the finite-element method to stress analysis follows similar
lines, with (vector) displacements replacing (scalar) temperatures and (tensor)
stresses replacing (vector) heat flow densities. Many commercial computer pro-
grams are now available for solving a wide range of stress and thermal analysis
problems. The method can also be applied to fluid flow and electromagnetic field
problems.
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PART 6
STATISTICS

Fraidoon Mazda

2.56 INTRODUCTION

Data are available in vast quantities in all branches of engineering. This chapter
presents the more commonly used techniques for presenting and manipulating data
to obtain meaningful results.

2.57 AVERAGES

Arithmetic Mean
The arithmetic mean of n numbers x,, x,, X3, . . . , X, iS given by

X+ X + X3+ 0+ X,
n

X =
or

n
2r:l 'xr

n

x = (2.40)
The arithmetic mean is easy to calculate and it takes into account all the figures.
Its disadvantages are that it is influenced unduly by extreme values and the final
result may not be a whole number, which can be absurd at times, e.g., a mean of
2Y people.

Median and Mode Median or “middle on” is found by placing all the figures in
order and choosing the one in the middle, or, if there are an even number of items,
the mean of the two central numbers. It is a useful technique for finding the average
of items which cannot be expressed in figures, e.g., shades of a color. It is also not
influenced by extreme values. However, the median is not representative of all the
figures.

The mode is the most “fashionable” item, that is, the one which appears the
most frequently.

Geometric Mean
The geometric mean of n numbers x,, x,, X5, . . . , X, iS given by
X, ="V, X xy X Xy X o0 X x,) (2.41)

This technique is used to find the average of quantities which follow a geometric

2.52
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progression or exponential law, such as rates of changes. Its advantage is that it
takes into account all the numbers, but is not unduly influenced by extreme values.

Harmonic Mean
The harmonic mean of n numbers x,, x,, X3, . . . , X, is given by

n
%= ST (2.42)

This averaging method is used when dealing with rates or speeds or prices. As a
rule when dealing with items such as A per B, if the figures are for equal As then
use the harmonic mean but if they are for equal Bs use the arithmetic mean. So if
a plane flies over three equal distances at speeds of 5 m/s, 10 m/s and 15 m/s the
mean speed is given by the harmonic mean as

3

=3l
Vs + Vio + Y15 8.18 m/s

If, however, the plane were to fly for three equal times, of say, 20 seconds at speeds
of 5 m/s, 10 m/s, and 15 m/s, then the mean speed would be given by the arith-
metic mean as (5 + 10 + 15)/3 = 10 m/s.

2.58 DISPERSION

Range and Quartiles

The average represents the central figure of a series of numbers or items. It does
not give any indication of the spread of the figures, in the series, from the average.
Therefore, in Figure 2.26, both curves, A and B, have the same average but B has
a wider deviation from the average than curve A.

There are several ways of stating by how much the individual numbers, in the
series, differ from the average. The range is the difference between the smallest

.

Number (frequency)

Parameter
FIGURE 2.26 Illustration of deviation from the average.
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and largest values. The series can also be divided into four quartiles and the dis-
persion stated as the interquartile range, which is the difference between the first
and third quartile numbers, or the quartile deviation, which is half this value.

The quartile deviation is easy to use and is not influenced by extreme values.
However, it gives no indication of distribution between quartiles and covers only
half the values in a series.

Mean Deviation

This is found by taking the mean of the differences between each individual number
in the series and the arithmetic mean, or median, of the series. Negative signs are
ignored.

For a series of n numbers x,, x,, X, . . . , X, having an arithmetic mean of x the
mean deviation of the series is given by

I —

(2.43)
n

The mean deviation takes into account all the items in the series. But it is not very
suitable since it ignores signs.

Standard Deviation

This is the most common measure of dispersion. For this the arithmetic mean must
be used and not the median. It is calculated by squaring deviations from the mean,
so eliminating their sign, adding the numbers together and then taking their mean
and then the square root of the mean. Therefore, for the series of equation 2.43 the

standard deviation is given by
" =2\ 172
_ (Erl (x, — x) ) (2.44)
n

The unit of the standard deviation is that of the original series. So if the series
consists of the heights of a group of children in meters, then the mean and standard
deviation are in meters. To compare two series having different units, such as the
height of children and their weights, the coefficient of variation is used, which is
unitless:

coefficient of variation = % % 100 (2.45)

2.59 SKEWNESS

The distribution shown in Figure 2.26 is symmetrical since the mean, median, and
mode all coincide. Figure 2.27 shows a skewed distribution. It has positive skew-
ness; if it bulges the other way, the skewness is said to be negative.

There are several mathematical ways for expressing skewness. They all give a
measure of the deviation between the mean, median and mode and they are usually
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FIGURE 2.27 Tllustration of skewness.

stated in relative terms, for ease of comparison between series of different units.
The Pearson coefficient of skewness is given by

mean — mode

~ standard deviation (2.46)

k

Since the mode is sometimes difficult to measure this can also be stated as

3(mean — median)
p 24
k" standard deviation (2.47)

2.60 COMBINATIONS AND PERMUTATIONS

Combinations

Combinations are the numbers of ways in which a proportion can be chosen from
a group. Therefore the number of ways in which two letters can be chosen from a
group of four letters A, B, C, D is equal to 6, i.e., AB, AC, AD, BC, BD, CD. This
is written as

iC,=6
The factorial expansion is frequently used in combination calculations where
nl=nXmh-1)XMm-2)X---X3X2X1
Using this the number of combinations of n items from a group of n is given by

!
ne n:

r

T (2.48)
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Permutations

Combinations do not indicate any sequencing. When sequencing within each com-
bination is involved the result is known as a permutation. Therefore the number of
permutations of two letters out of four letters A, B, C, D is 12, i.e., AB, BA, AC,
CA, AD, DA, BC, CB, BD, DB, CD, DC. The number of permutations of r items
from a group of n is given by

n!
" (- P

n

(2.49)

2.61 REGRESSION AND CORRELATION

Regression

Regression is a method of establishing a mathematical relationship between two
variables. Several equations may be used to establish this relationship, the most
common being that of a straight line. Figure 2.28 shows the plot of seven readings.
This is called a scatter diagram. The points can be seen to lie approximately on
the straight line AB.

The equation of a straight line is given by

y=mx +c (2.50)

where x is the independent variable, y the dependent variable, m is the slope of the
line and c its interception on the y-axis. ¢ is negative if the line intercepts the y-
axis on its negative part and m is negative if the line slopes the other way to that
shown in Figure 2.28.

The best straight line to fit a set of points is found by the method of least squares
as

YA

E

FIGURE 2.28 A scatter diagram.
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_ 2xy — (ExXy)/n
S STy @31

and

_ Sx3xy — Zy3x?

(Ex)? — n=x? (2.52)

where 7 is the number of points. The line passes through the mean values of x and
y, i.e., x and y.

Correlation

Correlation is a technique for establishing the strength of the relationship between
variables. In Figure 2.28 the individual figures are scattered on either side of a
straight line and although one can approximate them by a straight line it may be
required to establish if there is correlation between the x and y-readings.

Several correlation coefficients exist. The product moment correlation coefficient
(r) is given by

D€ ) O )
no.o,

(2.53)

or

2 — 0y —y)
" Ea - oy (259
The value of r varies from +1, when all the points lie on a straight line and y
increases with x, to —1, when all the points lie on a straight line but y decreases
with x. When r = 0 the points are widely scattered and there is said to be no
correlation between x and y.
The standard error of estimation in r is given by

S, = o1 — r)”2 (2.55)

In about 95% of cases, the actual values will lie between plus or minus twice the
standard error of estimated values given by the regression equation. This is shown
by lines CD and EF in Figure 2.28. Almost all the values will be within plus or
minus three times the standard error of estimated values.

It should be noted that o, is the variability of the y-values, whereas S, is a
measure of the variability of the y-values as they differ from the regression which
exists between x and y. If there is no regression then r = 0 and o, = S..

It is often necessary to draw conclusions from the order in which items are
ranked. For example, two judges may rank contestants in a contest and we need to
know if there is any correlation between their rankings. This may be done by using
the Rank correlation coefficient (R) given by

63d?

3

R=1-

(2.56)

n —n

where d is the difference between the two ranks for each item and » is the number
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of items. The value of R will vary from +1 when the two ranks are identical to
—1 when they are exactly reversed.

2.62 PROBABILITY

If an event A occurs n times out of a total of m cases then the probability of
occurrence is stated to be

P(A) = n/m 2.57)

Probability varies between 0 and 1. If P(A) is the probability of occurrence then
1 = P(A) is the probability that event A will not occur and it can be written as
P(A).

If A and B are two events then the probability that either may occur is given by

P(A or B) = P(A) + P(B) — P(A and B) (2.58)

A special case of this probability law is when events are mutually exclusive, i.e.,
the occurrence of one event prevents the other from happening. Then

P orB) =P + P(B) (2.59)

If A and B are two events then the probability that they may occur together is
given by

P(A and B) = P(A) X P(B|A) (2.60)
or
P(A and B) = P(B) X P(AIB) (2.61)

P(B|A) is the probability that event B will occur assuming that event A has already
occurred and P(A|B) is the probability that event A will occur assuming that event
B has already occurred. A special case of this probability law is when A and B are
independent events, i.e., the occurrence of one event has no influence on the prob-
ability of the other event occuring. Then

P(A and B) = P(A) X P(B) (2.62)
Bayes’ theorem on probability may be stated as

P(A)P(BJA)

PiB) = P(A)P(BIA) + P(AP(BIA)

(2.63)

As an example of the use of Bayes’ theorem suppose that a company discovers
that 80% of those who bought its product in a year had been on the company’s
training course. 30 percent of those who bought a competitor’s product had also
been on the same training course. During that year the company had 20% of the
market. The company wishes to know what percentage of buyers actually went on
its training course, in order to discover the effectiveness of this course.

If B denotes that a person bought the company’s product and T that they went
on the training course then the problem is to find P(B|T). From the data P(B) =
0.2, P(B) = 0.8, P(T|B) = 0.8, P(T|B) = 0.3. Then from equation (2.63),
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0.2 X 0.8 _
02XxX08+08x0.3

PB|T) = 0.4

2.63 PROBABILITY DISTRIBUTIONS

There are several mathematical formulae with well-defined characteristics and these
are known as probability distributions. If a problem can be made to fit one of these
distributions then its solution is simplified. Distributions can be discrete when the
characteristic can only take certain specific values, such as 0, 1, 2, etc., or they can
be continuous where the characteristic can take any value.

Binomial Distribution

The binomial probability distribution is given by
(p + q)n — qn + nclpqn*l + nCZqun*Z I I prqnfx 4. 4 pn (264)

where p is the probability of an event occurring, g (= 1 — p) is the probability of
an event not occurring and »n is the number of selections.

The probability of an event occurring m successive times is given by the bino-
mial distribution as

p(m) ="C,p"q"™" (2.65)

The binomial distribution is used for discrete events and is applicable if the
probability of occurrence p of an event is constant on each trial. The mean of the
distribution B(M) and the standard deviation B(S) are given by

B(M) = np (2.66)

B(S) = (npg)'’* (2.67)

Poisson Distribution

The Poisson distribution is used for discrete events and, like the binomial distri-
bution, it applies to mutually independent events. It is used in cases where p and
g cannot both be defined. For example, one can state the number of points which
were scored in a football game, but not the goals which were not scored.

The Poisson distribution may be considered to be the limiting case of the bi-
nomial when n is large and p is small. The probability of an event occurring m
successive times is given by the Poisson distribution as

—np

p(m) = (npy & (2.68)

m!

The mean P(M) and standard deviation P(S) of the Poisson distribution are given
by
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P(M) = np (2.69)
P(S) = (np)'”? (2.70)

Poisson probability calculations can be done by the use of probability charts as
shown in Figure 2.29. This shows the probability that an event will occur at least
m times when the mean (or expected) value np is known.

Normal Distribution

The normal distribution represents continuous events and is shown plotted in Figure
2.30. The x-axis gives the event and the y-axis the probability of the event occurring.
The curve shows that most of the events occur close to the mean value and this is
usually the case in nature. The equation of the normal curve is given by

0.001
0.0

0.1

03
0.5
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0.9
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FIGURE 2.29 Poisson probability paper.
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FIGURE 2.30 The normal curve.
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y = N o~ GR2I20) .71)
ac(2m'/?

where x is the mean of the values making up the curve and o is their standard
deviation.

Different distributions will have varying mean and standard deviations but if
they are distributed normally then their curves will all follow equation (2.71). These
distributions can all be normalized to a standard form by moving the origin of their
normal curve to their mean value, shown as B in Figure 2.30. The deviation from
the mean is now represented on a new scale of units given by

w="—2 (2.72)

g

The equation for the standardized normal curve now becomes

1

2 (2.73)

The total area under the standardized normal curve is unity and the area between
any two values of w is the probability of an item from the distribution falling
between these values. The normal curve extends infinitely in either direction but
68.26% of its values (area) fall between =+ o, 95.46% between +20, 99.73% be-
tween *30 and 99.994% between *=4o.

Table 2.1 gives the area under the normal curve for different values of w. Since
the normal curve is symmetrical the area from +w to +o° is the same as from —w
to —oo. As an example of the use of this table, suppose that 5000 street lamps have
been installed in a city and that the lamps have a mean life of 1000 hours with a
standard deviation of 100 hours. How many lamps will fail in the first 800 hours?
From equation (2.72)

w = (800 — 1000)/100 = -2

Ignoring the negative sign, Table 2.1 gives the probability of lamps not failing as
0.977 so that the probability of failure is 1 — 0.977 or 0.023. Therefore, 5000 X
0.023 or 115 lamps are expected to fail after 800 hours.

Exponential Distribution

The exponential probability distribution is a continuous distribution and is shown
in Figure 2.31. It has the equation

1 -
y=- e_X/X (274)
X

where X is the mean if the distribution. Whereas in the normal distribution the mean
value divides the population in half, for the exponential distribution 36.8% of the
population is above the average and 63.2% below the average. Table 2.2 shows the
area under the exponential curve for different values of the ratio K = x/x, this area
being shown shaded in Figure 2.31.
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TABLE 2.1 Area under the Normal Curve from — to w

) 0.00 0.02 0.04 0.06 0.08
0.0 0.500 0.508 0.516 0.524 0.532
0.1 0.540 0.548 0.556 0.564 0.571
0.2 0.579 0.587 0.595 0.603 0.610
0.3 0.618 0.626 0.633 0.640 0.648
0.4 0.655 0.663 0.670 0.677 0.684
0.5 0.692 0.700 0.705 0.712 0.719
0.6 0.726 0.732 0.739 0.745 0.752
0.7 0.758 0.764 0.770 0.776 0.782
0.8 0.788 0.794 0.800 0.805 0.811
0.9 0.816 0.821 0.826 0.832 0.837
1.0 0.841 0.846 0.851 0.855 0.860
1.1 0.864 0.869 0.873 0.877 0.881
1.2 0.885 0.889 0.893 0.896 0.900
1.3 0.903 0.907 0.910 0.913 0.916
1.4 0.919 0.922 0.925 0.928 0.931
1.5 0.933 0.936 0.938 0.941 0.943
1.6 0.945 0.947 0.950 0.952 0.954
1.7 0.955 0.957 0.959 0.961 0.963
1.8 0.964 0.966 0.967 0.969 0.970
1.9 0.971 0.973 0.974 0.975 0.976
2.0 0.977 0.978 0.979 0.980 0.981
2.1 0.982 0.983 0.984 0.985 0.985
22 0.986 0.987 0.988 0.988 0.989
2.3 0.989 0.990 0.990 0.991 0.991
24 0.992 0.992 0.993 0.993 0.993
2.5 0.994 0.994 0.995 0.995 0.995
2.6 0.995 0.996 0.996 0.996 0.996
2.7 0.997 0.997 0.997 0.997 0.997
2.8 0.997 0.998 0.998 0.998 0.998
29 0.998 0.998 0.998 0.998 0.999
3.0 0.999 0.999 0.999 0.999 0.999

Column 1 lists the ordinal values of w or K and the corresponding values
of area are presented in column 2. Interpolation between ordinal values can
be achieved in steps of 0.02 by using the remaining 4 columns.

id

|
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)
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x K x
FIGURE 2.31 The exponential curve.
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TABLE 2.2 Area under the Exponential Curve from K to + o

K 0.00 0.02 0.04 0.06 0.08
0.0 1.000 0.980 0.961 0.942 0.923
0.1 0.905 0.886 0.869 0.852 0.835
0.2 0.819 0.803 0.787 0.771 0.776
0.3 0.741 0.726 0.712 0.698 0.684
0.4 0.670 0.657 0.644 0.631 0.619
0.5 0.607 0.595 0.583 0.571 0.560
0.6 0.549 0.538 0.527 0.517 0.507
0.7 0.497 0.487 0.477 0.468 0.458
0.8 0.449 0.440 0.432 0.423 0.415
0.9 0.407 0.399 0.391 0.383 0.375

Column 1 lists the ordinal values of K and the corresponding values of
area are presented in column 2. Interpolation between ordinal values can be
achieved in steps of 0.02 by using the remaining 4 columns.

As an example suppose that the time between failures of a piece of equipment
is found to vary exponentially. If results indicate that the mean time between failures
is 1000 hours, then what is the probability that the equipment will work for 700
hours or more without a failure? Calculating K as 700/1000 = 0.7 then from Table
2.2 the area beyond 0.7 is 0.497, which is the probability that the equipment will
still be working after 700 hours.

Weinbull Distribution
This is a continuous probability distribution and its equation is given by
y = aBx — y)f e’ (2.75)

where « is called the scale factor, B the shape factor and vy the location factor.

The shape of the Weibull curve varies depending on the value of its factors. B
is the most important, as shown in Figure 2.32, and the Weibull curve varies from
an exponential (8 = 1.0) to a normal distribution (8 = 3.5). In practice B varies
from about Y5 to 5. Because the Weibull distribution can be made to fit a variety
of different sets of data, it is popularly used for probability distributions.

Analytical calculations using the Weibull distribution are cumbersome. Usually
predictions are made using Weibull probability paper. The data are plotted on this
paper and the probability predictions read from the graph.

2.64 SAMPLING

A sample consists of a relatively small number of items drawn from a much larger
population. This sample is analyzed for certain attributes and it is then assumed
that these attributes apply to the total population, within a certain tolerance of error.

Sampling is usually associated with the normal probability distribution and,
based on this distribution, the errors which arise due to sampling can be estimated.
Suppose a sample of n, items is taken from a population of n, items which are
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FIGURE 2.32 Weibull curves (o = 1).

distributed normally. If the sample is found to have a mean of w, with a standard
deviation of oy then the mean w;, of the population can be estimated to be within
a certain tolerance of u,. It is given by

My = = 2 2.76)

v is found from the normal curve depending on the level of confidence we need in
specifying w,. For y = 1 this level is 68.26%; for y = 2 it is 95.46% and for y =
3 it is 99.73%.

The standard error of mean o, is often defined as

g, == .77

so equation (2.76) can be rewritten as

My = M £ YO, (2.78)

As an example suppose that a sample of 100 items, selected at random from a
much larger population, gives their mean weight as 20 kg with a standard deviation
of 100 g. The standard error of the mean is therefore 100/(100)!/2 = 10 g and one
can say with 99.73% confidence that the mean value of the population lies between
20 = 3 X 0.01 or 20.03 kg and 19.97 kg.

If in a sample of n items the probability of occurrence of a particular attribute
is p,, then the standard error of probability p, is defined as

1/2
p. = <M> (2.79)

n

s

where g, = 1 — p,.

S

The probability of occurrence of the attribute in the population is then given by
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Py = Ds T VP (2.80)

where vy is again chosen to cover a certain confidence level.

As an example suppose a sample of 500 items shows that 50 are defective. Then
the probability of occurrence of the defect in the sample is 50/500 = O0.1.
The standard error of probability is (0.1 X 0.9/500)'/2 or 0.0134. Therefore, we
can state with 95.46% confidence that the population from which the sample was
drawn has a defect probability of 0.1 + 2 X 0.0134, i.e. 0.0732 to 0.1268; or we
can state with 99.73% confidence that this value will lie between 0.1 = 3 X 0.0134,
i.e. 0.0598 to 0.1402.

If two samples have been taken from the same population and these give stan-
dard deviations of o, and o, for sample sizes of n and n, then equation (2.77)
can be modified to give the standard error of the difference between means as

5 2\ 1/2
o = <ﬂ + 2) 2.81)

US| Ny

Similarly, equation (2.79) can be modified to give the standard error of the differ-
ence between probabilities of two samples from the same population as

1/2
pde — (psquZ + ps2q52> (2.82)
ng, Us}

2.65 TESTS OF SIGNIFICANCE

In taking samples we often obtain results which deviate from the expected. Tests
of significance are then used to determine if this deviation is real or if it could have
arisen due to sampling error.

Hypothesis Testing

In this system a hypothesis is formulated and is then tested at a given confidence
level. For example, suppose a coin is tossed 100 times and it comes up heads 60
times. Is the coin biased or is it likely that this falls within a reasonable sampling
error? The hypothesis is set up that the coin is not biased. Therefore one would
expect that the probability of heads is 0.5, i.e. p, = 0.5. The probability of tails,
g, is also 0.5. Using equation (17.79) the standard error of probability is given by
p. = (0.5 X 0.5/100)!/2 or 0.05. Therefore, from equation (2.80) the population
probability at the 95.45% confidence level of getting heads is 0.5 + 2 X 0.05 =
0.6. Therefore, it is highly likely that the coin is not biased and the results are due
to sampling error.

The results of any significance test are not conclusive. For example, is 95.45%
too high a confidence level to require? The higher the confidence level the greater
the risk of rejecting a true hypothesis, and the lower the level the greater the risk
of accepting a false hypothesis.

Suppose now that a sample of 100 items of production shows that five are
defective. A second sample of 100 items its taken from the same production a few
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months later and gives two defectives. Does this show that the production quality
is improving? Using equation (2.82) the standard error of the difference between
probabilities is given by (0.5 X 0.95/100 + 0.02 X 0.98/100)'/2 = 0.0259. This
is less than twice the difference between the two probabilities, i.e., 0.05 — 0.02 =
0.03, therefore the difference is very likely to have arisen due to sampling error
and it does not necessarily indicate an improvement in quality.

Chi-Square Test

This is written as x2 If O is an observed result and E is the expected result then
(O -Ey
X=X (2.83)

The x?distribution is given by tables such as Table 2.3, from which the probability
can be determined. The number of degrees of freedom is the number of classes
whose frequency can be assigned independently. If the data are presented in the
form of a table having V vertical columns and H horizontal rows then the degrees
of freedom are usually found as (V — 1)(H — 1).

Returning to the earlier example, suppose a coin is tossed 100 times and it comes
up heads 60 times and tails 40 times. Is the coin biased? The expected values for
heads and tails are 50 each so that

(60 — 50 (40 — 50
- 50 * 50 =4

XZ

The number of degrees of freedom is one since once we have fixed the frequency

TABLE 2.3 The Chi-Square Distribution

Degrees Probability level

of

freedom 0.100 0.050 0.025 0.010 0.005

1 2.71 3.84 5.02 6.63 7.88

2 4.61 5.99 7.38 9.21 10.60

3 6.25 7.81 9.35 11.34 12.84

4 7.78 9.49 11.14 13.28 14.86

5 9.24 11.07 12.83 15.09 16.75

6 10.64 12.59 14.45 16.81 18.55

7 12.02 14.07 16.01 18.48 20.28

8 13.36 15.51 17.53 20.09 21.96

9 14.68 16.92 19.02 21.67 23.59

10 15.99 18.31 20.48 23.21 25.19

12 18.55 21.03 23.34 26.22 28.30

14 21.06 23.68 26.12 29.14 31.32

16 23.54 26.30 28.85 32.00 34.27

18 25.99 28.87 31.53 34.81 37.16

20 28.41 31.41 34.17 37.57 40.00

30 40.26 43.77 46.98 50.89 53.67

40 51.81 55.76 59.34 63.69 66.77
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TABLE 2.4 Frequency Distribution of
Accidents in a Factory During 24 Hours

Time (24-hour clock) Number of accidents
0-6 9
6-12 3
12-18 2
18-24 6

for heads that for tails is defined. Therefore entering Table 2.3 with one degree of
freedom the probability level for x> = 4 is seen to be above 0.025 (= 2.5%), i.e.,
there is a strong probability that the difference in the two results arose by chance
and the coin is not biased.

As a further example suppose that over a 24-hour period the average number of
accidents which occur in a factory is seen to be as in Table 2.4. Does this indicate
that most of the accidents occur during the late night and early morning periods?
Applying the x? tests, the expected value, (if there was no difference between the
time periods) would be the mean of the number of accidents, i.e., 5. Therefore,
from equation (2.83),

9-5* B-5 @2-5* (6-5*_
5 5 tT 5 tTs T

2

6

There are three degrees of freedom, therefore from Table 2.3 the probability of
occurrence of the result shown in Table 2.4 is seen to be greater than 10%. The
conclusion would be that although there is a trend, as yet there are not enough data
to show if this trend is significant or not. For example, if the number of accidents
were each three times as large, i.e. 27, 9, 6, 18, respectively, then y? would be
calculated as 20.67 and from Table 2.3 it is seen that the results are highly signif-
icant since there is a very low probability, less than 0.5%, that it can arise by
chance.

Significance of Correlation

The significance of the product moment correlation coefficient of equations (2.53)
or (2.54) can be tested at any confidence level by means of the standard error of
estimation given by equation (2.55). An alternative method is to use the Student ¢
test of significance. This is given by

rn —2)'2
= a0 =re (2.84)
where r is the correlation coefficient and n the number of items. Tables are then
used, similar to Table 2.3, which give the probability level for (n — 2) degrees of
freedom.

The Student ¢ for the rank correlation coefficient is given by

t=R[(n —2)/(1 — R»)]''? (2.85)

and the same Student 7 tables are used to check the significance of R.
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PART 7
SI UNITS

Duncan T. Enright

The Systéme International d’Unités (SI) has been adopted and is defined by ISO
1000. Here the system is described and conversions to other commonly used sys-
tems are given.

SI comprises seven basic units from which a wide range of quantities can be
derived in the form of products and quotients of these units which are shown in
Table 2.5. The definitions of these units are as follows.

Meter (m). The meter is the length equal to 1,650,763.73 wavelengths in vacuum
of the radiation corresponding to the transition between the levels 2p,, and 5d;
of the krypton-86 atom.

Kilogram (kg). The kilogram is the unit of mass; it is equal to the mass of the
international prototype of the kilogram.

Second (s). The second is the duration of 9,192,631 770 periods of the radiation
corresponding to the transition between the two hyperfine levels of the ground
state of the caesium-133 atom.

Ampere (A). The ampere is that constant current which, if maintained in two
straight parallel conductors of infinite length, of negligible circular cross-section,
and placed 1 m apart in vacuum, would produce between these conductors a
force equal to 2 X 1077 newtons per meter of length.

Kelvin (K). The kelvin, unit of thermodynamic temperature, is the fraction
1/273.16 of the thermodynamic temperature of the triple point of water.
Candela (cd). The candela is the luminous intensity, in the perpendicular direc-
tion, of a surface of 1/600,000 m? of a black body at the temperature of freezing
platinum under a pressure of 101,325 newtons per square meter.

The supplementary base units are defined as follows:

Plane angle (radian). The angle subtended at the center of a circle of radius
1 m by an arc of length 1 m along the circumference.

TABLE 2.5 Basic SI Units

Quantity Name of unit Unit symbol

Length meter m

Mass kilogram kg
Time second 5
Electric current ampere A
Thermodynamic temperature? kelvin K
Luminous intensity candela cd
Amount of substance mole mol

2Temperature difference is commonly expressed in degrees Celsius instead
of degrees Kelvin. The unit of the temperature interval for these scales is the
same: 0 K = —273.15°C; 273.15°K = 0°C.

2.68
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Solid angle (steradian). The solid angle subtended at the center of a sphere of
radius 1 m by an area of 1 m? on the surface.

Mole (mol) is the amount of substance of a system which contains as many
elementary entities as there are atoms in 0.012 kg of carbon-12. The elementary
entities must be specified and can be atom molecules, ion electrons, other par-
ticles, or specified groups of such particles.

2.66 DERIVED UNITS

SI is a rationalized and coherent system because, for any one physical quantity, it
admits of only one measurement unit with its entire structure derived from no more
than seven arbitrarily defined basic units. It is coherent because the derived units
are always the products or quotients of two or more of these basic units. Thus the
ST unit for velocity is m s~! (meter per second) and for acceleration is m s~ (meter
per second every second). Special names (Table 2.6) have been given to some
derived units as an aid to communication.

Although SI is complete in itself, certain non-SI units are recognized for use in
conjunction with it where, for traditional, commercial or practical purposes, it is
difficult to discard them. For example, it is impracticable to disregard the minute
(in SI 60 seconds) and the hour (in SI 3600 seconds) which are noncoherent units.

2.67 GRAVITATIONAL AND ABSOLUTE
SYSTEMS

There may be some difficulty in understanding the difference between SI and the
Metric Technical System of units, which has been used principally in Europe. The

TABLE 2.6 Derived Units

Physical quantity SI unit Unit symbol
Force newton N = kg ms™?
Work, energy . J=Nm=kgm?s?
quantity of heat} joule
Power watt W=Js!=kgm?s?
Electric charge coulomb C=As
Electric potential volt V=WA'=kgm?>?A's?
Electric capacitance farad F=AsV!'=A%"kg ' m?
Electric resistance ohm Q=VA!'=kgm?s3
Frequency hertz Hz = s7!
Magnetic flux weber Wb = kg m> A™'s™2
Magnetic flux density tesla T=Wbm?=kgA!'s?
Inductance henry H=kgm?>A?s?
Luminous flux lumen Im = cd sr*
Illumination lux Ix = Im m™2

2One steradian (Sr) is the solid angle which, having its vertex at the center of a
sphere, cuts off an area of the surface of the sphere equal to that of a square with sides
of length equal to the radius of the sphere. The SI unit of electric dipole moment
(A s m) is usually expressed as a coulomb meter (C m).
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main difference is that while mass is expressed in kg in both systems, weight
(representing a force) is expressed as kgf (a gravitational unit) in the MKSA system
and as N in SI. An absolute unit of force differs from a gravitational unit of force
because it induces unit acceleration in a unit mass whereas a gravitational unit
imparts gravitational acceleration to a unit mass.

A comparison of the more commonly known systems and SI is shown in Table
2.7. It should be noted in particular how all energy and power, whether from a
mechanical, electrical or heat source, share a common derived unit in the SI.

2.68 EXPRESSING MAGNITUDES OF SI UNITS

To express magnitudes of a unit, decimal multiples and submultiples are formed
using the prefixes shown in Table 2.8. This method of expressing magnitudes en-
sures complete adherence to a decimal system.

2.69 RULES FOR USE OF SI UNITS AND THE
DECIMAL MULTIPLES AND SUBMULTIPLES

1. The SI units are preferred, but it is impracticable to limit usage to these, therefore
their decimal multiples and submultiples are also required. (For example, it is
cumbersome to measure road distances or the breadth of a human hair in meters.)

2. In order to avoid errors in calculations it is preferable to use coherent units.
Therefore, it is strongly recommended that in calculations only SI units them-
selves are used and not their decimal multiples and submultiples. (Example: use
N m™2 X 10° not MN m~2 or N mm~? in a calculation.)

3. The use of prefixes representing 10 raised to a power which is a multiple of 3

is especially recommended. (Example: for length, km . . . m ... mm. .. um.
Thus hm; dam; dm; cm are nonpreferred.)
TABLE 2.7 Commonly Used Units of Measurement
Metric
SI FPS FPS cgs technical units
(absolute) (gravitational) (absolute) (absolute) (gravitational)
Length meter (m) ft ft cm meter
Force newton (N) Ibf poundal (pdl) dyne kef
Mass kg Ib or slug Ib gram kg
Time S sec sec sec sec
Temperature °CK °F °F °R °CK °CK
mech. Lo ft 1bf ft pdl dyne cm = erg kgf m
Energy heat joule Btu Btu calorie k cal.
Power {mech. watt hp hp } eras metric hp
elec. watt watt watt
Electric current amp amp amp amp amp
Pressure Nm? Ibf ft2 pdl ft2 dyne cm™?2 kef cm™2

21 joule = 1 newton meter or 1 watt second.
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TABLE 2.8 The Internationally Agreed Multiples and Submutiples

Factor by which the unit is multiplied Prefix Symbol Common examples
One million million 10'2 tera T
One thousand million 10° giga G gigahertz (GHz)
One million 10° mega M megawatt (MW)
One thousand 10° kilo k kilometer (km)
One hundred 10? hecto® h
Ten 10! deca® da decagram (dag)
UNITY 1
One tenth 107! deci? d decimeter (dm)
One hundredth 1072 centi® c centimeter (cm)
One thousandth 1073 milli m milligram (mg)
One millionth 10-¢ micro “w microsecond (us)
One thousand millionth 107° nano n nanosecond (ns)
One million millionth 10712 pico p picofarad (pF)
One thousand million millionth 1071 femto f
One million million millionth 10718 atto a

2To be avoided wherever possible.

4. When expressing a quantity by a numerical value of a unit it is helpful to use
quantities resulting in numerical values between 0 and 1000. Examples:

12 kKN = 12 X 10* N instead of 12 000 N

3.94 mm = 3.94 X 1073 m instead of 0.00394 m
14.01 kN m2 = 14.01 X 10®* N m? instead of
14 010 N m™2

5. Compound prefixes are not used. (Example: write nm not mum.) Where, how-
ever, a name has been given to a product or a quotient of a basic SI unit (for
example, the bar (10° N m?)) it is correct practice to apply the prefix to the
name (for example, millibar (1073 bar)).

6. In forming decimal multiples and submultiples of a derived SI unit preferably
only one prefix is used. The prefix should be attached to the unit in the numer-
ator. (Example: MW m™2 not W mm™2) The exception is stress, where BSI

recommend the use of N mm™2.

7. Multiplying prefixes are printed immediately adjacent to the SI unit symbol with
which they are associated. The multiplication of symbols is usually indicated by
leaving a small gap between them. (Example: mN = millinewton. If written as
m N this would indicate a meter newton.)

2.70 SI QUANTITIES, UNITS, AND SYMBOLS

Tables 2.9 to 2.25 contain lists of SI units used in certain fields together with other
units or names of units which may be used and their values in SI units. The tables
also show symbols typically used to describe quantities in the same fields.

The units shown in these tables generally obey the above guide rules. However,
it is expected that a practical attitude should prevail in the interpretation of these
recommendations, particularly as certain countries still use Metric Technical Units,

which include such units as kgf cm™2.
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TABLE 2.9 Space and Time: Units

Conversion factors and remarks
Quantity SI units on non-SI units

Plane angle® radian (rad) 1° = 0.017 453 3 rad
1" =2.908 88 x 107 rad
1" = 4.848 14 X 107° rad
1 right angle = /I/2 rad = 90°

Solid angle sateradian (sr)

Length® meter (m) 1 inch = 25.4 mm

1 foot = 0.3048 m

1 yard = 09144 m

1 mile = 1.609.344 km

1 UK nautical mile = 1.853 18 km
angstrom (A) = 107'° meter or 10~' nm

[

Area square meter (m?) sq. in. = 645.16 mm?
6.4516 cm?

sq. ft = 0.092 903 m?

sq. yd = 0.836 127 m?

acre = 0.404 686 ha

1 sq. mile = 258.999 ha

ha = hectare a = are

—_—

Volume® cubic meter (m®) 1in3 = 16.3871 cm?
1 t3 = 0.028 3168 m?
1 yd® = 0.764 555 m?
1 UK fl. oz = 28.4131 mlitre
1 gal = 4.5461 litre

Time second (s) 1 day = 7.344 Ms
1 hour = 3600 s
1 minute = 60 s

Angular radian per second rev min~' = 0.104 720 rad s~
velocity (rad s71) rev s~! = 6.283 19 rad s!
1 degree s™' = 0.017 4533 rad s™'
Velocity meter per second 1kmh! =0277 778 m s!
(ms™h) 1 fts™!=0.3048 ms!

1 mile h™' = 0.447 04 m s™! or 1.609 34 km h™!
knot (kn) 0.514 444 m s~!
1 UK knot 0.514 773 m s™!

Acceleration meter per second 1fts2 =0.3048 m s
squared (m s72)

Angular radian per second 1ins2 = 0.0254 m s

acceleration squared (rad s72)

2Plane angle. The Sumerian division of the circle in 360° (hence degrees) is retained for geometry,
although dynamicists use the radian.

®Length—the centimeter. In many engineering disciplines the use of the centimeter is non-preferred.
Sometimes the centimeter raised to a power (e.g., cm? cm®; cm?) is used to maintain a sensible range of
numerical values in front of the unit. An instance of this concerns steel sections where the moduli of sections
and moment of section may be given in steel tables of cm® and cm* respectively.

Where accuracy to the nearest millimeter is unwarranted, the centimeters can be used to imply a less
precise dimension.
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TABLE 2.9 Space and Time: Units (Continued)

¢ Volume and capacity—the liter. Before 1964 the 1901 liter was equal to 1.000 028 dm®. At the XII
International CGPM meeting on units (1964) the liter was redefined to equate exactly to 1 cubic decimeter.
The same conference agreed that the liter should not be used to express the results of precise measurements,
so as to make sure that where high precision was involved (say, greater than 1 part in 20 000) the possibility
of confusion between the former (1901) liter and the new (1964) liter would be eliminated.

It is recommended that the results of precise measurements of volume be given only in terms of m3,
dm?, cm®, mm?, etc. even though the milliter (ex. cm') and liter (ex dm?®) will still be used for operational
and commercial purposes.

Because of the possible confusion of the symbol for the liter “I”” with the figure “L” it is strongly
recommended that the unit name be spelled in full.

Centiliter is sometimes used for arbitrary quantities implying a greater degree of tolerance.

TABLE 2.10 Space and Time: Symbols

Symbol Quantity
0 (a, B, plane angle
etc.)
[ length
A area
\%4 volume
t, T time
1) angular velocity
v, §, ds/dt velocity
a, §, d*s/df? acceleration
a, w, dwl/dt, angular acceleration
S, X, Y, 2 distance or displacement

TABLE 2.11 Periodic and Related Phenomena: Units

Units other Conversion factors and
Quantity SI units than SI remarks on non-SI units
Frequency hertz (Hz) 1c/s(orcps.)=1Hz
Rotational reciprocal rev min~' 1 rev min~! = 0.016 667 s!
frequency® second (s™")
Wavelength meter (m) Av 1A=10"1"°m

*Rotational frequency (rev/min). The quantity rev/min is favored for rotating machinery.
Electromagnetic radiative wavelengths are often quoted in angstroms (A).

Mass and Weight

Confusion sometimes arises over the measuring of the terms mass and weight.
Commonly, and in many branches of engineering, it has been the custom to refer
to quantities of mass as weights, e.g., weight of coal in kilograms.

Weight, however, is dependent upon the gravitational force acting upon the mass.
Thus for a mass (M), weight (W) = Mg, where g is the local acceleration due to
gravity which varies slightly from point to point on the earth’s surface. For practical
purposes, an approximated figure of 9.81 or 9.807 meters per second squared
(m s72) is used for g.
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TABLE 2.12 Periodic and Related Phenomena: Symbols

Symbol Quantity
T periodic time
7, (T) time constant of an exponentially varying quantity
f,v frequency
) rotational frequency
3] angular frequency
A wavelength
a(v) wavenumber
k circular wavenumber
log, (A,/A,)’ natural logarithm of the ratio of two amplitudes
10 log,,(P,/P,) ten times the common logarithm of the ratio of two powers
8 damping coefficient
A logarithmic decrement
a attenuation coefficient
B phase coefficient
y propagation coefficient

The force unit in SI is the newton (N) and by using consistent units becomes
the force applied to unit mass (kg) to impart unit acceleration (m s™?) to the mass
(as distinct from gravitational acceleration, which equals 9.806 65 m s™2). Thus, it
can be more readily understood by comparing the SI system with other systems for
mass, weights, and measures as shown in Table 2.14.

Megagram

The tonne and kilogram are generally accepted as replacement units for ton and
pounds. In particular, most lifting equipment already marked in tons can be con-
sidered as adequate for lifting the same number of tonnes because of the small
excess (1.6%) of the ton over the tonne.

However, in soil mechanics the megagram (Mg) rather than the tonne is rec-
ommended. This is because with large masses involved in work on soil mechanics,
confusion between the ton and the tonne could prove very expensive.

Pressure and Stress

The SI derived unit for force per unit area is the newton per square meter (N m~2),
referred to as the pascal (Pa), and this unit with suitable multiples is favored as the
unit for stress. There are differences of opinion regarding the unit for pressure, but
although some flexibility will have to be allowed in the expression of pressure
values, the following practice should be adopted.

1. For the statement of stress property, use, without deviation, N m~2 and appro-
priate multiples of it (e.g., MN m~?) or this, if preferred, expressed as N mm 2

or, if essential for nonmetallic materials, kN m™2.

2. For pressure statements use either N m~2 (and suitable multiples and submulti-
ples of it) or bar or mbar. In such cases the conversion 1 bar = 10° N m 2 will
always be quoted for reference.
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TABLE 2.13 Mechanics: Units

Quantity

ST units

Conversion factors and remarks on non-SI units

Mass

Mass density
Specific volume
Momentum

Angular momentum

Moment of inertia

Force

Moment of force
(torque)

Mass per unit
length

Mass per unit area

Mass rate of flow

Volume rate of flow

Mass flow rate per
unit area

kilogram (kg)

kilogram per cubic
meter (kg m~3)
cubic meter per
kilogram (m? kg™ ')
kilogram meter per
second (kg m s7")
kilogram square
meter per second
(kg m> s™")
kilogram square
meter (kg m?)
newton (N)

newton meter
(N m)

kilogram per meter
(kg m™)

kilogram per square
meter (kg m~2)

kilogram per
second (kg s™1)

cubic meter per
second (m? s™)
kilogram per square
meter second

(kg m2s7h

1 ton = 1016.05 kg or 1.016 05 tonne
1 cwt = 50.8023 kg

11b = 0.453 592 37 kg

1 oz = 28.3495 g (avoir)

1 Ib/f® = 16.0185 kg m™3
1 Ib/in* = 27.6799 g cm™?

1 ft3/1b = 0.062 428 m* kg'

1 ecm?/g = 1073 m? kg™!

11b ft/s = 0.138 255 kg ms™!
lgem/s =10 kgms™!

11b ft?/s = 0.042 140 1 kg m? s™!
1 gem?/s = 1077 kg m? s™!

11b ft2 = 0.042 140 1 kg m?

1 gem? = 1077 kg m?

1 tonf = 9.964 02 kN

1 1bf = 4.448 22 N

1 ozf = 0.278 014 N

1 pdl = 0.138 255 N

1 dyne = 107° N

1 kgf or kilopound = 9.806 65 N

1 tonf ft = 3.037 03 kN m

1 Ibf ft = 1.355 82 N m

1 pdl ft = 0.042 140 1 Nm

1 Ibf in. = 0.112 985 N m

1 dynecm = 1007 N m

1 kgf m = 9.806 65 N m

1 ton/1000 yds = 1.111 16 kg m™'

1 ton/mile = 0.631 342 kg m™!

1 1b/in. = 17.8580 kg m™!

1 1b/ft = 1.488 16 kg m™!

1 1b/yd = 0.496 055 kg m™"

1 Ib/acra = 1.120 85 X 107* kg m2

1 ton/sq. mile = 3.922 98 X 10~* kg m?
1 1b/1000 ft> = 4.882 43 kg m?

11b/s = 0.453 592 kg s™!

11b/h = 1.259 98 X 107* kg s™!

1 UK ton/h = 0.282 235 kg s~! or 1.016 05
tonne h™!

1 ft3/s (cusec) = 28.3168 X 10s-> m? s!
1 gal/s = 4.546 09 X 1073 m3 s!

1 Ib/ft?h = 1.356 23 X 1073 kg m 2 s™!
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TABLE 2.13 Mechanics: Units (Continued)

Quantity SI units Conversion factors and remarks on non-SI units

Pressure and stress  newton per square 1 bar = 10° N m2

meter (N m~2) or I N/m?>=1Pa

pascal (Pa) 1 Ibf/in.? = 6.894 76 kN m?2
1 torr = 1.333 22 mbar = 133.322 N m 2
1 in. Hg = 3386.39 N m 2
1 in. W.G. = 2.490 89 mbar
1 kgf/cm? = 0.980 665 bar

= 98.0665 kN m 2

1 tonf/in.2 = 15.4443 N mm™2
1 pieze = 10° N m2
1 std atmosphere = 1013.25 X 10> N m2
= 1.033 23 kgf cm 2 = 14.695 1bf in~2
= 760 torr+ = 29.921 3 in Hg

Second moment of meter to the power 1 in.* = 41.6231 cm*

area of four (m*) 1 ft* = 863 097 cm*
Section modulus cubic meter (m?) 1 in? = 16.3871 cm?®
Dynamic viscosity — newton second per 1 P(poise) = 107! Ns m 2
square meter 1 Ibf s/ft> = 47.8803 N s m ™2 or 47 880.3 cP
(N sm™2) 1pdls/f| _ 1488 16 Nsm™
or Ib/ft s or 1488.16 cP
Kinematic viscosity square meter per 1 St (stokes) = 107* m? s7!
second (m?s™!) 1 ft2/h = 2.580 64 X 107> m? s~! or 25.806 cSt
1 ft>s = 0.092 903 m? s~! or 9.2903 X 10* cSt
Surface tension newton per meter 1 1bf/ft = 14.5939 N m™!
(Nm™) 1 dyne/cm = 107> N m™!
1 ft Ibf = 1.355 82J
lerg=107"17
Energy, work joule J = N m) 1 kgf m = 9.806 65J

1 ft pdl = 0.042 140 1J

1 hph = 2.684 52 x 10°J

1 kcal = 4186.8J

1 Btu = 1055.06 J

1 eV (electron volt) = (1.602 10 = 0.00007) X

1077
1 kWh = 3.6 X 10°J
Power watt (W = Js71) 1 hp = 7457 W

1 ft Ibf/s = 1.355 82 W
1 metric hp = 735.499 W
1 kg m/s = 9.806 65 W
lerg/s =107 W

Impact strength joule per square
meter (J m~2)
Fuel consumption 1 gal/mile = 2.825 liter km ™'
1 mile/gal = 0.354 km liter™!
Specific fuel kilogram per joule 1 Ib/hp h = 0.168 97 kg MJ !
consumption (kg™
cubic meter per 1 pint/hp h = 0.211 68 liter MJ !

joule (m3J~1)
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TABLE 2.14 Mechanics: Symbols

Symbol Quantity

mass
density (mass density)
relative density
specific volume
momentum
moment of momentum (angular momentum)
moment of inertia (dynamic moment of inertia)
force
weight
specific weight (weight density)
moment of force
bending moment
torque, moment of a couple
pressure
normal stress
shear stress
linear strain (relative elongation)
shear strain (shear angle)
volume strain (bulk strain)

Poisson’s ratio

Poisson’s number
E Young’s modulus (modulus of elasticity)
G shear modulus (modulus of rigidity)
K bulk modulus (modulus of compression)
X, K compressibility (bulk compressibility)
L1, second moment of area (second axial moment of

area)

I,J second polar moment of area

1
zZ,W (—) section modulus
v

NET e AR S
~ ©
B
~
<

Q™
=
S

SAQNNEER
m

D=
53

m(f) coefficient of friction (factor of friction)
() viscosity (dynamic viscosity)

kinematic viscosity

surface tension

work

energy

potential energy

kinetic energy

power

E\*{

m§m§q>
No =R
N =
&

3. Pressures or pressure differences measured by manometer tube may often con-
veniently be expressed as a height of a column of fluid, the nature of the fluid
being stated. Such readings must be converted to terms of N m~2 if they are to
be used in calculations of flow, etc. On the other hand, manometers are some-
times used merely as indicators that a prescribed operating condition has been
met. Judgement is therefore required as to when it can be of advantage to use
mm H,0, mm Hg, etc. or when it is of advantage to calibrate and read manom-
eters in a suitable multiple of N m~2 or in mbar. It is understood that manometers
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TABLE 2.15 Systems of Weights and Measures

Quantity Foot pound second Metric, technical SI
Mass 11b 1 kg 1 kg
Length 1 ft I m Im
Force 1 Ibf 1 kgf IN
Ib X fts2 kg X m s~?
Definition of force Ibf = g kgf = g N =kg X ms?
Definition of weight 1 Ibf per 1 1b 1 kgf per 1 kg 9.806 65 N per 1 kg

(gravitational force)

TABLE 2.16 Gauge Vacuum and Pressure

Vacuum Gauge pressure

Ins. Hg 30 in Hg 20 in Hg 10 in Hg 10 Ibf/in> 100 1bf/in' 1000 Ibf/in> 2000 lbf/in?

kN/m?> —101.3 -67.73 —33.86 68.94 689.4 6894 13789.5
—1.01325 -0.6773 —0.3386
bar (—=1013.25 (—677.3 (—338.6 0.6894 6.894 68.94 137.895
mbar) mbar) mbar)
MN/m? —0.1013 —0.0677 —0.0338 0.0689 0.6894 6.894 13.7895

calibrated in mbar are becoming increasingly available and it is recommended
that pressures expressed as a height of a column of fluid should progressively
give place to a suitable multiple of the SI unit or to the millibar.

4. Pressure units themselves are often not modified to indicate whether the pressure
value is ““absolute” (i.e., above zero) or “gauge” (i.e., above atmospheric pres-
sure). If, therefore, the context leaves any doubt as to which is meant, the word
‘pressure’ must be qualified appropriately.

e.g., ‘... at a gauge pressure of 12.5 bar”

or “. .. at a gauge pressure of 1.25 MN m~?”
or “. .. at an absolute pressure of 2.34 bar”

or “. .. at an absolute pressure of 234 kN m2”

Table 2.16 illustrates some of these practices. Note that this table works on a
gauge pressure basis (atmosphere = 0), thus vacuum is shown measured in negative
millibars. This continues the custom of associating the higher numerical readings
with greater vacuum.

Notwithstanding previous practices of referring to pump performances in terms
of pressure, the pump total head should be specified in linear measure (meters).

Viscosity

The recognized derived SI units for dynamic and kinematic viscosity are Ns m~2

and m? s™' respectively. However, the existing units, centipoise (cP), and centistoke
(cSt), are so well established internationally, particularly for oils, that the opera-
tional use of these units will continue.
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TABLE 2.17 Heat: Units

Conversion factors and remarks

Quantity SI units on non-SI units
Absolute kelvin (K) K = °C + 273.15
temperature K = 1.8°R (Rankine)
Customary temperature °C =5/9 (°F — 32)
Temperature interval kelvin (K) 1°C=1K .8°F (alternative form 1 deg C

=1
= 1deg K = 1.8 deg F)

Temperature (1K™
coefficient (linear or
volumetric)
Heat, quantity of heat, joule (J) 1 Btu = 1055.06 J
internal energy, 1 cal (IT) = 4.1868 J
enthalpy 1 CHU = 1899.2J
1 kWh = 3.6 MJ
1 therm = 105.506 MJ
lerg=10""J
Heat flow rate watt (W) 1 Btu/h = 0.293 071 W
1 kecal/h = 1.163 W
1 cal/s = 4.1868 W
1 frigorie = 4.186 W
Density of heat flow watt per square 1 Btn/ft?h = 3.154 59 W m?
rate (meter (W m™2) 1 cal/cm?s = 41 868 W m—2
1 CHU/f*h = 5.678 W m2
Thermal conductivity watt per meter kelvin 1 But/fth°F = 1.730 73 W m™' °C™!
Wm 'K 1 kcal/m h °C = 1.163 W m™! °C~! knows as
k value
Coefficient of heat waltt per square meter 1 Btu/ft? h °F = 5.678 26 W m 2 °C"!
transfer kelvin (W m~2 K) 1 cal/cm?s °C = 41 868 W m2 °C™!
1 kcal/m? h °C = 1.163 W m~2 °C~! knows
as U value
Heat capacity joule per kelvin 1 Btu = deg R = 1899.11 J °C"!
JK™h 1 cal/g°C = 4.1868 J K™!
Specific heat capacity joule per kilogram 1 Btu/Ib °F = 4.1868 kJ kg~ ' °C™!
kelvin (J kg™' K1) 1 cal/g°C = 4.1868 T kg~1 °C™!
Entropy joule per kelvin 1 Btu/°R = 1899.11 J K™!
JK™
Specific entropy joule per kilogram 1 Btu/Ib °F = 4.1868 kJ kg~' K™!
per kelvin 1 cal/g K = 4.1868 kJ kg™! K™!
Jkg™' K™
Specific energy joule per kilogram 1 Btu/lb = 2.326 kJ kg™!
(J kg™ 1 cal/g = 4.1868 kJ kg~
Specific enthalpy, joule per kilogram 1 Btu/Ib = 2.326 kJ kg™ ")
specific latent heat T kg™
Specific heat content joule per kilogram 1 keal kg™! = 4.1868 kJ kg!
(i) Mass basis T kg™ 1 Btu/lb = 2.326 kJ kg™!
1 CHU/Ib = 4.186 816 kJ kg™!
1 therm/ton = 103.84 kJ kg™!
(ii) Volume basis joule per cubic meter 1 Btu/ft? = 37.2592 jJK m3
J m™) 1 Btu/gal = 0.232 08 kJ liter™!
1 therm/UK gal = 23.208 GJ m™?
1 cal/cm® = 4.1868 MJ m3
1 kcal/m? = 4.1868 k] m™3
Heat release rate watt pere cubic meter 1 Btu/ft> s = 37.2589 kW m~3
(W m™3) 1 cal/cm*h = 1.163 kW m™3
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TABLE 2.18 Heat: Symbols

Symbol Quantity
thermodynamic temperature
T, 0
absolute temperature
t, 0 customary temperature
a, A linear expansion coefficient
a, B,y cubic expansion coefficient
B pressure coefficient
(0] heat, quantity of heat
d(q) heat flow rate
q(¢) density of heat flow rate
k) thermal conductivity
h, k, U, o coefficient of heat transfer
o(a, x, k) thermal diffusivity
C heat capacity
c specific heat capacity
c, specific heat capacity at constant pressure
cy specific heat capacity at constant volume
v, X, k ratio of the specific heat capacities
S entropy
s specific entropy
U(E) internal energy
H() enthalpy
F free energy
G Gibbs function
u(e) specific internal energy
h(i) specific enthalpy
f specific free energy
g specific Gibbs function
L latent heat
[ specific latent heat

TABLE 2.19 Electricity and Magnetism: Units

Conversion factors and remarks

Quantity SI units on non-SI units
Electric current ampere (A) lemu =10 A
lLesu=1'%X10"A
Electric charge coulomb (C) 1 Ah = 3600 C
C = As
Charge density coulomb per cubic meter (C lemu = 10"C m?
m—3) lesu=%X102Cm™
Surface density of coulomb per square meter
charge (Cm™)
Electric field strength coulomb per square meter
(Cm™)
volt per meter (V m™")
Electric potential volt (V)
Displacement coulomb per square meter Cm?=Asm?
(Cm™)
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TABLE 2.19 Electricity and Magnetism: Units (Continued)

Conversion factors and remarks

Quantity SI units on non-SI units
Electric flux coulomb (C)
Capacitance farad (F) F=AsV!i=CV!
Permittivity farad per meter (F/m) g, = 8854 X 100" Fm™!

Electric polarization

Electric dipole
moment

Current density

Linear current density

Magnetic field
strength

Magnetic potential
difference

Magnetic flux density
Magnetic flux

Magnetic vector
potential

Mutual inductance,
self-inductance

Permeability

Magnetic moment
Magnetization

Magnetic polarization

Magnetic dipole
moment

Resistance
Conductance
Resistivity
Conductivity

Reluctance
Permeance
Impedance Reactance
Conductance

Active power
Apparent power
Reactive power

Electric stress

coulomb per square meter
(Cm™)

coulomb meter (C m)

ampere per square meter (A
m~2)
ampere per meter (A m™")

ampere per meter (A m™")
A

tesla (T)

weber (Wb)

weber per meter (Wb m™')
henry (H)

henry per meter (H m™")

ampere square meter (A m?)
ampere per meter (A m™!)

tesla (T)

newton square meter per
ampere (N m?> A™")

ohm (Q)

reciprocal ohm (1/€})
ohm meter ((dm)
reciprocal ohm meter (1 !
m~")

reciprocal henry (1 H™')
henry (H)

ohm (Q)

reciprocal ohm (1 Q1)
watt (W)

volt ampere (VA)

var

volt per meter (V m™")

1 oersted = 10347 A m™!

1 gilbert = 10/47 A

Wbm™=2=T
1 gauss = 1074 T
Vs =Wb

1 maxwell = 107® Wb

1 maxwell cm™! = 107°® Wb
m*l

H=VsA

o = 47 X 107 Hm™!

1 oersted = 10347 A m™!
1 gauss = 1074 T

S = mho = Siemen

1kVin."' = 0.039 370 1 kV
mm~' or
1 Vmil!'=393701kV m™!
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TABLE 2.20 Electricity and Magnetism: Symbols

Symbol Quantity

l electric current

(0] electric charge, quantity of electricity

e volume density of charge, charge density
o surface density of charge

E, (K) electric field strength

V, ¢ electric potential

U, (V) potential difference, tension

E electromotive force

D displacement (rationalized displacement)
D’ nonrationalized displacement

v electric flux, flux of displacement (flux of rationalized displacement)
v’ flux of non-rationalized displacement

C capacitance

€ permittivity

g permittivity of vacuum

e nonrationalized permittivity

&) nonrationalized permittivity of vacuum
e, relative permittivity

X. electric susceptibility

X, nonrationalized electric susceptibility

P electric polarisation

p. (@.) electric dipole moment

J, (S) current density

A, () linear current density

H magnetic field strength

H' nonrationalized magnetic field strength
U, magnetic potential difference

F, F, magnetomotive force

B magnetic flux density, magnetic induction
[ magnetic flux

A magnetic vector potential

L self-inductance

M, L, mutual inductance

k, (x, k) coupling coefficient

T leakage coefficient

o permeability

Mo permeability of vacuum

w nonrationalized permeability

o nonrationalized permeability of vacuum
M, relative permeability

x, k magnetic suceptibility

X', k' nonrationalized magnetic susceptibility
m electromagnetic moment (magnetic moment)
H, (M) magnetization

B, (J) magnetic polarization

J' nonrationalized magnetic polarization

1) electromagnetic energy density

S Poynting vector

c velocity of propagation of electromagnetic waves in vacuo
R resistance (to direct current)

G conductance (to direct current)

p resistivity
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TABLE 2.20 Electricity and Magnetism: Symbols (Continued)

Symbol Quantity

v, o conductivity

R, R, reluctance

A, (P) permeance

number of turns in winding
number of phases

number of pairs of poles

phase displacement

impedance (complex impedance)
modulus of impedance (impedance)
reactance

resistance

quality factor

admittance (complex admittance)
modulus of admittance (admittance)
susceptance

conductance

active power

apparent power

reactive power

Ewm:chNemsz
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TABLE 2.21 Light: Units

Conversion factors and

Quantity SI units remarks on non-SI units
Luminous intensity candela (cd)
Luminous flux lumen (Im) Im = cd sr (candela steradian)
Illuminance Iux (Ix) Ix = Im m2
Luminance candela per square stilb = 1 c¢d cm™2
meter (cd m™2) apostilb = 7' ¢cd m™2

1 c¢d/in? = 1550 c¢cd m™2
1 foot lambert = 3426 c¢d m~2
1 lambert = 3183 c¢d m™2

TABLE 2.22 Light: Symbols

Symbol Quantity

E illuminance

r reflectance factor
\% Munsell value

l luminous intensity
n refractive index

0 Iuminous flux

w beamwidth
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TABLE 2.23 Sound: Units

Conversion factors and

Quantity ST units remarks on non-SI units
Sound intensity watt per square lergs'cm? =107 W m?
meter @ m~2)
Sound intensity 1 decibel (dB) = 20 log,,(P/P,) where P =
(logarithmic) measured sound pressure and P, =
reference sound pressure of
2 X 10°N m?
Loudness 1 phon
Attenuation neper per meter (np m’s-1)

TABLE 2.24 Sound: Symbols

Symbol Quantity

period, periodic time
frequency, frequency interval
angular frequency, circular frequency
wavelength
circular wave number
density (mass density)
static pressure
(instantaneous) sound pressure
(instantaneous) sound particle displacement
(instantaneous) sound particle velocity
(instantaneous) sound particle acceleration
(instantaneous) volume velocity
velocity of sound
sound energy density
sound energy flux, sound power
sound intensity
specific acoustic impedance
acoustic impedance
s mechanical impedance
L, (Ly. L,) sound power level
L, (L) sound pressure level
damping coefficient

logarithmic decrement
attenuation coefficient
phase coefficient
propagation coefficient
dissipation coefficient
reflection coefficient
transmission coefficient
acoustic absorption coefficient

sound reduction index

sound transmission loss
equivalent absorption area of a surface or
object
reverberation time
Ly, (A) loudness level
N loudness
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Energy

The choice of a suitable commercial energy unit common to all energy-producing
concerns has still to be resolved. The SI unit is the joule and its multiples. However,
electrical interests favor the adoption of the kWh (3.6 MJ = 1 kWh). The following
are the probable commercial field quantities:

Coal tonne

Electricity kWh

Gas 100 MJ (the therm)
litre; m?

Oil { kg; tonne

Hardness Values

The hardness unit kgf is used to express the load applied by the indenter and this
ensures that most hardness-testing machines and empirically based formulae are
not made obsolete. Thus the Rockwell, Vickers, and Brinell hardness numbers are
used. This number is arbitrary and dimensionless and is dependent upon the resis-
tance offered by the material under test to a definite load.

Concentration

Concentration should preferably be expressed on a mass/mass basis (i.e., kg kg™";
mg kg™!) or a volume/volume basis (i.e. m* m~3; liter m~3; milliliter m~). It may
also be expressed in parts per million (ppm) or as a percentage by mass’ or “by

volume,” respectively.

pH Scale

This is a number based on the logarithm, to the base 10 of the reciprocal of the
concentration of hydrogen ions in aqueous solution. It is used as a method of
expressing small differences in the acidity or alkalinity of nearly neutral solutions
in biological and electrolytic processes.

Quantities and Units of Light
The following definitions are based on the International Lighting Vocabulary.

Luminous flux (symbol ¢): The light emitted by a source such as a lamp or
received by a surface, irrespective of direction.

Lumen (abbreviation Im): The SI unit of luminous flux used in describing the
total light emitted by a source or received by a surface. (A 100-watt incandescent
lamp emits about 1200 lumens.)

Illumination: The process of lighting an object.
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[lumination value (symbol E): The luminous flux incident on a surface, per unit
area.

Lux (abbreviation 1x): The SI unit of illumination value; it is equal to one lumen
per square meter.

Lumen per square foot (abbreviation Im ft™2): A nonmetric unit of illumination
value, equal to 10.76 lux. (Previously called the foot-candle, a term still used in
some countries.)

Service value of illumination: The mean value of illumination throughout the
life of an installation and averaged over the working area.

Initial value of illumination: The mean value of illumination averaged over the
working area before depreciation has started, i.e., when the lamps and fittings
are new and clean and when the room is freshly decorated.

Mean spherical illumination (scalar illumination): The average illumination over
the surface of a small sphere centered at a given point; more precisely, it is the
flux incident on the surface of the sphere divided by the area of the sphere. The
term scalar illumination is the lux: care is needed to avoid confusing the unit
with the illumination on a plane which is measured in the same unit.

Ilumination vector: A term used to describe the flow of light. It has both mag-
nitude and direction. The magnitude is defined as the maximum difference in
the value of illumination at diametrically opposed surface elements of a small
sphere centered at the point under consideration. The direction of the vector is
that of the diameter joining the brighter to the darker element.

Luminous intensity: The quantity which describes the illuminating power of a
source in a particular direction. More precisely, it is the luminous flux emitted
within a very narrow cone containing that direction divided by the solid angle
of the cone.

Candela (abbreviation cd): The SI unit of luminous intensity. The term candle
power designates a luminous intensity expressed in candelas.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



ENGINEERING MATHEMATICS, UNITS, SYMBOLS, AND CONSTANTS

PART 8

CONVERSION OF EXISTING
IMPERIAL TERMS

Duncan T. Enright

If it is necessary to convert existing imperial terms to a metric equivalent, care
should be taken to ensure that the converted value implies the same degree of
accuracy. The conversion factor must convey the same order of precision as the
original value. Thus to translate 1 in as 25.4 mm or 1000 ft as 304.8 m conveys a
tolerance which, in most cases, would be too precise.

Particular care is needed when converting machined tolerances. With a simple
dimension such as 0.836 in., it is reasonable to assume that this dimension can be
met because an imperial micrometer can measure to 0.001 in. The conversion factor
for 0.836 in. is 21.2344 mm. Thus 0.004 mm in our conversion represents an
accuracy of 0.000 016 in., which is beyond the scope of most toolroom measuring
devices. In such cases it should be borne in mind that a metric micrometer can
measure to 0.01 mm and with a vernier attachment to 0.002 mm. Thus for the
greatest possible accuracy our converted readings should be 21.234 mm. Table 2.25
gives some metric to other unit conversion factors.

TABLE 2.25 Metric Conversion Factors

SI units Other units

SPACE AND TIME
Length:

1 m (micron) = 39.37 X 107¢ in.

1 mm = 0.039 370 1 in.

1 cm = 0.393 701 in.

I m = 3.280 84 ft

I m = 1.093 61 yd

1 km = 0.621 371 mile
Area

1 mm? = 1.550 X 107% in.?

1 cm? = 0.1550 in.?

1 m? = 10.7639 ft*

1 m? = 1.195 99 yd?

1 ha = 2.471 05 acre
Volume:

1 mm? = 61.0237 x 107°in.}

1 cm? = 61.0237 X 1073 in.3

1 m? = 353147 ft*

1 m? = 1.307 95 yd*
Capacity:

10° m? = 219.969 X 10° gal

1 m? = 219.969 gal

1 litre (1) { =0.219 969 gal

= 1.759 80 pint

2.87
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TABLE 2.25 Metric Conversion Factors (Continued)

ST units Other units

Capacity flow:

10° m™3 s7! = 791.9 X 10° gal h™!

1 mds! = 13.20 X 10° gal min™!

1 liter s7! = 13.20 gal min™'

Im*k™'Wh =219.969 gal k' W h

1 m?s™! = 35.3147 ft> s7!' (cusecs)

1 liter s™! = (0.588 58 X 1073 ft* min~' (cfm)
Velocity:

I ms™! = 3.280 84 ft s7! = 2.236 94 mile h™!

1 km h™! = 0.621 371 mile h™!
Acceleration:

1 ms™? = 3.280 84 ft s72
MECHANICS
Mass:

lg = 0.035 274 oz

1 kg = 2204 62 1b

1t = 0.984 207 ton = 19.6841 cwt
Mass flow:

1 kgs™! =2204621bs ! =7.936 64 klb h!
Mass density:

1 kg m™3 = 0.062 428 1b ft=3

1 kg liter™! = 10.022 119 Ib gal™!
Mass per unit length:

1 kgm™! = 0.671 969 Ib ft! = 2.01591 b yd™!
Mass per unit area:

1 kg m™2 = 0.204 816 1b ft2
Specific volume:

1 m®kg™! = 16.0185 ft* Ib~!

1 liter tonne ™" = 0.223 495 gal ton™!
Momentum:

1 kg m? s™! = 7.233 01 Ibft s7!
Angular momentum:

1kgm?s™! = 23.7304 Ibft> s~
Moment of inertia:

1 kg m? = 23.7304 Ibft?
Force:

1IN = 0.224 809 1bf
Weight (force) per unit length:

1 Nm! = 0.068 521 8 Ib ft™! = 0.205 566 1bf yd~!
Moment of force (or torque):

1 Nm = 0.737 562 Ibf ft
Weight (force) per unit area:

1 Nm™2 = 0.020 885 Ibf ft=2
Pressure:

1 Nm2 = 1.450 38 X 107* Ibf in.72

1 bar = 14.5038 Ibf in.~2

1 bar = 0.986 923 atmosphere

1 mbar = 0.401 463 in H,O

= 0.029 53 in Hg
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TABLE 2.25 Metric Conversion Factors (Continued)

ST units Other units
Stress:
1 N mm™ = 6.474 90 X 1072 tonf in.™?
1 MN m™2 = 6.474 90 X 1072 tonf in.™?
1 hbar = 0.647 490 tonf in.”?2
Second moment of area:
1 cm* = 0.024 025 in.#
Section modulus:
1 m? = 61 023.7 in.3
1 cm? = 0.061 023 7 in.?
Kinematic viscosity:
1 m?s™! = 10.762 75 ft> s7! = 10° ¢St
1 ¢St = 0.038 75 ft> h™!
Energy, work:
1J = 0.737 562 ft Ibf
1 MJ = 0.3725 hph
1 MJ = 0.277 78 kW h
Power:
1w = 0.737 562 ft Ibf s~!
1 kW = 1.3410 hp = 737.562 ft 1bf s~!
Fluid mass:
(Ordinary) 1 kg s! =2204621bs ! =7936.641bh!
(Velocity) 1 kg m™2 s =0.204 815 1b ft2s
HEAT
Temperature:
(Interval) 1 degK = 9/5 deg R (Rankine)
1 degC = 9/5deg F
(Coefficient) 1 degR™! = 1deg F!' =5/9degC
1 degC™! = 5/9 deg F!
Quantity of heat:
1] = 9478 17 X 107* Btu
1J = (.238 846 cal
1kJ = 947.817 Btu
1 GJ = 947.817 X 10° Btu
1kJ = 526.565 CHU
1 GJ = 526.565 X 10° CHU
1GJ = 9.478 17 therm
Heat flow rate:
1 W(Js™ = 3412 14 Btu h™!
1 Wm? = 0.316 998 Btu ft 2 h™!
Thermal conductivity:
1 Wm!e°C! = 6.933 47 Btu in ft™2 h™! °F!
Heat transfer coefficient
1 Wm3°C! = 0.176 110 Btu ft 2 h™! °F~!
Heat capacity:
1Jeg'C! = 0.526 57 X 1073 Btu °R™!
Specific heat capacity:
1Je°C! = 0.238 846 Btu Ib~! °F~!
1 kJ kg=!' °C™! = 0.238 846 Btu Ib~' °F~!
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TABLE 2.25 Metric Conversion Factors (Continued)

SI units Other units

Entropy:

1JK! = 0.526 57 X 1073 Btu °R™!
Specific entropy:

1J kg ! degC™! = 0.238 846 X 107 Btu Ib™' °F!

1J kg ' degK™! = 0.238 846 X 1073 Btu Ib™!' °R"!
Specific energy/specific latent
heat: = 0.429 923 Btu Ib™!

1Jg! =0.429 923 X 103 Btu Ib™!

1Jkg™!
Calorific value:

1 kJ kg™! = 0.429 923 Btu Ib™!

1 kJ kg™! = 0.773 861 4 CHU Ib™!

1Jm3 = 0.026 839 2 X 1073 Btu ft 3

1kIm™? = 0.026 839 2 Btu ft?

1 kg liter™! = 4.308 86 Btu gal™!

1 kJ kg™! = 0.009 630 2 therm ton ™'
ELECTRICITY
Permeability:

IHm™ =107/411 p,
Magnetic flux density:

1 tesla = 10* gauss = 1 Wb m2
Conductivity:

1 mho = 1 reciprocal ohm

1 Siemen = 1 reciprocal ohm
Electric stress:

1 kV mm™! =254%kVin!

1kVm! = 0.0254 kV in™!
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PART 9

ABBREVIATIONS

Duncan T. Enright

Table 2.26 gives an alphabetical list of commonly used abbreviations of units.
Obsolete and rarely found units are also included. For definitions of these units see
Tables 2.9-2.24 and other reference works listed at the end of this chapter.

TABLE 2.26 Common Abbreviations of Units

a
A
A
asb
AU
AT
b
bar
Bi

Btu
BthU

°C
cal
cc

cd
CHU
Ci

cl
cm
CM
cP
c/s
cSt
ct
cu. cm
cu ft
cu in
cusec
cwt

dB
dm
dwt
dyn

€ unit
E unit

year (p.a. = per annum)

angstrom

ampere

apostilb

astronomical unit

assay ton

barn

bar

Biot (unit of current in electromagnetic
CGS system)

British thermal unit

curie

coulomb

degree Celsius
calorie

cubic centimeter
candela
Centrigrade heat unit
curie

centiliter
centimeter

carat

centipoise

cycle per second
centistoke

carat

cubic centimeter
cubic foot

cubic inch

cubic foot per second
hundredweight
day

decibel
decimeter
pennyweight
dyne

X-ray dosage

291
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TABLE 2.26 Common Abbreviations of Units

(Continued)

erg erg

eV electronvolt

f force

F farad

°F degree Fahrenheit
fc foot candle

ft foot

ft L foot Lambert

ft Ib foot pound

g gram

G gauss

gal gallon

Gb gilbert

g cal gram calorie

gl gill

gm gram

g.p.m. gallons per minute
g.p.s. gallons per second
er grain

Gs gauss

h hour

H henry

ha hectare

hp horsepower

hp hr horsepower hour
Hz hertz

in. inch

in. Hg inch of mercury
J joule

K kelvin

kc kilocycle

kcal kilocalorie

ke/s kilocycle per second
kg kilogram

kef kilogram force
km kilometer

t?} knot

kV kilovolt

kVA kilovolt ampere
kW kilowatt

kW h kilowatt hour

L lambert

1 liter

b pound

Ibf pound force

lea league

Im lumen

ly light year

Ix lux

m meter
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TABLE 2.26 Common Abbreviations of Units

(Continued)
{molality
m .
molal concentration
M molar concentration
mA milliampere
mbar millibar
mcps mega cycles per second
MeV mega electron volt
mF millifarad
micron length — 10° meter
pressure — 1073 mm Hg
angular — 1/1000 rt. angle
mil length 1/1000 inch
volume — milliliter
min minute (time)
mks meter kilogram second
ml milliliter
mL millilambert
mm millimeter
mm fd micromicrofarad
mm Hg millimeter of mercury
mmm millimicrons
mol mole (amount of substance)
mpg miles per gallon
mpm meters per minute
m/s }
meters per second
mps
mt metric ton
mV millivolt
mW h megawatt hour
Mx maxwell
N newton
N m1le} nautical mile
nm
Np neper
nt nit
ntm net ton mile
n unit neutron dose
Oe oersted
oz ounce (avoirdupois)
oz. t ounce (troy)
p perch
P poise
P phon
Pa pascal
pc parsec
pdl poundal
ph phot
psi pounds per square inch
pwt pennyweight
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TABLE 2.26 Common Abbreviations of Units

(Continued)

gl} quintal

qts quart

; Rontgen

R Réaumier

°R degree Rankine
rad radian

rpm revolutions per minute
ps revolutions per second
S second (time)
S Siemen

S

S t} stokes

sb stilb

sn sthéne

sr steradian

T tesla

t tonne

th thermie

\" volt

VA volt ampere

W watt

Wb weber

yd yard
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PART 10

PHYSICAL AND CHEMICAL
CONSTANTS

Duncan T. Enright

The following tables provide physical and chemical constants most of use in en-
gineering disciplines. Table 2.27 lists universal constants. Table 2.28 is a table of
elements. Table 2.29 presents the principal elements in order of valency. Table 2.30
gives the surface tension of some common metals, and Table 2.31 lists specific
heats, melting points and densities of selected elements. Table 2.32 reports the
sectional properties of metals.

2.71 ATOMIC NUMBER

Radon has an atomic number of 86 (International Atomic Weights Commission).
Isotopes of radon will have the same atomic number but different atomic weights.

2.72 ATOMIC WEIGHT

Weights are related to an arbitrary reference value of 16 for oxygen. Atomic weights
vary because of natural variation in composition (different isotopes in mixture affect
the weight average) and because of relativistic effects.

2.73 DENSITY

Values are taken at 293 K.

2.74 MELTING POINT

Values are for 1 atm pressure (1.01325 X 10° Pa).

2.75 LINEAR COEFFICIENT OF EXPANSION

This is commonly known as the « value. It is worked out as a mm expansion over
100 m length using the equation L = I(1 + «f) for expansion and [ = L/(1 + af)
for a contraction; where [ = increase or decrease in length, L = original length,
t = temperature change and « = linear coefficient of expansion.

2.95
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TABLE 2.27 Universal Constants

Constant Symbol Numerical value SI unit
Speed of light in vacuum c 2.997 925(1) 10 m s™!
Gravitational constant G 6.670(5) 107" N m? kg?
Elementary charge e 1.602 10(2) 10°® C
Avogadro constant N, 6.022 52(9) 10%¢ kmol ™!
Mass unit u 1.660 43(2) 107%" kg
Electron rest mass m, 9.109 08(13) 1073" kg
5.485 97(3) 107*%u
Proton rest mass m, 1.672 52(3) 107%7 kg
1.007 276 63(8) u
Neutron rest mass m, 1.674 82(3) 107%" kg
Faraday constant F 9.684 70(5) 10* C mol™!
Planck constant h 6.625 59(16) 1073# T s
hi2m 1.054 494(25) 1073 7T s
Fine-structure constant @ 7.297 20(3) 1073
la 137.038 8(6)
Charge-to-mass ratio for electron elm, 1.758 796(6) 10" C kg™!
Quantum of magnetic flux hcle 4.135 56(4) 107" Wb
Rydberg constant R. 1.097 373 1(1) 107 m™!
Bohr radius a, 5.291 67(2) 107" m
Compton wavelength of electron him,c 2.426 21(2) 1072 m
AC21r 3.861 44(3) 107® m
Electron radius elm,c® = r, 2.817 77(4) 107" m
Thomson cross-section 87r2/3 6.651 6(2) 1072° m?
Compton wavelength of proton Acp 1.321 398(13) 107" m
A2 2.103 07(2) 107 m
Gyromagnetic ratio of proton y 2.675 192(7) 108 rad (s T)!
Y2 4.257 70(1) 107 Hz T™!
(uncorrected for diamagnetism of L% 2.675 123(7) 108 rad (s T)™!
H,0)
v 4.257 59(1) 107 Hz T
Bohr magneton Mg 9.273 2(2) 10#J1!
Nuclear magneton My 5.050 50(13) 1027 JT!
Proton magnetic moment i, 1.410 49(4) 107263 T!
1,/ 1y 2.792 76(2)
(uncorrected for diamagnetism in M 2.792 68(2)
H,O sample)
Gas constant R, 8.314 34(35) J K~!' mol
Boltzmann constant k 1.380 54(6) 1072 J K!
First radiation constant (27hc?) ¢ 3.741 50(9) 1071* W m—2
Second radiation constant (ic/k) c, 1.438 79(6) 102m K
Stefan—Boltzmann constant o 5.669 7(10) 1078 W m2 K*
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TABLE 2.29 Table of Principal Elements Arranged in Order of

Valency
Valency Name Symbol Atomic weight
1 (Monovalent) Bromine Br 79.9
Chlorine Cl 39.457
Fluorine Fl 19.00
Hydrogen H 1.008 1
Todine 1 126.92
Potassium K 39.096
Silver Ag 107.88
Sodium Na 22.997
2 (Divalent) Barium Ba 137.34
Cadmium Cd 112.40
Calcium Ca 40.08
Copper Cu 63.54
Magnesium Mg 54.93
Mercury Hg 200.61
Oxygen (0] 16.000
Zinc Zn 65.38
3 (Trivalent) Aluminum Al 26.98
Bismuth Bi 209.00
Boron B 10.81
Cobalt Co 58.94
Gold Au 197.20
Iron Fe 55.84
Nickel Ni 58.70
4 (Tetravalent) Lead Pb 207.21
Platinum Pt 195.23
Silicon Si 28.08
Tin Sn 118.70
5 (Pentavalent) Antimony Sb 121.75
Arsenic As 74.92
Nitrogen N 14.008
Phosphorus P 31.02
6 (Hexavalent) Chromium Cr 52.01
Manganese Mn 54.93
Sulphur S 32.06

2.76 HEAT CONDUCTIVITY

This is sometimes called thermal conductivity and is known as the k factor. Values
are taken at 293 K.

2.77 ELECTRICAL RESISTIVITY

Values are given at 293 K.
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TABLE 2.30 Surface Tension of Some Common Metals

Temperature Surface tension
Metal °0O) (mN m™1)
Antimony 640 350
Bismuth 269 378
Cadmium 320 630
Copper 1131 1103
Gold 1120 1128
Iron (acc. to C content) 1300-1420 1150-1500
Lead 327 452
Mercury 20 465
Silver 998 923
Tin 232 526
Zinc 419 758

Surface tension of water is 78.5 mN m™! at 0°C and decreases by 0.152
mN m~! for each degree rise of temperature.

TABLE 2.31 Specific Heats, Melting Points, and Densities

Melting Density
Specific heat point (kg m~3)
Material (kJ kg='°C™) °C) (approx.)
Air (20°C) 0.996 8 — 1.2
Aluminum 0914 9 657 2 700
Brass 0.395 3 850-950 8 400
Carbon 0.854 3 — 2 220
Cobalt 0.448 1 480 8 904
Copper 0.393 6 1 083 8 941
German silver 0.398 — 8 400
Graphite 0.837 4 — 2 300
Iron, cast 0.46-0.67 1 200 7 000
Lead (solid) 0.131 3 3274 11 320
Lead (liquid) 0.197 2 — —
Mercury 0.134 —38.9 13 540
Molybdenum 0.275 9 2 620 10 190
Nickel 0.454 1452 8 915
Paraffin (solid) 2.6-2.9 38-56 900
Paraffin (liquid) 29.7 — 800
Pitch — — 1 100
Platinum 0.138 1 1774 21 420
Silver 0.232 7 960.8 10 520
Solder — 205-185 8 300
Tin (solid) 0.234 5 232 7 308
Tin (liquid) 0.268 — —
Tungsten 0.146 6 3370 19 320
Type metal 0.163 3 — —
Water (20°C) 4.186 8 — —
Zinc (cast) 0.39-0.50 419.5 7 142
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TABLE 2.32 Sectional Properties of Metals

Tensile
E G K strength
Substance (MN m~2) (MN m~2) T (MN m~2) (MN m™2)
Aluminum 70 300 26 100 0.345 75 500 90-150
Brass 101 000 37 300 0.350 111 800 280-730
Copper 129 800 48 300 0.343 137 800 120-400
Iron (cast) 152 000 60 000 0.270 109 000 100-230
Iron (wrought) 211 400 81 000 0.293 170 000 260-450
Lead 16 100 5 600 0.440 45 700 12-17
Magnesium 44 700 17 000 0.291 25 600 60-190
Silver 82 700 30 200 0.366 103 600 300
Platinum 168 000 61 000 0.377 228 000 330-370
Tantalum 185 700 69 200 0.342 196 300 800-1 100
Tin 49 900 18 400 0.357 58 200 20-35
Tungsten 411 000 160 000 0.280 311 500 1 500-3 500
Steel (mild) 211 900 82 200 0.291 169 200 430-690
Steel (hardened) 210 400 77 800 0.295 165 200 1 800-2 300

Notes: E is known as Young’s modulus or longitudinal elasticity; G is known as shear or rigidity
modulus; o is known as Poisson’s ratio; K is known as bulk modulus.
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MECHANICAL ENGINEERING PRINCIPLES

PART 1
STATICS OF RIGID BODIES

Robert Paine

In general, the study of mechanics may be divided into two distinct areas. These
are statics, which involves the study of bodies at rest, and dynamics, which is the
study of bodies in motion. In each case it is important to select an appropriate
mathematical model from which a “free body diagram’ may be drawn, representing
the system in space, with all the relevant forces acting on that system.

When a set of forces acts on a body, it gives rise to a resultant force or moment
or a combination of both. The situation may be determined by considering three
mutually perpendicular directions on the free body diagram and resolving the forces
and moment in these directions. If the three directions are denoted by x, y, and z,
then the sum of forces may be represented by =F,, 2 F,, and 2 F, and the sum of
the moments about respective axes by 2M,, XM, and =M,. Then for equilibrium
the following conditions must hold:

SF,=3F,=3F =0 3.1)
SM, = SM, = SM_ = 0 (3.2)

If the conditions in equations (3.1) and (3.2) are not satisfied, then there is a
resultant force or moment, which is given by

F = [EF) + CF) + SF)'?
M= [EM)* + EM,y + (EM.y]'"?

The six conditions given in equations (3.1) and (3.2) satisfy problems in three
dimensions. If one of these dimensions is not present (say, the z direction) the
system reduces to a set of coplanar forces, and then

SF,=3M, = SM, = 0

are automatically satisfied, and the necessary conditions of equilibrium in a two-
dimensional system are

SF,=3F, =3M =0 (3.3)

If the conditions in equation (1.3) are not satisfied, then the resultant force or
moment is given by

F=[CF) + CFy"
M = 3M.

The above equations give solutions to what are said to be “statically determi-
nate”” systems. These are systems where there are the minimum number of con-
straints to maintain equilibrium (Mathesun 1987).

3.2
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PART 2
STRENGTH OF MATERIALS

Robert Paine

Weight: The weight (W) of a body is that force exerted due to gravitational attrac-
tion on the mass (m) of the body: W = mg, where g is the acceleration due to
gravity.

Center of gravity: This is a point, which may or may not be within the body,
at which the total weight of the body may be considered to act as a single force.
The position of the center of gravity may be found experimentally or by analysis.
When using analysis the moment of each element of weight, within the body, about
a fixed axis is equated to the moment of the complete weight about that axis:

X = 2émg - x/Zémg, y = 2émg + y/Zdmg
7 = 2émg - z/Zdmg

where 6m is an element of mass at a distance of x, y or z from the respective axis,
and %, y and 7 are the positions of the centers of gravity from these axes. Table 3.1
shows the position of the center of gravity for some standard shapes. (See Meriam
and Kraige 1987 for a more comprehensive list.)

Shear force and bending moment: If a beam subject to loading, as shown in
Figure 3.1, is cut, then in order to maintain equilibrium a shear force (Q) and a
bending moment (M) must be applied to each portion of the beam. The magnitudes
of Q and M vary with the type of loading and the position along the beam and are
directly related to the stresses and deflections in the beam.

Relationship between shearforce and bending moment: If an element of a beam
is subjected to a load w then the following relationship holds:

d’M _ dF _
dx?  dx

Table 3.2 shows examples of bending moments, shear force, and maximum deflec-
tion for standard beams.

Bending equation: If a beam has two axes of symmetry in the xy plane then the
following equation holds:

M,/I, = EIR, = aly

where M, is the bending moment, R, the radius of curvature, I, the moment of
inertia, E the modulus of elasticity, y the distance from the principal axis, and o
the stress.

Torsion equation: If a circular shaft is subject to a torque (7) then the following
equation holds:

T/J = 7/lr = GO/L

where J is the polar second moment of area, G the shear modulus, L the length, 6
the angle of twist, 7 the shear stress, and r the radius of the shaft.

3.3
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TABLE 3.1 Centers of Gravity and Moments of Inertia or Second Moments of Area for
Two-Dimensional Figures

Shape G 1
Triangular area T y=h!/3 I, = bh*/36
e " e Iy = bRP/12
Rectangular-area ol
14
J T I;; = bh*/12
G NG GI’ 5
} — Iy = bh?/3
. ° _ 2rsina
Circular sector v X = ? B 1
A “ 1 =L a — = sina
<< 5 /% XX Ty 5
I = ﬁ + l in2
w= |t sine
’ «
Slender rod ,/& Iy = I, = ml?/12

Ly = m(b® + ¢)/12
Ly = m(c? + a®/12
L, = m(@ + b»/12

Rectangular prism

P y Lyw = mr?/2
Thin disk Lo =1, = mr/4

Iy = mr?/2

Circular cylinder v L, =1, = m3r* + [2)/12
\L
7N
Sphere 4 Iy = Iy = I, = 2mr?/5
Hemisphere y=73r/8 Iy, = 2mr?/5

Circular cone x=nh/4 Iy = 3mr?/10

3mr?  mh?
b= "0
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W, w2

RA RB
W1 WZ
‘O
10
Ra M M s
FIGURE 3.1
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3.6 SECTION THREE
TABLE 3.2
5 One concentrated load W
, w MatA=Wx,QatA =W
» s
7 AL—X*— M greatest at B, and = WL
Q uniform throughout
Maximum deflection = WL3/3EI at the free end.
L
3 Uniform load of W
7 " MatA = Wx2/2L
A M greatest at B = WL/2
— QO greatestat B = W

Maximum deflection = WL3/8EI at the free end.
One concentrated load at the center of a beam

w (L
MatA=— (3~
at 2<2 X>,

QatA = W/2

M greatest at B = WL/4

Q uniform throughout

Maximum deflection = WL3/48EI at the center
Uniform load W

RINERATRTEY, W<L2 )

[ A B D M A:_ - 2
Lt QatA = WxlL

M greatest at B = WL/8

Q greatest at C and D = W/2 maximum deflection at
B = 5WL?/384EI

Beam fixed at ends and loaded at center.

M is maximum at A, B, and C and = WL/8.
Maximum deflection at C = WL3/192EI

Beam fixed at ends with uniform load.
M maximum at A and B and = WL/12
Maximum deflection at C = WL3/384EI

One concentrated load W

Reaction R = 5W/16

M maximum at A, and = 3WL/16

M at C = 5WL/32

Maximum deflection is L/\/5 from the free end, and
= WL107EI

Uniform load W

Reaction R = 3W/8

‘ ‘ M maximum at A, and = WL/8

D Mat C = OWL/128

Maximum deflection is 3L/8 from the free end, and =
WL2/187EI
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PART 3
DYNAMICS OF RIGID BODIES

Robert Paine

3.1 BASIC DEFINITIONS

Newton’s Laws of Motion

First Law. A particle remains at rest or continues to move in a straight line with
a constant velocity unless acted on by an external force.

Second Law. The sum of all the external forces acting on a particle is propor-
tional to the rate of change of momentum.

Third Law. The forces of action and reaction between interacting bodies are
equal in magnitude and opposite in direction.

Newton’s law of gravitation, which governs the mutual interaction between bod-
ies, states:

F = Gmm,/x?

where F is the mutual force of attraction, G is a universal constant called the
constant of gravitation, which has a value 6.673 X 107" m?® kg™! s?, m, and m, are
the masses of the two bodies, and x is the distance between the centers of the
bodies.

Mass (m) is a measure of the amount of matter present in a body.

Velocity is the rate of change of distance (x) with time (?):

v = dx/dt or X
Acceleration is the rate of change of velocity (v) with time (7):
a = dv/dt or d*x/dt* or i

Momentum is the product of the mass and the velocity. If no external forces are
present then the momentum of any system remains constant. This is known as the
conservation of momentum.

Force is equal to the rate of change of momentum (mv) with time (¢):

F = d(mv)/dt
F=m-dvldt +v-dmldt

If the mass remains constant then this simplifies to F = m - dv/dt, i.e., Force
mass X acceleration, and it is measured in newtons.
Impulse (I) is the product of the force and the time that force acts. Since [/
Ft = mat = m(v, — v,), impulse is also said to be the change in momentum.
Energy: There are several different forms of energy which may exist in a system.
These may be converted from one type to another but they can never be destroyed.
Energy is measured in joules.
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3.8 SECTION THREE

Potential energy (PE) is the energy which a body possesses by virtue of its
position in relation to other bodies: PE = mgh, where h is the distance above some
fixed datum and g is the acceleration due to gravity.

Kinetic energy (KE) is the energy a body possesses by virtue of its motion:
KE = omv2.

Work (W) is a measure of the amount of energy produced when a force moves
a body a given distance: W = F - x.

Power (P) is the rate of doing work with respect to time and is measured in
watts.

Moment of inertia (I): The moment of inertia is that property in a rotational
system which may be considered equivalent to the mass in a translational system.
It is defined about an axis xx as Iy, = Zdmx? = mk>,, where x is the perpendicular
distance of an element of mass ém from the axis xx and kyy is the radius of gyration
about the axis xx. Table 3.1 gives some data on moments of inertia for standard
shapes.

Angular velocity (w) is the rate of change of angular distance (6) with time:

=do/dt = 6

Angular acceleration () is the rate of change of angular velocity (w) with time:

=dw/dt or d*6/dt*> or 6
Both angular velocity and accleration are related to linear motion by the equations
v = wx and @ = ax (see Figure 3.2).
Torque (T) is the moment of force about the axis of rotation:

T = la

FIGURE 3.2
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A torque may also be equal to a couple, which is two forces equal in magnitude
acting some distance apart in opposite directions.

Parallel axis theorem: if I is the moment of inertia of a body of mass m about
its center of gravity, then the moment of inertia (/) about some other axis parallel
to the original axis is given by I = I;; + mr?, where r is the perpendicular distance
between the parallel axes.

Perpendicular axis theorem: If I, Iy, and I,, represent the moments of inertia
about three mutually perpendicular axes x, y, and z for a plane figure in the xy
plane (see Figure 3.3) then I, = Iy + I,.

Angular momentum (H,) of a body about a point O is the moment of the linear
momentum about that point and is wl,,. The angular momentum of a system re-
mains constant unless acted on by an external torque.

Angular impulse is the product of torque by time, i.e. angular impulse = Tt =
la - t = (0, — w,), the change in angular momentum.

Angular kinetic energy about an axis O is given by '2l,w>.

Work done due to a torque is the product of torque by angular distance and is
given by T6.

Power due to torque is the rate of angular work with respect to time and is
given by 7d6/dt = Tw.

Friction: Whenever two surfaces, which remain in contact, move one relative to
the other there is a force which acts tangentially to the surfaces so as to oppose
motion. This is known as the force of friction. The magnitude of this force is uR,
where R is the normal reaction and w is a constant known as the coefficient of
friction. The coefficient of friction depends on the nature of the surfaces in contact.

3.2 LINEAR AND ANGULAR MOTION IN TWO
DIMENSIONS

Constant acceleration: If the accleration is integrated twice and the relevant initial
conditions are used, then the following equations hold:

y
&m
X P4
y
z
0 VX
FIGURE 3.3
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3.10 SECTION THREE
Linear motion Angular motion
x = vyt + Yeat? 0= wt + Yar®
v, = v, + at w, = w; + at
v3 = v? + 2ax w3 = w? + 2a0

Variable acceleration: If the acceleration is a function of time then the area
under the acceleration time curve represents the change in velocity. If the acceler-
ation is a function of displacement then the area under the acceleration distance
curve represents half the difference of the square of the velocities (see Figure 3.4).

Curvilinear motion is when both linear and angular motions are present.

If a particle has a velocity v and an acceleration a then its motion may be
described in the following ways:

1. Cartesian components, which represent the velocity and acceleration along two
mutually perpendicular axes x and y (see Figure 3.5(a)):

Uy =vcos O, v,=vsinb ay=acos ¢

a sin ¢

ay

7

x
dv _dx _ dv
= — = a——‘—
a dtoradt‘ dv ar
Y a=v &
Area —f1 a.
=vy — W or adx = vdv
5 V2 Vi
= dx = -5 — ——
Area f1a 2 5

FIGURE 34

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



MECHANICAL ENGINEERING PRINCIPLES

MECHANICAL ENGINEERING PRINCIPLES 3.1

y a
M a Normal v

1%
¢ [}
Vy ax vr
v %

6 vy Tangential A

(a) {b) (c)
FIGURE 3.5

2. Normal and tangential components: see Figure 3.5(b):
v,=v=r0=rw, v,=0

a,=r0+ 0 =ra+ io

a, =v0 = ro*

3. Polar coordinates: see Figure 3.5(c):

UV, =T, UVy=16

a,=7#—r0% a,=rb+ 20

3.3 CIRCULAR MOTION

Circular motion is a special case of curvilinear motion in which the radius of
rotation remains constant. In this case there is an acceleration towards the center
of w?r. This gives rise to a force towards the center known as the centripetal force.
This force is reacted to by what is called the centrifugal reaction.

Velocity and acceleration in mechanisms: A simple approach to determine the
velocity and acceleration of a mechanism at a point in time is to draw velocity and
acceleration vector diagrams.

Velocities: If in a rigid link AB of length / the end A is moving with a different
velocity to the end B, then the velocity of A relative to B is in a direction perpen-
dicular to AB (see Figure 3.6).

When a block slides on a rotating link the velocity is made up of two compo-
nents, one being the velocity of the block relative to the link and the other the
velocity of the link.

Accelerations: If the link has an angular acceleration « then there will be two
components of acceleration in the diagram, a tangential component «/ and a cen-
tripetal component of magnitude w?/ acting towards A.

When a block slides on a rotating link the total acceleration is composed of four
parts: first, the centripetal acceleration towards O of magnitude w?/; second, the
tangential acceleration «/; third, the acceleration of the block relative to the link;
fourth, a tangential acceleration of magnitude 2vw known as Coriolis acceleration.
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FIGURE 3.6

The direction of Coriolis acceleration is determined by rotating the sliding velocity
vector through 90° in the direction of the link angular velocity w.

3.4 LINEAR AND ANGULAR MOTION IN THREE
DIMENSIONS

Motion of a Particle in a Moving Coordinate System

xyz is a moving coordinate system, with its origin at O, which has a position vector
R, a translational velocity vector R and an angular velocity vector o relative to a
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fixed coordinate system XYZ, origin at O'. Then the motion of a point P whose
position vector relative to O is P and relative to O’ is r is given by the following
equations (see Figure 3.7):

Fi=R+p +0Xp

where p, is the velocity of the point P relative to the moving system xyz and o X
p is the vector product of w and p:

F=R+oXp+oX((@®Xp)+20Xp +p,

where p, is the acceleration of the point P relative to the moving system. Thus 7
is the sum of:

1. The relative velocity {,
2. The absolute velocity R of the moving origin O
3. The velocity o X p due to the angular velocity of the moving axes xyz

and ¥ is the sum of:

1. The relative acceleration p,
2. The absolute acceleration R of the moving origin O

3. The tangential acceleration @ X p due to the angular acceleration of the moving
axes xyz

4. The centripetal acceleration w X (w X p) due to the angular velocity of the
moving axes xyz

5. Coriolis component acceleration 2w X p, due to the interaction of coordinate
angular velocity and relative velocity

z P
P z
w
k
r
0 j y

k' i
R

o , X

i Y
i '
X
FIGURE 3.7
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In all the vector notation a right-handed set of coordinate axes and the right-hand
screw rule is used.

Gyroscopic Effects

Consider a rotor which spins about its geometric axis (see Figure 3.8) with an
angular velocity w. Then two forces F acting on the axle to form a torque 7, whose
vector is along the x-axis, will produce a rotation about the y axis. This is known
as precession, and it has an angular velocity (). It is also the case that if the rotor
is precessed then a torque 7 will be produced, where T is given by T = I ().
When this is observed it is the effect of gyroscopic reaction torque that is seen,
which is in the opposite direction to the gyroscopic torque (Scarborough 1958).

3.5 BALANCING

In any rotational or reciprocating machine where accelerations are present, unbal-
anced forces can lead to high stresses and vibrations. The principle of balancing is
such that by the addition of extra masses to the system the out-of-balance forces
may be reduced or eliminated.

3.6 BALANCING OF ROTATING MASSES

Single Out-of-Balance Mass

One mass (m) at a distance r from the center of rotation and rotating at a constant
angular velocity o produces a force mw?r. This can be balanced by a mass M
placed diametrically opposite at a distance R, such that MR = mr.

y
l«—— Precession axis

Q

w
zZ i e
Spin axis
F
T
~
Couple axis
x

FIGURE 3.8
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Several Out-of-Balance Masses in One Transverse Plane

If a number of masses (m,, m,, . . .) are at radii (r,, r,, . . .) and angles (6,, 6,,
.. .) (see Figure 3.9), then the balancing mass M must be placed at a radius R such
that MR is the vector sum of all the mr terms.

Masses in Different Transverse Planes

If the balancing mass in the case of a single out-of-balance mass were placed in a
different plane then the centrifugal force would be balanced. This is known as static
balancing. However, the moment of the balancing mass about the original plane
would lead to what is known as dynamic unbalance.

To overcome this, the vector sum of all the moments about the reference plane
must also be zero. In general, this requires two masses placed in convenient planes
(see Figure 3.10).

Balancing of Reciprocating Masses in Single-Cylinder Machines

The acceleration of a piston as shown in Figure 3.11 may be represented by the
equation (Wilson 1959)

X = —w?rfcos 6 + (1/n)cos 260 + (1/4n) (cos 20 — cos 46) + ... .*

where n = 1/r. If n is large, then the equation may be simplified and the force
given by

ZFx =Imw?rsind =0
ZFy =Imw?cosf=0

FIGURE 3.9

*This equation forms an infinite series in which higher terms are small, and they may be ignored for
practical situations.
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ZFx =Zmw?rsind=0and ZFy = Zmw2rcosf =0
as in the previous case, also

SMy = Tmw?rsinf.a=0

My = Emwlrcosf.a=0

FIGURE 3.10
r
P w
i _ -2 -
\
Mass m \A
\
Y
FIGURE 3.11
F = mi = —mw?r[cos 0 + (1/n)cos 26]

The term mw?r cos 6 is known as the primary force and (1/n)mw?r cos 26 as the
secondary force. Partial primary balance is achieved in a single-cylinder machine
by an extra mass M at a radius R rotating at the crankshaft speed. Partial secondary
balance could be achieved by a mass rotating at 2w. As this is not practical this is
not attempted. When partial primary balance is attempted a transverse component
Mw?R sin 6 is introduced. The values of M and R are chosen to produce a com-
promise between the reciprocating and the transverse components.

Balancing of Reciprocating Masses in Multicylinder Machines

When considering multicylinder machines, account must be taken of the force pro-
duced by each cylinder and the moment of that force about some datum. The
conditions for primary balance are

F =3 mw?rcos =0, M=3mw?rcosf-a=0

where a is the distance of the reciprocating mass m from the datum plane.
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In general, the cranks in multicylinder engines are arranged to assist primary
balance. If primary balance is not complete, then extra masses may be added to the
crankshaft but these will introduce an unbalanced transverse component. The con-
ditions for secondary balance are

F = Smw?(r/n) cos 20 = EmQRw)*(r/4n) cos 260 = 0
and
M = EmQw)*(r/4n) cos 20 -a = 0

The addition of extra masses to give secondary balance is not attempted in practical
situations.
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VIBRATIONS

Robert Paine

Christopher Beards

3.7 SINGLE-DEGREE-OF-FREEDOM SYSTEMS

The term degrees of freedom in an elastic vibrating system is the number of pa-
rameters required to define the configuration of the system. To analyze a vibrating
system, a mathematical model is constructed, which consists of springs and masses
for linear vibrations. The type of analysis then used depends on the complexity of
the model.

Rayleigh’s method: Rayleigh showed that if a reasonable deflection curve is
assumed for a vibrating system, then by considering the kinetic and potential en-
ergies* an estimate to the first natural frequency could be found. If an inaccurate
curve is used then the system is subject to constraints to vibrate it in this unreal
form, and this implies extra stiffness such that the natural frequency found will
always be high. If the exact deflection curve is used then the natural frequency will
be exact.

Transverse Vibration of Beams

Consider a beam of length (), weight per unit length (w), modulus (E), and moment
of inertia (/). Then its equation of motion is given by

*Consider the equation of motion for an undamped system (Figure 3.13):

+ k= (34)

but

dx _d (d« Jj.i(@ _ 1 d (dx)?
dr*  dt \drt dt dx \dr 2 dx \dt

Therefore, equation (3.4) becomes

Integrating gives
Lo (& : + lkxz = Constant
2m 7 2 onstan

the term Y2m(dx/dt)* represents the kinetic energy and “2kx? the potential energy.

3.18
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where w is the natural frequency. The general solution of this equation is given by
y = A cos Bx + Bsin Bx + C cosh Bx + D sinh Bx

where 8* = ww?/gEIL

The four constants of integration A, B, C, and D are determined by four inde-
pendent end conditions. In the solution trigonometrical identities are formed in B
which may be solved graphically, and each solution corresponds to a natural fre-
quency of vibration. Table 3.3 shows the solutions and frequencies for standard
beams (Young and Feglar 1949).

Dunkerley’s empirical method is used for beams with multiple loads. In this
method the natural frequency (f,) is found due to just one of the loads, the rest
being ignored. This is repeated for each load in turn and then the natural frequency
of vibration of the beam due to its weight alone is found (f,). Then the natural
frequency of vibration of the complete system (f) is given by

i _ 1 1, 1.1, I
20 T 25

(see Cole 1950 for a more detailed explanation).

Whirling of shafts: If the speed of a shaft or rotor is slowly increased from rest
there will be a speed where the deflection increases suddenly. This phenomenon is
known as whirling. Consider a shaft with a rotor of mass m such that the center of
gravity is eccentric by an amount e. If the shaft now rotates at an angular velocity
o then the shaft will deflect by an amount y due to the centrifugal reaction (see
Figure 3.12). Then

mw*(y + e) = ky
where k is the stiffness of the shaft. Therefore,

e

YT kimw? — 1)
When (k/mw?) = 1, y is then infinite and the shaft is said to be at its critical
whirling speed w.. At any other angular velocity o the deflection y is given by

(et ).,
Y=oz = o2

When w < w,, y is the same sign as e and as w increases towards w, the deflection
theoretically approaches infinity. When w > w,, y is opposite in sign to e and will
eventually tend to —e. This is a desirable running condition with the center of
gravity of the rotor mass on the static deflection curve. Care must be taken not to
increase w too high, as w might start to approach one of the higher modes of
vibration (Thompson 1983).

Torsional vibrations: The following section deals with transverse vibrating sys-
tems with displacements x and masses m. The same equations may be used for
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FIGURE 3.12

torsional vibrating systems by replacing x by 6 the angular displacement and m by
[, the moment of inertia.

Undamped Free Vibrations

The equation of motion is given by m¥ + kx = 0 or X + w2x = 0, where m is the
mass, k the stiffness and w2 = k/m, which is the natural frequency of vibration of
the system (see Figure 3.13). The solution to this equation is given by

x = A sin(o,t + @)

where A and « are constants which depend on the initial conditions. This motion
is said to be simple harmonic with a time period T = 27/ w,,.

Damped Free Vibrations

The equation of motion is given by mx + c¢x + kx = 0 (see Figure 3.14), where ¢
is the viscous damping coefficient, or ¥ + (¢/m)x + w2x = 0. The solution to this
equation and the resulting motion depends on the amount of damping. If ¢ > 2mw,
the system is said to be overdamped. It will respond to a disturbance by slowly
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returning to its equilibrium position. The time taken to return to this position de-
pends on the degree of damping (see Figure 3.15(c)). If ¢ = 2mw, the system is
said to be critically damped. In this case it will respond to a disturbance by returning
to its equilibrium position in the shortest possible time. In this case (see Figure
3.15(b))

x = e*(c/Zm)t(A+Bt)
where A and B are constants. If ¢ < 2mw,, the system has a transient oscillatory
motion given by
x = e ©2MC sin(w? — ¢?/4m?)'"*t + D(cos w? — c?/4m?)'"?t]
where C and D are constants. The period

_ 27
(02 — 2lAm?) 2

T

(see Figure 3.15(a)).

Logarithmic Decrement. A way to determine the amount of damping in a system
is to measure the rate of decay of successive oscillations. This is expressed by a
term called the logarithmic decrement (8), which is defined as the natural logarithm
of the ratio of any two successive amplitudes (see Figure 3.16):

6 = log,(x,/x,)

where x is given by

Therefore,
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FIGURE 3.16

5 — log (ech/2m/efc(T+'r)/2m)
e

ct/2m
where 7 is the period of damped oscillation.

If the amount of damping present is small compared to the critical damping, =
approximates to 27/ w, and then

8 = cm/mw,

Forced Undamped Vibrations
The equation of motion is given by (see Figure 3.17)
mxX + kx = F, sin ot

or

X+ o? = (F,/m) sin ot
The solution to this equation is

x = Csin wt + D cos w,t + F,, cos wt[m(w? — w?)]

where w is the frequency of the forced vibration. The first two terms of the solution

are the transient terms, which die out, leaving an oscillation at the forcing frequency
of amplitude
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Fylm(w? — 0?)]

n

Fo(_on
k \w? — »?

The term w?/(w2 — w?) is known as the dynamic magnifier, and it gives the
ratio of the amplitude of the vibration to the static deflection under the load F,,
When w = w, the amplitude becomes infinite and resonance is said to occur.

or

Forced Damped Vibrations
The equation of motion is given by (see Figure 3.17(b))
mxX + cX + kx = F, sin ot
or
X+ (c/m)x + w? = (Fy/m) sin ot

The solution to this equation is in two parts: a transient part as in the undamped
case which dies away, leaving a sustained vibration at the forcing frequency given
by

F, 1
y = Xo
m

(@2 = @2 + (clwlmyy @ = @

The term

0)2

n

() — @) + (co/m)P]'"?

is called the dynamic magnifier. Resonance occurs when w = w,. As the damping
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is increased the value of w for which resonance occurs is reduced. There is also a
phase shift as w increases tending to a maximum of 7 radians. It can be seen in
Figure 3.18(a) that when the forcing frequency is high compared to the natural
frequency the amplitude of vibration is minimized.

Forced Damped Vibrations Due to Reciprocating or Rotating Unbalance

Figure 3.19 shows two elastically mounted systems, (a) with the excitation supplied
by the reciprocating motion of a piston, and (b) by the rotation of an unbalanced
rotor. In each case the equation of motion is given by

|
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= |
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= |
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E Light damping
g
>
[a]
1.0
\ Moderate damping
ncal damping
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QO . .
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©
§ %0 Critical damping
£
| I 1
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(M — m)X + ci + kx = (mew?) sin wt

The solution of this equation is a sinusoid whose amplitude, X, is given by

mew?

X =Y1K = Moy + o)

In representing this information graphically it is convenient to plot MX/me against
o/ w, for various levels of damping (see Figure 3.20(a)). From this figure it can be
seen that for small values of w the displacement is small, and as w is increased the
displacement reaches a maximum when w is slightly greater than w,. As w is further
increased the displacement tends to a constant value such that the center of gravity
of the total mass M remains stationary. Figure 3.20(b) shows how the phase angle
varies with frequency.

Forced Damped Vibration. If a system as shown in Figure 3.21 has a sinusoidal
displacement applied to its base of amplitude, y, then the equation of motion be-
comes

mx + cx + kx = ky + ¢y

The solution of this equation yields

x \/ 2+ (cw)
y V| (k — mo?? + (cw)?

where x is the amplitude of motion of the system.

When this information is plotted as in Figure 3.22, it can be seen that for very
small values of w the output amplitude X is equal to the input amplitude Y. As
is increased towards w, the output reaches a maximum. When w = V2 o, the
curves intersect and the effect of damping is reversed.

The curves in Figure 3.22 may also be used to determine the amount of sinu-
soidal force transmitted through the springs and dampers to the supports, i.e., the
axis (X/Y) may be replaced by (F,/F,) where F, is the amplitude of applied force
and F, is the amplitude of force transmitted.

g

7 #Z 77
FIGURE 3.1
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3.8 MULTI-DEGREE-OF-FREEDOM SYSTEMS

Normal Mode Vibration
The fundamental techniques used in modeling multi-degree-of-freedom systems

may be demonstrated by considering a simple two-degree-of-freedom system as
shown in Figure 3.23. The equations of motion for this system are given by

mx, + (k; + ky)x; — kyx, =0
myxX, + (ks + ky)x, — kyx;, = 0

or in matrix form:
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Assuming the motion of every point in the system to be harmonic, then the
solutions will take the form

X2

\N\\\N
'

x, = A, sin ot
X, = A, sin ot

where A, and A, are the amplitudes of the respective displacements. By substituting
the values of x,, x,, X,, and %, into the original equations the values of the natural
frequencies of vibration may be found along with the appropriate mode shapes.
This is a slow and tedious process, especially for systems with large numbers of
degrees of freedom, and is best performed by a computer program.

The Holtzer Method

When only one degree of freedom is associated with each mass in a multimass
system, then a solution can be found by proceeding numerically from one end of
the system to the other. If the system is being forced to vibrate at a particular
frequency, then there must be a specific external force to produce this situation. A
frequency and a unit deflection is assumed at the first mass and from this the inertia
and spring forces are calculated at the second mass. This process is repeated until
the force at the final mass is found. If this force is zero, then the assumed frequency
is a natural frequency. Computer analysis is most suitable for solving problems of
this type.

Consider several springs and masses as shown in Figure 3.24. Then with a
unit deflection at the mass m, and an assumed frequency w there will be an inertia

] x1=1 A x3 A x3 ‘A Xa A xp
7 ’ >
s

kq k2 k3
my my ms mg p=—=—-4 my,

FIGURE 3.24
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force of m,w? acting on the spring with stiffness k,. This causes a deflection of
m,w?/k,, but if m, has moved a distance x, then m,w?/k, = 1 — x, or x, =
1 — m,w?/k,. The inertia force acting due to m, is m,w?>x,, thus giving the total
force acting on the spring of stiffness k, as [m,w*> + m,w?x,]/k,. Hence the dis-
placement at x; can be found and the procedure repeated. The external force acting
on the final mass is then given by

n
> mwx,.
i=1

If this force is zero, then the assumed frequency is a natural one.

3.9 RANDOM VIBRATIONS

Introduction

If the vibration response parameters of a dynamic system are accurately known as
functions of time, the vibration is said to be deterministic. However, in many sys-
tems and processes responses cannot be accurately predicted; these are called ran-
dom processes. Examples of a random process are turbulence, fatigue, the meshing
of imperfect gears, surface irregularities, the motion of a car running along a rough
road, and building vibration excited by an earthquake (Figure 3.25).

A collection of sample functions x,(?), x,(¢), x5(?), . . . , x,(¢) which make up the
random process x(¢) is called an ensemble (Figure 3.26). These functions may com-
prise, for example, records of pressure fluctuations or vibration levels, taken under
the same conditions but at different times.

Any quantity which cannot be precisely predicted is nondeterministic and is
known as a random variable or a probabilistic quantity. That is, if a series of tests
are conducted to find the value of a particular parameter, x, and that value is found
to vary in an unpredictable way that is not a function of any other parameter, then
x is a random variable.

Variable (t)

AP YL VY
M \[\N\jUMU" WY v

FIGURE 3.25 Example random process variable as f (7).
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FIGURE 3.26 Ensemble of a random process.

Probability Distribution

If n experimental values of a variable x are x,, x,, x5, . . . . X,, the probability that
the value of x will be less than x’ is n'/n, where n’ is the number of x values which
are less than or equal to x'. That is,

Prob(x < x') = n'/n

When n approaches <« this expression is the probability distribution function of x,
denoted by P(x), so that

P(x) = Lt (n'/n)

n—oe

The typical variation of P(x) with x is shown in Figure 3.27. Since x(f) denotes a
physical quantity,

P(x)

1

P{x + Ax)
Pix)

T

0

I
|
|
I
|
1
x + Ax X

FIGURE 3.27 Probability distribution function as f(x).
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Prob(x < —) = 0, and Prob(x < + ») = 1

The probability density function is the derivative of P(x) with respect to x and
this is denoted by p(x). That is,

_ dP(x)
px) = I

Ax

Ax—0

L [P(x + Ax) — P(x)}

where P(x + Ax) — P(x) is the probability that the value of x(f) will lie between x
and x + Ax (Figure 3.27). Now

_ dP)
px) = e
so that
P = | poas
Hence,

P = | pods = 1

so that the area under the probability density function curve is unity.
A random process is stationary if the joint probability density

p(x)(t1)9 x(t2)7 .X(t3), .. )

depends only on the time differences #, — t,, t; — t,, and so on, and not on the
actual time instants. That is, the ensemble will look just the same if the time origin
is changed. A random process is ergodic if every sample function is typical of the
entire group. o

The expected value of f(x), which is written E[ f(x)] or f(x) is

E[f ()] = f(x) = f F@p(x)dx

so that the expected value of a stationary random process x(?) is
Elx(t)] = Elx(t, + 1]

for any value of ¢.
If f(x) = x, the expected value or mean value of x, E[x] or %, is

%

Elx] =x = ﬁ xp(x)dx

In addition, if f(x) = x2, the mean square value of x, * is
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%

Elx?] =% = J X2+ p(x)dx

The variance of x, o is the mean square value of x about the mean, that is,
o? = Elx — 2] = f (r = Dpdx = (%) = (&

o is the standard deviation of x, hence

Variance = (Standard deviation)?

= {Mean square — (Mean)?}

If two or more random variables x, and x, represent a random process at two
different instants of time, then

E[f(x),x,)] = f,m f,x F e x2)p(xy, x0)dx, dx,

and if ¢, and t, are the two instants of time,

Elx(1),x(1;)] = R(1,.1,)

which is the autocorrelation function for the random process (Figure 3.28).
For random processes which are stationary,

Elx(t)),x(t,)] = R(,.t;) = R(t, — t)) = R(7), say,

since the average depends only on time differences. If the process is also ergodic,
then

FIGURE 3.28 Random processes.
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T

1
R(7) = Lt —f x(Hx(t + 7)dt
T— 27T =T
It is worth noting that

RO) = EL0P] = Lt 57 [ s

which is the average power in a sample function.

Random Processes

The most important random process is the Gaussian or normal random process.
This is because a wide range of physically observed random waveforms can be
represented as Gaussian processes, and the process has mathematical features which
make analysis relatively straightforward.

The probability density function of a Gaussian process x(f) is

e ! 12[(x—=%)/ 1?]

1
x =
pXx) Ve o
where o is the standard deviation of x and X is the mean value of x. The values of
o and X may vary with time for a non-stationary process but are independent of
time if the process is stationary.

One of the most important features of the Gaussian process is that the response
of a linear system to this form of excitation is usually another (but still Gaussian)
random process. The only changes are that the magnitude and standard deviation
of the response may differ from those of the excitation.

A Gaussian probability density function is shown in Figure 3.29. It can be seen
to be symmetric about the mean value X, and the standard deviation o controls the
spread.

The probability that x(z) lies between —Ao and +Ao, where A is a positive
number, can be found since, if ¥ = 0,

Prob{—Ao = x(f) = + Ao} = fﬂn L e 120 ey
- \27 o

Figure 3.30 shows the Gaussian probability density function with zero mean. This
integral has been calculated for a range of values of A and the results are given in
Table 3.4. The probability that x(¢) lies outside the range —Ao to +Ao is 1 minus
the value of the above integral. This probability is also given in Table 3.4.

Spectral Density

The spectral density S(w) of a stationary random process is the Fourier transform
of the autocorrelation function R(7), and is given by

S(w) = Lf R(D)e “dr
29 J—e

The inverse, which also holds true, is
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pix}

Increasing o

FIGURE 3.29 Gaussian probability density function.

p(x)

Prob {—Ao < x{t) <+ o }

—Ao 0 +Ao X

FIGURE 3.30 Gaussian probability density function with zero
mean.

R(7) = [c S(w)e “dw
Ifr=0
R(0) = J’f S(w)dw

= E[x?]
That is, the mean square value of a stationary random process x is the area under
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TABLE 3.4
Value of A Prob[— Ao < x(f) < Ao] Prob[|x(s)| > Ao]
0 0 1.0000
0.2 0.1585 0.8415
0.4 0.3108 0.6892
0.6 0.4515 0.5485
0.8 0.5763 0.4237
1.0 0.6827 0.3173
1.2 0.7699 0.2301
1.4 0.8586 0.1414
1.6 0.8904 0.1096
1.8 0.9281 0.0719
2.0 0.9545 0.0455
2.2 0.9722 0.0278
2.4 0.9836 0.0164
2.6 0.9907 0.0093
2.8 0.9949 0.0051
3.0 0.9973 0.0027
3.2 0.9986 0.00137
34 0.9993 0.00067
3.6 0.9997 0.00032
3.8 0.9998 0.00014
4.0 0.9999 0.00006

Prob[—Ao < x(f) < + Aol plx)

A\

~Xo 0 +xo x

Slw)

g

0
FIGURE 3.31 Typical spectral density function.
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x(t)

S{w)

0 w
FIGURE 3.32 Wide-band process.

x (t)

Approx

€

—Wwo 0 two

FIGURE 3.33 Narrow-band process.

the S(w) against frequency curve. A typical spectral density function is shown in
Figure 3.31.

A random process whose spectral density is constant over a very wide frequency
range is called white noise. If the spectral density of a process has a significant
value over a narrower range of frequencies, but one which is nevertheless still wide
compared with the center frequency of the band, it is termed a wide-band process
(Figure 3.32). If the frequency range is narrow compared with the centre frequency
it is termed a narrow-band process (Figure 3.33). Narrow-band processes frequently
occur in engineering practice because real systems often respond strongly to specific
exciting frequencies and thereby effectively act as a filter.
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PART 5
MECHANICS OF FLUIDS

Peter Tucker

3.10 INTRODUCTION

Fluid is one of the two states in which matter can exist, the other being solid. In
the fluid state the matter can flow; it will, in general, take the shape of its container.
At rest a fluid is not able to sustain shear forces.

Some “‘solids”” may flow over a long period (glass window panes thicken at the
base after a long time in a vertical position). The substances considered in fluid
mechanics are those that are continuously fluid.

Fluid mechanics is a study of the relationships between the effects of forces,
energy and momentum occurring in and around a fluid system. The important prop-
erties of a fluid in fluid mechanics terms are density, pressure, viscosity, surface
tension, and, to some extent, temperature, all of which are intensive properties.

Density is the mass per unit volume of the substance. Pressure is the force per
unit area exerted by the fluid on its boundaries. Viscosity is a measure of the fluid’s
resistance to flow and may be considered as internal friction. The higher the co-
efficient of viscosity, the greater the resistance. Surface tension is a property related
to intermolecular attraction in the free surface of a liquid resulting in the apparent
presence of a very thin film on the surface. The meniscus at the intersection of a
liquid and its container wall and capillarity are further examples of intermolecular
attraction.

Temperature is more relevant to thermodynamics than to fluid mechanics. It
indicates the state of thermal equilibrium between two systems or, more loosely,
the level of thermal energy in a system.

3.11 FLUID STATICS

Pressure at a Depth

The variation of pressure p and depth % in a fluid of density p is given by

P2 ha
f dp = j; pgdh 3.5
P 11

Most liquids are assumed to be of constant density p. In such a liquid the pressure
at a depth h below a free surface is given by

p =Dpo + pgh (3.6)

where p, is the pressure above the free surface.

For gases equation (3.5) may be solved only if the relationship between p and
h is known. A typical case is the atmosphere, where the relationship may be taken
as polytropic or isothermal, depending on the altitude. Tables relating the properties
of the atmosphere to altitude are readily available as the International Atmosphere.

3.39
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Pressure Measurement

Pressure may be expressed as a pressure p in Pa, or as a pressure head & in m of
the fluid concerned. For a fluid of density p, p = pgh. There are various instruments
used to measure pressure.

Manometers. Manometers are differential pressure-measuring devices, based on
pressure due to columns of fluid. A typical U-tube manometer is shown in Figure
3.34(a). The difference in pressure between vessel A containing a fluid of density
p, and vessel B containing fluid of density p, is given by

Pa — Ps = Ps8Zs + (p,, — Pp)8h — Pa8Z4 3.7)

where 4 is the difference in the levels of the manometer fluid of density Prn and
P > pa and p, > pg. If p, = pp = p, then the difference in pressure head is

M=ZB—ZA+<&—1>h (3.8)
Pg P

If p,, < p, and p,, < p, then an inverted U-tube manometer is used as shown in
Figure 3.34(b). In this case the pressure difference is

Nl
=l

0 T 0

\_/

(a) U-tube manometer

7

[+]
h
Z—[ P T l—Pa

P2

f+— om

[
o

(b) Inverted U-tube manometer (d} inclined limb manometer

FIGURE 3.34
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Pa — Ps = Pa8Zs + (pp — PIEh — pp8Zy (3.9)

and if p, = p, = p then the difference in pressure head is

51;@:4—zﬁ(1—&>h (3.10a)
pg P

of if p,, << p (the manometer fluid a gas and A and B containing liquid),

Pa=Ps_ 7 _7 4+p (3.10b)
pg

The accuracy of a U-tube manometer may be increased by sloping one of the
legs to increase the movement of the fluid interface along the leg for a given
difference in vertical height. This may be further enhanced by replacing the vertical
leg by a reservoir and the inclined leg by a small-bore tube (Figure 3.34(d)).

Another method is to increase the cross-sectional area of the ends of the legs
(or one of the legs), as shown in Figure 3.34(c), so that a small movement of the
free surfaces in the enlarged ends results in a large movement of the surface of
separation.

Dial Gauges. Most pressure dial guages make use of a Bourdon tube. This is a
curved tube with an oval cross section. Increase in pressure causes the tube to
straighten, decrease makes it bend. The movement of the free end turns a pointer
over a scale, usually via a rack-and-pinion mechanism. The scale may be calibrated
in the required pressure units.

Diaphragm Gauges. In these gauges the pressure changes produce a movement
in a diaphragm which may be detected by a displacement transducer, or by the
output from strain gauges attached to the diaphragm surface.

Piezoelectric Transducers. A piezoelectric crystal produces a voltage when de-
formed by an external force. This induced charge is proportional to the impressed
force and so the output can be used to supply a signal to a measuring device which
may be calibrated in pressure units.

Fortin Barometer. Barometers are used to measure the ambient or atmospheric
pressure. In the Fortin barometer a column of mercury is supported by the atmos-
pheric pressure acting on the surface of the mercury reservoir. The height £ of the
column above the reservoir surface, usually quoted as millimeters of mercury (mm
Hg), may be converted to pressure units p, by

po = pgh = 13.6 X 9.81h
133.42h Pa (3.11)

Aneroid Barometer. In this device the atmospheric pressure tends to compress an
evacuated bellows against the elasticity of the bellows. The movement of the free
end of the bellows drives a pointer over a dial (or a pen over a drum graph) to
indicate (or record) atmospheric pressure variations.
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Buoyancy

When a body is immersed in a fluid the difference in pressure over the depth of
the body produces a displacement force on the body. The first recognition of this
is attributed to Archimedes.

Displacement Force. The buoyancy or displacement force F, on a body fully or
partially immersed in a fluid is equal to the weight of the volume of the fluid
equivalent to the immersed volume of the body (the weight of the displaced volume
V,, of the fluid):

Fy = pgVp (3.12)

This buoyancy force acts vertically upwards through the centroid of the displaced
volume, which is known as the center of buoyancy (B). If the buoyancy force is
equal to the weight of the body then the body will float in the fluid. If the weight
of the body is greater than the buoyancy force then the body will sink. If the
buoyancy force is greater than the weight of the body then the body will rise.

In a liquid, for example, a body will sink until the volume of liquid displaced
has a weight which is equal to that of the body. If the body is more dense than the
liquid then the body will not float at any depth in the liquid. A balloon will rise in
air until the density of the air is such that the weight of the displaced volume of
air is equal to the weight of the balloon.

Stability of a Floating Body. Figure 3.35 shows bodies in various stages of equi-
librium. A body is in stable equilibrium if a small displacement produces a restoring
force or moment as for the ball in the saucer in Figure 3.35(a) or the floating bodies
in (d) and (g). A body is in unstable equilibrium if a small displacement produces
a disturbing force or moment as for the ball in Figure 3.35(b) or the floating bodies
(e) and (h). A body is in neutral equilibrium if a small displacement produces no
force or moment as for the ball in Figure 3.35(c) or the floating bodies in (f) and
).

For a partially immersed body, the point at which the line of action of the
buoyancy force F cuts the vertical center line of the floating body in the displaced
position is known as the metacenter (M). For a floating body to be stable M must
lie above the body’s center of gravity, G. If M lies below G the body is unstable;
if M lies on G the body is in neutral equilibrium. The distance GM is known as
the metacentric height. The distance of the metacenter above the center of buoyancy

BM = (3.13)

I
Vi

where / second moment of area of the body at the water line (liquid surface) about
its central axis normal to the direction of displacement. (See Table 3.5.)

Period of Oscillation of a Stable Floating Body. A floating body oscillates with
the periodic time 7 of a simple pendulum of length k*/GM, where k is the radius
of gyration of the body about its axis of rotation. The periodic time is given by

2\
T=2m (GMg) (3.14)
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FIGURE 3.35 Stability.

3.12 FLUID FLOW

Definitions

Continuity. For almost all analysis, a fluid is considered to be a continuum, that
is, with nondiscontinuities or cavities in the flow stream. Cavitation, two-phase flow,
“bubbly” flow, etc. are special cases with nonstandard relationships.

Therefore for a continuum, by considering the flow through an elemental cuboid
the continuity equation in three dimensions may be shown to be

J d d
— (pv,) + — (pv,) + — (pv,) =0 .
Py (pv,) oy (pv,) % (pv,) (3.15)

where v, is the fluid velocity in the x direction, etc. For a fluid of constant density

v, v, v,

= 1
ax dy 9z 0 (3.16)

That is, the velocity of an incompressible fluid flow cannot increase in all three
directions at the same time without producing discontinuity or cavitation.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



MECHANICAL ENGINEERING PRINCIPLES

3.44 SECTION THREE

TABLE 3.5 Second Moments of Area

x Parallel axis theorem
Area A | Ix — IG + Ax?
5 1
|
X Area A I
5 BD BD?
Hé 12
D +G
[l
BH BD*
" ] 2 36
E ¥
i
s
7R? 0.1102R*
A_H
R'G T b 2
wD? wD*
‘ 4 64
For two-dimensional flow:
v v,
=+ 2= (3.17)
0x ay

For one-dimensional flow the continuity equation may be linked with the conser-
vation of mass, which states that for steady flow conditions mass flow rate, m, is
constant throughout a flow system:

= pAv (3.18)

where A is the cross-sectional area normal to the direction of flow.

Circulation I'.  Circulation is defined as the line integral of the tangential velocity
around a closed contour:

r- 5£ 0.ds (3.19)

I' is positive if the closed contour is on the left.
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Vorticity { Vorticity is defined as the circulation per unit area, and by considering
the circulation around the element in Figure 3.36(a) it can be shown that

r da,  Ju,
== % (3.20)
dxady 0x ay

¢

Rotation w. Rotation is defined as the instantaneous mean angular velocity of
two mutually perpendicular lines in a plane of the flow field. By considering the
angular velocities of the two lines OA and OB in Figure 3.36(b) it can be shown

that
1 fov,  ov,
w=3 <ax 8y> (3.21)

or the rotation is equal to half the vorticity.

ou 1
u+ — — &
oy 2 y
Y
v 1 +¥ 15
V—5;§8X 1% v % 2 X
u
dx
w1
Uu—— — 8§
ay 2 v
(a) Vorticity
w
+— 8§
u 3y y
sy +ve
v+ v &x
v
u
Sx |
|
{b) Rotation
FIGURE 3.36
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Stream Lines. The stream line is a line drawn in a flow stream which is every-
where tangential to the direction of flow. A family of stream lines may be described
mathematically by a stream function i, where ¢ fn(x,y). Each stream line has the
same function with a value of ¢ peculiar to that line.

Stream Tubes. Since a line has no thickness, there can be no flow along a stream
line. The stream tube is a concept introduced to enable flow along a stream line to
be studied. It is a tube of infinitely small cross-section with a stream line as its
axis.

Energy. Energy is the stored form of heat and work. The basic concepts applied
in fluid mechanics are:

* The conservation of energy
* That energy is transferred only as heat or work

* That energy in a fluid flow system is stored only as internal energy, kinetic energy,
or potential energy

Other forms of energy (electrical, magnetic, chemical, etc.) may have to be taken
into account in some circumstances, but are not usually included in general fluid
mechanics relationships.

Enthalpy and entropy need to be considered for gas flow analysis. The basic
energy-flow equation is the steady-flow energy equation:

2
0+ W =nmA <h+%+g2> (3.22)

where O = the rate of heat transfer
W = the rate of work transfer (power)
h = the specific enthalpy (if e is the specific internal energy, p the pressure
and p the fluid density, then 7 = e + (p/p))
the height above some datum
the mean velocity of flow

VA
v

Specific means “‘per unit mass.” For non-steady flow conditions, either quasi-steady
techniques or the integration of infinitely small changes may be employed.

Momentum. Momentum is the product of mass and velocity (mv). Newton’s
laws of motion state that the force applied to a system may be equated to the rate
of change of momentum of the system, in the direction of the force. The change
in momentum may be related to time and/or displacement. In a steady flow situ-
ation the change related to time is zero, so the change of momentum is usually
taken to be the product of the mass flow rate and the change in velocity with
displacement. Hence, the force applied across a system is

F = mAv (3.23)

where Av is the change in velocity in the direction of the force F.

For flow in two or three dimensions the resultant force may be obtained by
resolving the forces in the usual way. The flow round an expanding bend shown in
Figure 3.37 is a typical example. The force in the x direction, F,, and the force in
the y direction, F,, are given by
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FIGURE 3.37 Expanding bend.

F.=pA, + mv, — (p,A, + nwv,)cos 6 (3.23a)
F, = —(p,A, + nw,)sin 6 (3.23b)
from which the resultant force Fy and its angle of inclination « can be found:
Fo = {F; + F}}%° (3.24)
and
a = tan™! <5> (3.25)
F,

In pipe flow the pressure forces pA must not be forgotten.

Equations of Motion

Application of the momentum equation in three dimensions to an irrotational, in-
viscid fluid flow leads to the Euler equation:

Dv 1
— \vj 2
D Vp + gVh (3.26)

which for steady flow along a stream tube becomes:
1
—dp + vdv + gdZ =0 (3.27)
p

Integration for a constant-density fluid gives:

p, v’
=+ ) + gZ = constant (3.28)
P

These energy per unit mass terms may be converted to energy per unit weight
terms, or heads, by dividing by g to give:
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p v
— + — + Z = constant (3.29)
pg 28

which is the Bernoulli (or constant head) equation.
These equations are the generally more useful simplifications of the Navier—
Stokes equation:

% = pB — Vp + V{u(Vv + Vé)} (3.30)

where B is the body force and e the rate of expansion.

Incompressible Pipe Flow

Flow Regimes. The two major flow regimes are laminar and turbulent. Laminar
flow may be fairly accurately modelled mathematically. The fluid moves in smooth
layers and the velocity is everywhere tangential to the direction of motion. Any
perturbations are quickly dampened out by the fluid viscosity.

In turbulent flow the mathematical models usually need to be empirically mod-
ified. Viscous damping may not be sufficient to control the perturbations, so that
the fluid does not move in smooth layers and the instantaneous velocity may have
components at an angle to the direction of motion.

The ratio of inertia forces to viscous forces in a fluid flow is known as Reynolds
number (Re). In a pipe diameter D, with a fluid of density p and dynamic viscosity
n flowing with velocity v, Reynolds’ number Re = pDuv/n.

A high value of Re > 2300 indicates relatively low damping, predicting turbulent
flow. A low value of Re < 2000 indicates relatively high damping, predicting
laminar flow. These values were suggested in an historical experiment by Osborne
Reynolds.

>

Pipe Losses (friction). Liquids (and gases under small pressure changes) flowing
through pipes usually behave as incompressible fluids. Within the flow there is a
relationship between the shear stress in the fluid and the gradient of the change of
velocity across the flow. In most light liquids and gases, the relationship approxi-
mates to the Newtonian one:

T=17 dy (3.31)
where 7 is the shear stress in the fluid, dv/dy the gradient of the velocity distribution
across the pipe and 7 the dynamic viscosity.

The viscosity of the fluid produces not only the velocity variation across the
flow but also a loss of useful energy along the pipe usually regarded as a friction
loss. The force associated with this loss of energy appears as a shear force in the
fluid at the pipe wall. A relationship between the shear stress at the pipe wall 7,
and the friction coefficient, f is:

T = 5 pv’f (3.32)

where v is the average flow velocity.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



MECHANICAL ENGINEERING PRINCIPLES

MECHANICAL ENGINEERING PRINCIPLES 3.49

For use in pipe flow problems with viscous fluids the Bernoulli equation (3.29)
may be adapted to include a head loss term, &, . Applied between two positions (1)
and (2) in a pipe in a gravitational field of acceleration g, the head equation gives:

2 2
AR R - A (3.33)

pg  2g pg 28

where the head loss term £, is the loss of energy per unit weight of fluid flowing.

Note that if a pump, say, is introduced between (1) and (2) an energy gain per
unit weight term #,,, equivalent to the output of the pump written as a head, should
be added to the left-hand side of the equation to give

2
Po Sz en, =2
pg 28 g

2

A (3.34)
2¢g

The relationship used to determine the head loss in a pipe depends on the flow
regime in operation as well as the type and surface finish of the pipe wall.

A mathematical analysis of laminar flow may be used to obtain an expression
for the head loss along a pipe in terms of the fluid properties, pipe dimensions and
flow velocity. Relating the pressure change along a length, L, of pipe of diameter,
D, to the change in shear force across the flow produces Poiseuille’s equation:

nuL

ho= 320

(3.35)

If the flow regime is turbulent, then the relationships in the flow cannot be easily
described mathematically, but the head loss may be derived by equating the shear
force at the pipe wall to the change in pressure force along the pipe. This gives
the D’Arcy equation:

4fL v?
L= D 2 (3.36)
This relationship may also be established using dimensional analysis.

Unfortunately, the friction coefficient, f is not a constant but depends on the
type of flow and the roughness of the pipe walls. There are general relationships
between f and Re which may be expressed as equations of varying complexity or
as charts. For smooth pipes:

1
7} = 4 log,, 2R, Vf) — 1.6 (3.37)
For rough pipes with a roughness size k this becomes:
1 D
— = — | +3. .
V7 4 log,, <2k> 3.48 (3.38)
The Colebrook and White equation is a general or universal friction equation:
1 2r 935
— =347 -4 1o — + 3.39
\/} glO <D Re\/;‘) ( )

It is, however, usually more useful to obtain values of f from a chart such as Figure
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3.38. (Note: the value of f used in American equations for head losses is four times
that used in the United Kingdom, so if values of f are obtained from American
texts they should be moderated accordingly or the corresponding American equation
used.)

An empirical relationship widely used in water pipe work is the Hazen—Williams
equation, usually written as:

0.54
v = 1.38 C m®% (%) (3.40)

where m is the ratio of the cross-sectional area of flow to the wetted perimeter
known as the hydraulic mean diameter and C is a coefficient which depends on
the condition of the pipe wall.

Pipe Losses (Changes in Section). When a fluid flows through a sharp (sudden)
change in the cross-section of a pipe, energy is dissipated in the resulting turbulent
eddies at the edge of the flow stream, producing a loss of head (or energy per unit
weight). If the flow is from a smaller area to a larger one (sudden enlargement),
the head loss is

(v, — v’

h =
L 2g

(3.41)

When the flow is from a larger area to a smaller area (sudden contraction), the
narrowed flow stream entering the smaller pipe is known as a vena contracta. The
loss of head is assumed to be that due to a sudden enlargement from the vena
contracta to the full area of the smaller pipe:

2
_vi (L
hy 2% ( C 1) (3.42)

The contraction coefficient, C,, is the ratio of the vena contracta area to that of the
smaller pipe area. A typical value of C, is 0.6, which gives

2
L ==0522 (3.43)

which is also the head loss at the sharp entry to a pipe from a reservoir. Energy
dissipation at changes in section, and pipe entry and exit, may be reduced by
making the changes smooth and gradual, though this may be relatively costly.
Other pipe fittings, such as valves, orifice plates and bends, produce varying
values of head loss, usually quoted as a fraction of the velocity head (v?/2g).

Pipe Networks. A system of pipes may be joined together either in series (one
after the other) or parallel (all between the same point). The friction head loss
across a system of pipes in series is the sum of the losses along each pipe individ-
ually. The flow rate through each pipe will be the same. Using D’ Arcy’s head loss
equation:

L3 v2 Luv?
= 4f —LL + Af Lo: + .. 4f, (3.44)
'D,2 >D,2g D2g

and

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



MECHANICAL ENGINEERING PRINCIPLES

8€°¢ HANDIA
3y 'iequinu spjouiay
0lL GV € CT 01LSYE T OLLSGSYPE T HOLLSYE C ,0LL8GVE C 0

0 T T T T 1 1111 €000
1000000 {4 Lll/ ..lll 06-60 1991s paloAlYy
m ...illl// 0'e-£0 8)315U0)
S0000°0 rrrrratee ] I]/ 60-20 aARIS POOM
1000'0 niN T n & 920 uost 153 U £00°0
~] N u.ul I/ 8 QNQ.Q . G510 19918 paziueAjes)
20000 S s N, Z1'0 | uoui 1sE0 payjeydsy
¥000°0 ~ TR N, ! 9v0°0 uout 3ybnom || $oo'0
9000°0 N ....ll.ll.l 1% 900 j891s [e13J3WW0)
» 800010 = N 51000 adid umeid | g
& N - . N yioowsg {buigqn) Jaddoo ‘sse|9
S z000 L ] N (Www) 3 Jo sanjep i n
@ R "N I“/ 3.
3 . N N \ I
€ 000 L1000 F
HW- Illll' / I 3
—-—
2 9000 L &
@0 § — Q
o %00 == \ oLo0 3
© sadid yBnou ul asuajnqJn a13|dwoy \ % /Hul o\ -
200 i) 2\ v 1
€00 [N .G.Ono'l..l “
. g -
\HHTH MouN 1 0200
N Jeujwe]
N
] \
0€£0°0

3.51
Any use is subject to the Terms of Use as given at the website.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.



MECHANICAL ENGINEERING PRINCIPLES

3.52 SECTION THREE

V=0vA =v,A,=+-+=0vA (3.45)

n‘tn

If the system of pipes is connected in parallel the head loss across the system
is equal to the head loss along any one of the pipes, when the flow has settled
down to steady. The flow rate through the system is the sum of the flow rates along
each pipe. Again using the D’ Arcy equation:

Luv? L2 Luv?
=4 #:4 #:...:4 nn 4
I 1 D2g f2D22g f”DnZg (3.46)
V=uv,A +0,A,+...0A, (3.47)

In addition, the rate of flow into each junction of a network, either in series or
parallel, is equal to the rate of flow out of it.

Pipe network problems are thus solved by setting up a number of such equations
and solving them simultaneously. For a large number of pipes a computer program
may be needed to handle the number of variables and equations. An example of a
pipe network computer solution is given in Douglas et al. (1986).

3.13 FLOW MEASUREMENT

Pipe Flow

Orifices and Nozzles (see Figure 3.39(a)). Another basic flow measurement tech-
nique is to introduce some restriction into the flow passage and calibrate the re-
sulting pressure changes against known flow rates.

Often the restriction in a pipe is in the form of an orifice plate (a plate with a
hole) or a nozzle. A simple application of the Bernoulli equation may be used for
the design calculations, but it is always advisable to calibrate any measurement
device in conditions as close to the required operating conditions as possible.

Bernoulli and the continuity equations give the flow rate:

. 2p, —p,) ™
=CA {—2—%"— 4
Ve {p[l — /A (348)
where A, = the orifice (or nozzle throat) area
A, = the upstream pipe area
p, = the upstream pressure

p, = the pressure at the orifice or the nozzle throat
C, = a discharge coefficient which takes account of losses and contraction
of the flow stream through the device

Recommended orifice and nozzle dimensions, values of C, and methods of op-
eration are contained in BS 1042. It is most important to place the orifice or nozzle
so that its operation is not affected by perturbations in the upstream flow caused
by valves, bends or other pipe fittings.

Venturi Meters (see Figure 3.39(b)). The introduction of any restriction, particu-
larly a sharp-edged orifice or nozzle, in a pipe will result in a loss of head. If it is
required to keep this loss to a minimum, a Venturi meter may be used. The flow
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(a) Orifice plate {b) Venturi meter
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(c) Rotameter or gap meter (d) Pitot-static tube

FIGURE 3.39 Flow meters.

passage in a Venturi is gradually and smoothly reduced to a throat followed by a
controlled expansion to full pipe section. In this way the head loss across the meter
is greatly reduced, but the cost of producing a Venturi meter is much higher than
that of an orifice. Equation (3.48) may be used to calculate the flow rate V, but the
value of C, will now be approximately 0.98 for a well-designed Venturi meter.
Again, BS 1042 should be consulted for recommended dimensions, values of C,
and methods of operation.

Rotameter or Gap Meter (see Figure 3.39(c)). If, somewhere within the system,
it is acceptable to tolerate flow up a vertical section of piping, then a rotameter or
gap meter may be used. This instrument depends on the balancing of the weight
of a rotating float in a tapered glass tube with the drag forces in the annular passage
surrounding the float. The drag forces depend on the flow rate and the correspond-
ing area of the annulus. As the flow rate increases, the annulus area which will
produce a drag force equal to the weight of the float also increases. Therefore the
float moves up the tapered tube until the annulus area is such that the forces again
balance. As the flow rate decreases the float descends to a reduced annulus area to
again achieve a balance of forces.
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Velocity Meter. These are devices that measure velocity and not flow rate directly.
Pitot and Pitot-static tubes are examples of such velocity-measuring instruments,
making use of the pressure difference between the undisturbed flow stream and a
point where the flow velocity is zero. They consist of two concentric tubes bent
into an L shape as in Figure 3.39, with the outer tube joined to the inner at the toe
of the L, at O. This end is usually spherical with a hole through to the inner tube.
The undisturbed flow is assumed to be in the region of the holes round the periphery
of the outer tube at X. The velocity is assumed zero at the spherical end presented
to the flow, at O.

The flow velocity, v may be calculated by applying Bernoulli’s equation between
the two points O and X to give

v=_C, [2 @] ' (3.49)

where p, is connected to O via the inner tube to the tapping at A, p, is connected
to X via the outer tube to the tapping at B and C, is a coefficient to cater for losses
and disturbances not

accounted for in Bernoulli’s equation. C, is often taken to be unity. The pressure
difference may be measured using a manometer and then written into equation
(3.49) as a head, A, to give

v = [Qgh <& - 1)] | (3.50)
p

As usual, it is advisable to calibrate the tube and obtain a calibration curve or an
accurate value for C,.

Care should be taken when a pitot-static tube is used to measure pipe flow, since
the velocity will vary across the pipe. As a rough guide to the flow rate, the max-
imum velocity, which is at the center of the pipe, may be taken to be twice the
average velocity. Alternatively, the velocity at half the radius may be taken to be
equal to the average velocity in the pipe. For an accurate evaluation the velocity
distribution curve may be plotted and the flow rate through the pipe found by
integration. This may be approximated to by dividing the cross-section into a series
of concentric annuli of equal thickness, measuring the velocity at the middle of
each annulus, multiplying by the corresponding annulus area, and adding to give
the total flow rate.

Current meters, torpedo-shaped devices with a propeller at the rear, may be
inserted into pipes. The number of rotations of the propeller are counted electrically.
This number together with coefficients peculiar to the propeller are used in empir-
ical equations to determine the velocity.

Velometers, vaned anemometers, and hot wire anemometers are not usually used
to measure the velocities of incompressible fluids in pipes, and will be discussed
below under Gas Flow.

3.14 BOUNDARY LAYER FLOW

When a fluid flows over a solid boundary there is a region close to the boundary
in which the fluid viscosity may be assumed to have an effect. Outside this region
the fluid may be assumed inviscid. The viscous effect within the region is evidenced
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by a reduction in velocity as the boundary is approached. Outside the region the
velocity is constant. The region is known as a boundary layer.

It is usual to assume that at the solid surface the fluid velocity is zero and at
the boundary layer outer edge it is equal to the undisturbed flow velocity v,. This
defines the boundary layer thickness 8. (In practice, & may be taken to be the
distance from the boundary surface at which the velocity is 99% of the undisturbed
velocity, or 0.99 v,.)

When a flow stream at a velocity v, passes over a flat plate, the boundary layer
thickness & is found to increase with the distance x along the plate from the leading
edge. Near the leading edge the flow inside the boundary layer may be assumed to
be laminar, but as x increases the flow becomes turbulent and the rate of increase
of & with x also increases, as shown in Figure 3.40.

Within even a turbulent boundary layer there is a narrow region close to the
plate surface where the flow is laminar. This is known as the viscous sublayer and
has thickness §,. The reduction in velocity across the boundary layer is associated
with a shear force at the plate surface, usually known as the drag force.

Application of the momentum equation produces Von Karman’s momentum in-
tegral, in which the drag force per unit width, F,,, becomes

8
FD:pugf 1(1 —3) dy 3.51)
0 U,

U

K

where v is the velocity within the boundary layer at a distance y above the plate

surface. (The integral
8
f v (1 _ z) o
0 Uy v

s

may be defined as the momentum thickness (6) and the integral

L)

s

as the displacement thickness (6*) so that

Vi

Laminar 5 Turbulent
y
X v

7 %

FIGURE 3.40 Boundary layer.
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F, = pv’0 (3.52)

In order to solve the Von Karman integral equation (3.51) or equation (3.52) it
is necessary to know the value of & and the relationship between v and y, the
velocity distribution. Both of these are dependent on each other and the flow regime,
laminar or turbulent, within the boundary layer.

Laminar Boundary Layers. A flat plate laminar boundary is normally assumed
if Re, < 500 000. (Re, is Reynolds’ number based on x or pv,x/m.) For laminar
boundary layers various simplified velocity distribution relationships may be used,
such as linear, sinusoidal, or cosinsusoidal. The generally accepted most accurate
relationship is, however, that obtained by the reduction of a four-term polynomial,
which gives

v _ 3y _L(yY
v, 28 2 <3> (3.53)
From this the shear stress at the plate surface, 7,, may be found for Newtonian
fluids:
dv)
T,=7n|— (3.54)
<dy y=0
The shear force
F, = f( Todx (3.55)
)

Substitution from equation (3.53) in equations (3.51) and (3.54) and equating
F,, from equations (3.51) and (3.55) leads via a separation of variables technique
to

6
P 4.64 Re[*3 (3.56)
The drag force is usually quoted in terms of a drag coefficient, Cp:

2F
Cp = >

(3.57)

pU3x
or

1
F, = 3 Cppvx (3.58)

By manipulation of the above equations an equation for C,, for a laminar bound-
ary over the whole length L of the plate:

C, = 1.29Re; " (3.59)
is obtained. The drag force on the whole plate surface of area A is found from:

F= % A (3.60)
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Turbulent Boundary Layers

For Re, 500 000, a flat plate boundary layer is assumed to be turbulent. In a
turbulent boundary layer the velocity distribution is often written in a power form:

1/n
v_(2
. <5> (3.61)

The index n varies between 6 and 9, depending on Re,.
Because of the presence of the laminar sublayer, the turbulent regime is not
continuous down to the plate surface, and (dv/dy),_, does not give a useful result.
The equation used for 7, is '

7, = 0.0225pv2R; %> (3.62)

based on work on smooth pipes by Blasius.
Taking n = 7 and using the same techniques as for laminar boundary layers
gives:

)—‘j = 0.37 Re°> (3.63)

and
Cp = 0.072 Re ;> (3.64)

This result assumes that the turbulent boundary layer obtains over the whole length
of the plate to L.

Prandtl suggested a more realistic expression which takes into account the pres-
ence of a laminar boundary layer near the leading edge:

C, = 0.074 Re;*> — 1700 Re;' (3.65)

This may be used for 5 X 10° < Re, < 107. For 107 < Re, < 10° Schlichting
(1960) suggests a logarithmic velocity distribution and

C,, = 0.44(log,,Re,) > = 3.91(InRe,) > (3.66)

Again, equation (3.60) may be applied to find the drag force on the whole plate.

Viscous Sublayers

The analyses above assume that the plate surface is smooth or at least hydraulically
smooth. A surface is regarded as hydraulically smooth if the average roughness
height k is less than the laminar sublayer thickness §,. For a turbulent layer with a
velocity distribution power index of n = 1/7, the laminar sublayer thickness at a
point at a distance x along the plate from the leading edge is given by

8
gb = 199 Re .07 (3.67)
Thus &, may be compared with the roughness height, k, if the boundary layer
thickness, 8, is known.
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3.175 PRESSURE TRANSIENTS

Pressure transients may cause damage to piping systems such as aircraft fuel supply
systems. It can be much more serious on a larger scale, where high-pressure rises
over short periods may cause severe damage. Similar effects due to valve closure
can be analysed on different levels of sophistication.

The simplest is the rigid column theory, which assumes that the fluid is incom-
pressible, and that the valve is closed relatively slowly.

Slow Valve Closure

When a fluid flowing through a pipe with a velocity v, undergoes a change in
velocity there is an associated change in pressure. Equating the force due to the
pressure change to the rate of change of momentum during closure gives the re-
sulting pressure rise Ap over a length of pipe L:

Ap=-pLo (3.68)

The solution to this equation depends on a knowledge of the relationship between
v and ¢ (the valve closure rate in terms of the flow velocity).

Equation (3.68) is only applicable to relatively slow valve closure rates in which
the closure time should not be less than 2L/C (where C is the speed of sound in
the fluid).

Time to Establish Flow

The rigid-column theory is also often used to calculate the time required to establish
flow in a pipe on opening a valve. The theory implies that the time required to
fully establish the flow is infinite and so the time ¢ to achieve 99% of the final
velocity v, is usually accepted:

Lo

t = 2.646 oH

(3.69)

where H is the supply head to the pipe entrance. The time ¢, required to reach x%
of the final velocity is given by

- Lo, In 1 + 0.01x
*  2gH 1 — 0.01x

(3.70)

Rapid Valve Closure

When a fluid is brought to rest instantaneously from a velocity of v, by the closure
of a valve at the exit of a pipe of diameter D, there will be a relatively high pressure
rise at the valve. If the valve closure time is less than 2(L/c) then the resultant
pressure rise is as if it were instantaneous; c¢ is the speed at which the pressure
wave travels through the fluid, which is the sonic velocity.
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On such a rapid valve closure the kinetic energy of the flow is converted into
strain energy in both the pipe material and the fluid (even liquids are acknowledged
as compressible in this context). The resulting pressure wave is transmitted through
the fluid away from the valve as shown in Figure 3.41. The pressure rise produced
is

Ap = pcu,, 3.71)

For a fluid of bulk modulus G, in a pipe of wall thickness x, of a material with
a Young’s modulus E and Poisson’s ratio o, the velocity of the pressure wave is

-05
= |: {(1; + T (1.25 - 0')]} (3.72)

1 D —0.5
c = [p (6 + Ec)} (3.73)

if longitudinal stress is small compared to hoop stress.

or

Po +4p
R Po Yo v=0 ><
‘ @o<e< t
c
Po t+Ap
R -— v
Po Yo v=0 ><
, (b)-<r<§
c
po —4p
- — v
I ()_-<r<§£
c
Po — Ap
SEF— D) <

aL
r (d)——<r< -

FIGURE 3.41 Progress of a pressure wave.
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Equation (3.72) is often written as ¢ = [G,/p]®, where G, is the effective bulk
modulus of the fluid and pipe combinations:

1 1 D
— ==+ = (125 - :
G -G E (1.25 — o) (3.74)

If the valve is at the entrance to the pipe, then rapid valve closure results in a
rarefaction (pressure drop) at the valve. In other words, the pressure change is

Ap = —pcv, (3.75)

The Progress of a Pressure Wave

Assuming no friction and no cavitation in the fluid, the progress of a pressure wave
along a pipe between a valve and a reservoir following valve closure is as shown
in Figure 3.41. The fluid in the pipe is successively brought to rest by the passage
of the pressure wave.

At a time t = L/c after valve closure, the pressure wave reaches the reservoir.
The whole of the fluid in the pipe is at rest at a pressure p = p, + Ap, which at
the reservoir end instantaneously drops to reservoir pressure p,. The resulting pres-
sure wave travels along the pipe towards the valve and the fluid at the higher
pressure in the pipe flows towards the reservoir at its initial velocity v,,.

At t = 2L/c, the situation is the same as for a rapid closure of a valve down-
stream of the flow, producing an instantaneous pressure drop to p, — Ap and a
rarefaction which travels towards the reservoir. The passage of the rarefaction suc-
cessively brings the fluid to rest along the pipe.

At t = 3L/c, the rarefaction reaches the reservoir and the pressure instantane-
ously rises to reservoir pressure p,. The resulting pressure wave travels towards the
valve and fluid flows away from the reservoir at velocity v,,.

At t = 4L/c, the situation is the same as when the valve first closed at ¢t = 0,
and the cycle is repeated.

In practice, friction quickly dampens out the pressure waves and cavitation re-
duces the pressure decrease during the rarefactions.

A typical plot of pressure against time at a valve following rapid valve closure
is superimposed on the theoretical plot in Figure 3.42.

3.16 GAS FLOW

General Relationships

The behavior of gases during processes involving thermal energy interactions and
exchanges fits more properly into a study of thermodynamics. However, if only the
flow mechanics are considered, the thermal and temperature effects may be re-
stricted to those mainly relating to pressure and density. Applications of this ap-
proach are found in aircraft and rocket engines.

The most straightforward approach is to consider zero thermal energy transfer
(heat transfer) to or from the fluid, or adiabatic flow. If, in addition, the changes in
the fluid’s properties are assumed to be reversible, then the flow becomes isentropic
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FIGURE 3.42 Pressure versus time at a valve.

and the relationship between pressure and density the simple and well-known one
for an ideal gas:

P _ constant (3.76)
p7
Also, the ideal gas law:
2 _Rr (3.77)
P

applies. Other useful relationships are:

1. The ratio of specific heats y = ¢,/c, (3.78)
2. The gas constant R = ¢, — ¢, (3.79)
R X molecular mass
= 8.3143 kJ kg,.!, K™!

mol

3. The universal gas constant R,

The terms stagnation or total temperature T, and pressure p, are often applied
as the datum temperature and pressure of a fluid flow, even when stagnation con-
ditions (zero velocity) do not exist in the particular situation under consideration.
In gas flow the relationships between T, and the temperature 7 and p, and the
pressure p at some point in the flow is often given in terms of the Mach number
(M), the ratio of the flow velocity v to that of sound ¢, i.e.,

v
M= - (3.80)
c
and
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0.5
¢ = |:yl—7:| = [yRT]°* (3.81)
P
In these terms 7, and p, may be found from Euler’s equation to be
-1
T,=T [1 + % M2] (3.82)
— 1M? yy—b
Po:P|:1 Pt Ak L 2) ] (3.83)

Flow in Ducts and Nozzles

Ducts. The analysis of gas flow in ducts is based on the Euler equation (3.26)
and the one-dimensional continuity equation (3.18). Consideration of the differential
forms of these equations will demonstrate that for subsonic flow (M < 1) the
velocity will increase as the cross-sectional area of the duct decreases (in the con-
verging entrance to a convergent/divergent nozzle, for example). For supersonic
flow (M > 1) the velocity will increase as the cross-sectional area increases (in the
diffuser of the convergent/divergent nozzle).

The properties of the fluid at a position in the flow stream where the local Mach
number is unity are often denoted by a superscript * (p*, p*, T*) and used as a
datum, so that

M* =1, and v* = c¢* = [yRT*]°3 (3.84)

*

The ratios of the properties at any position in the flow stream to those at the
position are:

/(y=1)
1. 1% = [#_II)MJV " (3.85)
2. p—‘; = [#_II)MZT(M (3.86)
3. T—T* = #—11)1142 (3.87)
4. v"—* =M [ﬁ}m (3.88)

For air the ratios may be calculated by substituting y = 1.4, or obtained from
published tables and charts (Houghton and Brock 1961).

Nozzles. A nozzle is an example of a duct with a smoothly decreasing cross-
sectional area, followed in some cases by an increasing area (convergent/divergent
nozzle) (see Figure 3.43). Since the velocity in the throat (minimum cross-section)
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FIGURE 3.43 Convergent/divergent nozzle.

is often sonic, the approach velocity may be negligible. The throat velocity v, and
the exit velocity v, are found by applying the Euler equation (3.26) between the
upstream (entry conditions suffix,) and throat and exit, respectively:

(y=D/y7Y 1/2
vy—1p, Po

For v, the pressure term p, replaces p, in equation (3.90). The mass flow rate through
the nozzle is usually found at the throat by substituting v, in the mass flow equation

(3.19) to give
2/y (y+D/yY1/2
R P [ B N R
Y= 1p L\Po Po

where C, is a discharge coefficient which depends on the nozzle design. For a well-
designed nozzle C, will be close to unity.

The mass flow rate will be the same at the exit as at the throat. It may be
calculated from the exit conditions by substituting A, and P, for A, and p,, respec-
tively, in equation (3.91).

Nozzles are usually designed for maximum mass flow rate. This will occur when
the throat velocity is sonic (v, = c). The pressure ratio which produces this situation
is known as the critical pressure ratio, given by

) 2 y/(y=1D
(R).-G) 652
0/ crit

For many light diatomic gases such as air, where vy is approximately 1.4, (pt,)/
(Po)erie = 0.528.

The throat area will be that which gives the required mass flow rate through the
throat at sonic velocity for critical pressure ratio. The exit area will be that which
gives the calculated exit velocity for the given mass flow rate at the exit conditions.
For convergent nozzles the throat also becomes the exit.
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If nozzles, orifices, or Venturi meters are used to measure gas flow rates through
a pipe then the approach velocity may be signficant and the mass flow rate given
by

2/r _ (y+1)/r) 12
2(po! Po)Lp.! Po) (P! po) } (3.93)

= C,A,
¢ p"{ (v = DIL = (p/ po)*'"(p.] po)*

Shock Waves

Under normal design conditions the flow in the nozzle downstream of the throat
will be supersonic. The velocity of the gas at exit will depend on the external
pressure p, (back pressure). If the back pressure is greater than the theoretical exit
pressure p.(p, > p,) then shock waves will be set up in the nozzle. These are
discontinuities similar to standing waves in open-channel flow. The shock waves
set up in such a way are normal shock waves, normal to the direction of flow.

If p, < p, then the expansion will continue outside the nozzle (over-expansion).

If conditions upstream of a normal shock wave are denoted by suffix 1 and
downstream by suffix 2, then it can be shown that the product of the up- and
downstream velocities is equal to the square of the sonic velocity at M = 1:

v, = C* (3.94)

and since M, > 1, then M, < 1. Also,

2+ (y- M3 |
1. M, = [—MM% o (3.95)
p,_ 2yM7 oy 1
Tt v ED (3.96)
2
3 P2 Ui (y + DM (3.97)

o v, 2+ (y— DM?

These are known as the Rankine—Hugoniot relationships. Values for air may be
obtained by putting y = 1.4 or by the use of published tables (Houghton and Brock
1961).

The strength of a shock wave may be defined as the ratio of the pressure change
across the wave to the upstream pressure, or in terms of the upstream Mach number:

- 2
Shock wave strength = 22—P1 — (M2 = 1) = 1.167(M? — 1), for air.
P v+ 1

(3.98)

Oblique shock waves, at an angle S to the upstream flow direction, are produced
when a supersonic gas flow is turned through an angle 6 by an obstruction such as
an aircraft’s nose, wing or tail, the inside walls of a duct, etc. The relationships
between the up- and downstream Mach numbers and the angles 8 and 6 are pub-
lished in tables and charts (Houghton and Brock 1961).

In some cases both the up- and downstreams will be supersonic and subsequent
shock waves produced, for example, at the leading and trailing edges of a wing.
The effects of such shock waves produced by aircraft in flight, say, may be noted
at ground level as sonic booms.
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Gas Flow Measurement

Gas flow rates through ducts will normally be measured using devices and tech-
niques similar to those used for incompressible fluids, namely orifice plates, venturi
meters and nozzles. However, for gases the flow rate is usually quoted as a mass
flow rate. Equations (3.90) and (3.92) may be used with orifices and Venturis as
well as nozzles. Relevant values of C, for each device will be found in BS 1042,
in addition to operational advice.

When pitot-static tubes are used to measure gas flow velocities equation (3.49)
may be acceptable for low flows with low pressure differences. At high velocities
the compressibility must be taken into account and equation (3.90) used with stream
conditions at X replacing those at the throat 7.

For accurate velocity measurement with little disturbance to the flow hot wire
anemometers may be used. The resistance of an electrically heated wire is related
to the temperature of the wire, which in turn is related to the velocity of the fluid
flow past the wire. The wire resistance measured on a bridge may be calibrated
against a known velocity, to give either direct readout or (more usually) a calibration
curve. The fine wire of the anemometer is suceptible to fluid contamination.

Other velometers and anemometers (depending on the relationship between the
speed of rotation of a set of blades and the velocity (or speed) of the gas flow)
may be used in very large cross-sectional ducts or to measure wind speed in the
open air. They may depend on the rotation to generate a small electrical current,
which can be calibrated as a speed, or the number of revolutions may be inserted
into an empirical formula. A typical example is the three-vaned meteorological
anemometer. Systems are now widely available for the measurement of velocity
over a two dimensional field. Examples are laser doppler anemometry and particle
image velocimetry, both of which require the seeding of the measured flow.

3.17 IDEAL FLUID FLOW

The concept of using idealized conditions to establish the shape of the mathematical
models of real situations is common in engineering science studies. These models
may then be modified to accommodate observed relationships, for application to
real situations.

Ideal fluid (or potential) flow is such a concept. It may be used to set up flow
patterns in the region of a flow stream outside the boundary layers. The combination
of ideal flow and the boundary layer effects may be used to predict the performance
of a real situation, so long as the limitations of both are recognized. The fluid is
assumed to be inviscid and the flow steady, continuous, and irrotational. This means
that there are no cavities or discontinuities in the flow stream, and that the fluid
particles do not rotate about their own axes, even though the flow may be circular.

The continuity equation (3.16) applies, and may be modified to

av,
e By (3.99)
0x ay

if required for two-dimensional flow. For irrotation in two dimensions equation
(3.21) becomes

v, av, _

X

T (3.100)
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The Stream Function. From the definitions of the stream line and stream function
the equation to a stream line may be shown to be

v.dy —v,dx =0 (3.101)

and since the stream function ¢ is an equation which describes a family of stream
lines, then, for example,

p=2—y

represents a family of parallel straight lines with a variable intercept .
For unit thickness in the z direction the volumetric flow rate V between two
stream lines 1 and 2 is

V=u - (3.102)
or
dv = dys (3.103)
Stream functions may be superposed so that if
¢, = fn(x,y) describes flow pattern A
and
Y, = fn(x,y) describes flow pattern B

then ¢y = ¢, + s, describes the flow pattern produced by the combination of A and
B

The x and y components of the flow velocity v are given by

v, = —?—lp; and v, = % (3.104)
ay 0x
or
d d
v, = —lp; and v, = _%
ady ’ 0x

depending on sign convention. In polar coordinates the components are

Radial velocity v, = —F (3.105)
160
. . o
Tangential velocity v, = o (3.106)

The Velocity Potential

In a gravitational field there is a property the change in which is independent of
the path of the change: potential energy. In a continuous, irrotational flow field
there is also a property the change in which is independent of the path of the
change. This property is the velocity potential (¢). It can be shown that
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d ]
v, = ——(b; and v, = _d¢ (3.107)
ax ay
or
) )
vy = _3 ind v, = _3¢ (3.108)
rof or

Lines of constant ¢ are known as velocity potential lines with an equation
v.dx + v,dy =0 (3.109)

which intercept the stream lines at right angles to form an orthogonal network of
characteristic pattern for each flow field.
From equations (3.104) and (3.107) it can be seen that

o _ b g M e (3.110)
ady 0x 0x ay

which are the Cauchy—Riemann equations. In such flow fields the Laplace equations
for ¢ and ¢y must both be satisfied:

V2p =0; and V¢ =0 (3.111)

Because the fluid is ideal, the Bernoulli equation (3.27) may be readily applied
between points in the field, both along and across the stream lines.

Flow Patterns

Examples of simple flow patterns are shown in Figure 3.44 with the equations to
their stream functions and velocity potentials. A source is mathematically a point
at which fluid appears and flows radially outwards. A sink is a negative source at
which fluid flows radially inwards to disappear at a point (similar to the plug hole
in a domestic sink, where, however, there is a vortex superposed to produce a spiral
vortex or whirlpool). A vortex is flow in concentric circles with no radial flow. A
doublet is the superposition of a source and a sink of equal strength m, initially a
distance 2a apart brought infinitely close together so that the product of their
strength and the distance between them remains a constant k. k is the strength of
the doublet and is equal to 2am.

This is a mathematical concept which is apparently impractical but yields a
useful flow pattern. It is often used in combination with other simple patterns.

Modeling

Since there can be no flow across a stream line and the fluid is assumed inviscid,
any stream line in a flow pattern may be replaced by a solid surface with no effect
on the rest of the pattern. A stream line forming a closed contour may be replaced
by a solid body to model the flow pattern around a body of the same shape. This
provides a method of writing mathematical models to describe the flow streams
around various shapes.

The limitations of the model must be understood, and the effects of rotation and
viscosity particularly considered, when applying the analysis to real situations. For
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example, the flow round a cylinder may be modeled by a combination of doublet
and parallel flow. The drag and lift forces calculated by integrating the resulting
pressure forces at the cylinder surface appear to be zero. This is obviously not
correct.

In the real situation the viscosity of the fluid produces a boundary layer at the
cylinder surface, which, because of curvature, separates from the surface to form a
wake. The presence of the wake disturbs the downstream flow pattern and the form
drag force is a consequence. Viscosity also introduces a surface friction drag.

The shedding of vortices from the cylinder surface into the wake also produces
alternate positive and negative lift forces, which are not predicted by the ideal flow
analysis, although telegraph wires may often be observed vibrating in the wind.

3.18 CONCLUSION

Fluid mechanics is often regarded as an empirical subject which makes use of
formulae based only on observed experimental results. This misconception is further
compounded by the extensive use of coefficients (discharge especially) to account
for effects which are difficult to model mathematically. However, almost all fluid
mechanics equations in common use are based on the conservation of energy, the
conservation of momentum or the fact that the rate of change of momentum may
be equated to an applied force, usually a pressure force. The experimental checking
and empirical amendment to derived formulae is just good engineering practice.

This section does not provide rigorous derivations of the various equations
quoted. Some appreciation of such derivations may be required in order to establish
the limitations and modifications necessary for the application of the equations,
especially to nonstandard situations. For this, standard textbooks on fluid mechanics
as listed below should be consulted.
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PART 6

PRINCIPLES OF
THERMODYNAMICS

Dennis H. Bacon

3.19 INTRODUCTION

Thermodynamics is concerned with energy transfers in processes. Two modes of
transfer are recognized: work (transfer) and heat (transfer). Before proceeding, the
terminology used in thermodynamics must be defined.

The particular part of the working substance under consideration is called the
system, and this is separated from the surroundings by a boundary. In the closed
or nonflow system the mass of working substance is constant, but in the open or
flow system there is a mass flow rate across the boundary. Some processes in
reciprocating plant may be considered by nonflow analysis but in steam plant, for
example, most are considered by flow analysis. The state of a system is defined by
the properties (pressure, temperature, etc.). Properties are normally expressed spe-
cifically (i.e., per unit mass) to enable charts or tables to be used. The state of
simple substances can be described by two independent properties, but complex
ones such as mixtures need more definition. A change of state is achieved by a
process which is idealized as reversible with no losses. Reversible processes can
be described by mathematical equations and enable analysis to be made to give
answers for ideal situations. Real processes have losses and are described as irre-
versible, and the ideal results are multiplied by a coefficient or efficiency (based
on measurement or experience) to predict real performance.

3.20 THE LAWS OF THERMODYNAMICS

The First Law of Thermodynamics
This is a law of energy conservation. When applied to a process we write
Q-—-W=AE or qg—w=Ae

where Q is the heat transfer (kJ) or ¢ is the specific heat transfer (kJ/kg), W is the
work transfer (kJ) or w is the specific work transfer (kJ/kg), and AE is the energy
change (kJ) or Ae is the specific energy change (kJ/kg).

The change symbol A means final value minus initial value. AE embraces all
forms of energy, but in the nonflow process it is usual to find that the only signif-
icant change is in the internal energy (U,u) and we write the nonflow energy equa-
tion

OQ-W=AU or g—w=Au

For the steady flow system we write

3.70
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. . V2 V2

Q—Wx—mA<h+7+gz> or q—wx—A<h+7+gz>
where Q and W, are the energy transfer rates and n is the steady mass flow rate
across the boundary (in and out), A is the change in specific enthalpy (& = u +
pv), AV?/2 is the change in specific kinetic energy, and Agz is the change in specific
potential energy. The suffix x is used on the work transfer to denote that this is the
useful work from the system as the flow work is included in the enthalpy term. In
flow problems it will also be necessary to use the continuity equation

m = pAV

where p is the density and A is the area normal to the velocity V. Analysis of
nonsteady flow may also be made, in which case energy terms to allow for the
storage of energy in the system will be added.

Warning: A sign convention for work and heat is built into the equations above.
Positive work means work obtained from the system and positive heat means heat
put into the system. Care should be taken to be clear about the symbol V, which
may appear as velocity or volume in many equations.

In order to allow continuous energy transfers a cycle is defined in which a series
of processes brings the working substance back to the initial state so that the cycle
can be repeated continuously. If we apply the first law to a cycle it follows that AE
is zero and

> 0=>W

cycle cycle

The Second Law of Thermodynamics

It might be thought that the first law of thermodynamics permits all the heat transfer
to a cycle to be returned as work transfer, but unfortunately the second law places
restraints on the achievement of this desirable situation. The restraint takes the
practical form of demanding that some of the heat transfer to the cycle must be
rejected as a heat transfer to a lower temperature. Thus when we build a heat engine
it has to exchange heat with (at least) two reservoirs in order to produce work
(Figure 3.45). Since work is the objective, the amount produced per unit heat input
is vital information and we define the thermal efficiency of a heat engine as

_ Net work transfer from the cycle = W
Tbermal Heat transfer to the cycle 0,

Since the first law states O, — O, = W we see that efficiency is less than unity.

The second law makes further investigations and determines the maximum pos-
sible efficiency of a heat engine using reversible isothermal processes to transfer
heat from two reservoirs as

Mthermal maximum — 1 - (Tmin/’rmax)

This efficiency is known as the Carnot efficiency and is not attainable due to losses.
It is also found that constant temperature processes, except during phase change,
are not practical and real processes of heat transfer take place at approximately
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[ Hot reservoir ]
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FIGURE 3.45 A heat engine.

constant volume or constant pressure. One positive product of the second law is
that it tells the engineer that thermal efficiency will be increased by making the
maximum cycle temperature as high as possible (a materials constraint) and by
making the minimum cycle temperature as low as possible (ambient conditions).

The losses in a real cycle are due to internal fluid friction and the necessity of
having a temperature difference to cause a heat transfer. The larger the temperature
difference, the greater the losses. The fluid friction losses in a work-producing
process are defined by the process efficiency

_ Actual work produced
Tprocess ™ deal work produced

which is inverted for work-absorbing processes (compression). The most common
application of this efficiency is in steady flow adiabatic processes. Ideally, these
are processes with no heat transfer which are often used as models for real processes
in which the heat transfers are negligible compared with the work transfers (turbine
expansion). In such processes the efficiency is known as the isentropic efficiency
because the ideal adiabatic process has constant entropy.

Losses due to fluid friction and losses due to heat transfer across finite temper-
ature differences are found to result in an increase in the value of the entropy that
would be expected in a reversible process. Thus, an expected increase would be
larger and an expected decrease would be smaller. It is not easy to define entropy
except mathematically. In practical use as the abscissa of charts it enables work
transfers in ideal adiabatic processes to be represented as vertical lines if enthalpy
is used as an ordinate, and in this guise is a valuable visual method of presentation.

3.21 THERMOECONOMICS

When a more detailed study, see Kotas (1985) and Bejan (1982), of a flow process
is made by the second law of thermodynamics it is found that specific entropy (J/
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kgK) appears as part of a property known as availability. In a flow process we
write b = h — T,s, in which b is the specific availability function, h is the specific
enthalpy, T, is the temperature (absolute) of the surroundings, and s is the specific
entropy. The second law shows that the maximum work potential or exergy of any
state in surroundings at state O is given by b — b,. Thus for a change of state in a
flow process from 1 to 2 the maximum specific work obtainable is given by the
exergy change, w, = (b, — b)) — (b, — b)) = (b, — b,) = —Ab. If we measure
or predict by analysis the actual work achieved it is possible to determine numer-
ically the lost work or irreversibility in the process. If engineering plant is to be
designed to the best advantage it is clear that processes should be chosen to min-
imize this loss. The lost work may be associated with costs and we move into the
developing field of thermoeconomics. Clearly, this is a complex subject but it is
important in that it unites thermodynamics with costs and can help in the design
of long-life expensive plant, such as aircraft engines.

3.22 WORK, HEAT, PROPERTY VALUES,
PROCESS LAWS AND COMBUSTION

To deploy the laws of thermodynamics outlined above we need more information.
To perform simple cycle analysis the data below are vital.

Work

In a nonflow process work transfer can be determined from w = [pdv. The math-
ematical relation for the process is known as the process law (qu). In most flow
processes used in engineering cycles the adiabatic approximation is used so that
the steady flow energy equation, neglecting changes in kinetic and potential energy,
gives

w, = Ah

Heat

This is usually an unknown quantity and is found by the application of the energy
equation. As stated earlier, many processes are approximately adiabatic so that heat
transfer is zero and in others heat transfer is obtained from combustion data or, if
a heat exchange process, by heat exchanger efficiency.

Property Values

These are found in tables or from charts for common substances. Computer for-
mulations are now widely available.

Process Laws

This is a particularly important step in thermodynamic analysis because an idealized
reversible process has to be chosen to represent as closely as possible the real
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process in order to calculate energy changes. When the working substance is a gas,
it is convenient in an elementary analysis to use perfect gas laws with the process
calculation. These are

pv =RT or pV=mRT
u=cAT and h = c,AT

where ¢, and ¢, are the specific heat capacities at constant volume and constant
pressure, respectively, which are related as follows:

¢,—¢,=R and c,/c, =7y
where R is the specific gas constant and vy is the isentropic index.

Ideal processes commonly used are constant pressure, constant volume, constant
temperature (which for a perfect gas becomes pv = constant) together with two
other more general relations: the adiabatic process, pv* = constant (which for a
perfect gas becomes pv? = constant), and the polytropic process, pv" = constant.
The last process is a general relation between pressure and volume which is used
if none of the other clearly special cases are considered valid. Usually 1 < n <
1.4.

It is possible (by using the gas laws) in adiabatic and polytropic gas processes
to rearrange the relations to involve pressure and temperature or temperature and
volume to yield very useful relations:

5 _ <IA>(7/1)/}/'5 _ <E>yl.5 _ (&)Oll)/n.ﬂ: <E>nl
T, D> T, Vi T, D> T, Vi

Processes may be represented on property diagrams to enable cycle visualization
(Figures 3.46-3.51).

Combustion

To avoid involving complex chemical equations, engineers often use the calorific
value of a fuel coupled with a combustion efficiency to estimate the energy transfers
in combustion processes. Thus, the rate of energy input by combustion is

E = n;lf' CV Mcomb

where ni; is the fuel mass flow rate, CV the calorific value of the fuel, and 1.m,
the combustion efficiency.

3.23 CYCLE ANALYSIS

One example will be given of the simple analysis of the ideal Joule cycle for a gas
turbine plant (Figure 3.51). The cycle consists of four flow processes described in
Table 3.6 and analyzed by the steady flow energy equation.

From the data in the table it can be seen that the specific work w = ¢, (T; —
T,) — ¢, (T, — T)) and the thermal efficiency
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Gas

Critical point CP

{Dryness fraction x)

T

FIGURE 3.46 Substance phases and definitions.

cp

pand T

S

FIGURE 3.47 Steam processes on an h—s dia-
gram.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



MECHANICAL ENGINEERING PRINCIPLES

3.76 SECTION THREE

cpP p

§

FIGURE 3.48 Steam processes on a 7—s di-
agram.

v

FIGURE 3.49 Gas processes on a p—v dia-
gram.

n _ Cp(T3 -T,) - cp(TZ -T)
thermal CP(T3 _ Tz)

If allowance is made for the isentropic efficiency of the compression and expansion
processes the cycle diagram is changed to show the associated entropy increases
but the expressions for work and efficiency above are still valid with the changed
values of 7, and T, (Figure 3.52). These values are determined from the use of the
reversible adiabatic process relation and the isentropic efficiency as

T, —-T, = T](r,f‘/‘”” = /.
and
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pvY =¢

<

Torh

S

FIGURE 3.50 Gas processes on a T—s diagram.

FIGURE 3.51 The Joule cycle.

T, = T,=nT1 - 1/”,(;77”7))

where 7, is the cycle pressure ratio,

_ r,y - T
e ,-T
and
_ I; - T,
KA

7. and 7, being the isentropic efficiencies of compression and expansion. If these
values are substituted into the work and thermal efficiency expressions they become

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



MECHANICAL ENGINEERING PRINCIPLES

3.78 SECTION THREE

TABLE 3.6

Process Description q—w,=h

1to2 Reversible adiabatic compression —w,=h,—h =c(T,—T)

puv?” = constant

2to3 Reversible constant pressure heat q=hy —h,=c[p(Ty — T,)
transfer fo the cycle
3to4 Reversible adiabatic expansion —w,=hy —hyw, =c(T; - T)
puv? = constant

4tol Reversible constant pressure heat q=h —hy=c(T, —T)
transfer from the cycle

s

FIGURE 3.52 The effect of isentropic process
efficiency on the Joule cycle.

Tmax

«————— Cycles with
different ry,

7-min

s

FIGURE 3.53 The effect of pressure ratio in
a cycle with fixed 7,,,, and T,,,.
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Design

range

Ny and w

"o

FIGURE 3.54 Thermal efficiency and specific
work transfer variation in a Joule cycle with al-
lowance for isentropic process efficiency.

more useful in that they involve the thermodynamically significant maximum and
minimum cycle temperatures which are fixed by material and ambient conditions
respectively, so that the only variable is the cycle pressure ratio (Figure 3.53). If
the expressions are differentiated with respect to this pressure ratio it is possible to
find the pressure ratio for maximum work and that for maximum efficiency. The
cycle designer then has a choice, depending on the proposed application and Figure
3.54 shows that it would be expected that the chosen ratio would fall between these
two maxima. Obviously, this simple approach is not the complete answer to gas
turbine cycle analysis, but it illustrates the use of the laws of thermodynamics, and
similar work may be done for other plant cycles.
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PART 7
HEAT TRANSFER

Dennis H. Bacon

3.24 INTRODUCTION

Whenever a temperature difference occurs there is an energy flow from the higher
temperature to the lower. A study of heat transfer is concerned with the determi-
nation of the instananeous rates of energy flow in all situations. We determine heat
transfer rates in watts. These rates will be constant in situations where the temper-
ature difference remains constant but variable (transient) when the temperature dif-
ference varies either due to the heat transfers or to other energy changes such as
internal chemical reaction.
There are three modes of heat transfer:

1. Conduction, which is of greatest interest in solid bodies but also occurs in fluids,
where it is often overshadowed by convection

2. Convection, which occurs in fluids when energy is transferred due to the motion
of the fluid

3. Radiation, which occurs between two systems at different temperatures which
need not be in contact provided any intervening medium is transparent to the
radiation.

In practice, all three modes may occur simultaneously and it is necessary to
draw up a balance at a boundary. For example, energy may be conducted to the
surface of an electric storage heater and is then convected and radiated to the
surroundings. Thus calculations can become complex, and in this particular case
where energy is added at certain times this is a continuously varying situation.

Three approaches to heat transfer will be discussed below:

1. A simple method suitable for many estimations
2. A more detailed appraisal of the field
3. Comments on the use of computers

3.25 BASIC PRINCIPLES OF HEAT TRANSFER
(White 1984; Ozisik 1985; Kreith and Bohn 1986)

Conduction
Fourier’s law for conduction states:

dar
,ka

The thermal conductivity A(Wm™'K™!) is a property of the material which varies

3.80
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with temperature but for small temperature ranges is usually considered constant.
Typical values are shown in Table 3.7. With constant k Fourier’s equation can be
integrated for four common situations.

Plane Surfaces. Integration gives

: (T1 — Tz) Ax
= kA ——= = AT/| —
Q= ko X, — X, / Ak/,

(see Figure 3.55). The quantity (Ax/kA) is known as the thermal resistance in
KW, Thermal resistances can be added in a similar way to electrical resistances
so that for a multilayer plane surface there are a number of resistances in series
(Figure 3.56). Thus we can write

0= -1y

Cylindrical Surfaces. For tubes it is more convenient to evaluate heat transfer
rates per unit length, and integration gives

X Inr,/r,

Q=T —T)l

In r,/r
= AT —
27k,,L / 27k, L

(see Figure 3.57), and in this case the thermal resistance is

TABLE 3.7

Substance Thermal conductivity, Wm~! K, at 20°C

Aluminum 204

Iron 52

Water 0.597

Air 0.026 (100 kPa)
Glass wool 0.04

Single layer Plane surface Multilayer plane surface

T T2 T3 Ta
" aeg | Axiy | Axm | Axw
én Q'"
Kz k12 kn k3
X4 X2 X1 X2 X3 Xa
FIGURE 3.55 One-dimensional conduction FIGURE 3.56 One-dimensional conduction
through a single-layer plane wall. through a multilayer plane.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



MECHANICAL ENGINEERING PRINCIPLES

3.82 SECTION THREE

Single layer cylindrical surface

N

Ta
(@)

FIGURE 3.58a Conduction through a multi-
FIGURE 3.57 Conduction through a single- layer cylindrical surface; U-value for a plane
layer cylindrical surface. surface.

T2

In /7 . i
— Kw-!
<2’7Tk12L> n

For a multilayer tube, thermal resistances are added to give

o YA _ ln (rouler/rinner)
Q' =(T, - Ty X <72M >

(see Figure 3.58).

ZBoundary| Fluid

1 layer layer 2
| \ |
Bulk § i Bulk
temperature h, N hy ‘ temperature
T4, § ’ Tiy
| \ |
7N |
l = i +3 ﬂ + _1_
U hy ~ k  hy

(b)
FIGURE 3.58b U-value for a cylindrical surface.
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Convection

The fundamental equation for convective heat transfer at a solid—fluid interface is

Q" = ho

where 6 is the temperature difference between surface and fluid. The surface heat
transfer coefficient A(Wm 2K™!) is not a property of the fluid or the surface but
depends on the flow rate, the fluid properties, and the surface shape. The coefficient
has to be determined for each situation and can vary considerably (Table 3.8).
Although the determination of % is crucial to convection calculations, it is an ex-
tremely difficult process, and accurate prediction of convective heat transfer is not
always possible.

If we express the convection equation in a thermal resistance form suitable for
plane surfaces,

0

0=1a

it can be seen that the thermal resistance is (2/nA)KW™!. For tubular surfaces it is
again more convenient to work per unit length, so that

Q' - 0/ (2;};)

and the thermal resistance is (1/27rh)mKW L.

Overall Heat Transfer Coefficients

A common heat transfer situation is a solid wall separating two fluids, and for this

problem the thermal resistances for conduction and convection can be added to

enable the heat transfer rate to be determined in terms of the two fluid temperatures.
For a plane surface (Figure 3.58(b),

) 1 Ax 1
[ — — 4+ —_— 4+ —
Q (Tf‘ TfZ)/(hl k h2>

For a tubular surface (Figure 3.59),

TABLE 3.8 Range of values of surface heat
transfer coefficient (W m~2K™1)

Free convection Gases 0.5 to 500
Liquids 50 to 2000

Forced convection Gases 10 to 700
Liquids 100 to 10 100
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Fluid 1, T%,
Boundary layer, h,

& Double-layer tube

Boundary layer, h2
Fluid 2, T,

1 1 In {r ourer/ Finer) 1
U 2rrihy 2nk 2nrahy

FIGURE 3.59 U’-value for a cylindrical surface.

) 1 In(7, ! Finner) 1
"'=(T. — T + outer’ "inner +
0 T, fz)/(Zwrlih) b < 2mk > 27r,h,

It can be seen that the added resistances may be inverted to give an overall con-
ductance which is known as a U-value or overall heat transfer coefficient.
For a plane surface,

1 1 Ax 1
L N I
u h 2 kK h
For a tubular surface,
L = ; + ln(rouler/rinner) + 1
v 2arh, 27k 27r5h,

The heat transfer rate is then simply written
For a plane surface,

Q = UA(T,, — T,,) where A is the area
For a tubular surface
Q=U'LT,, —T)

where [ is the length.

The situation in which this technique is commonly used is in heat exchanger
design. It should suffice for simple calculations provided suitable values of the
surface heat transfer coefficients for convection can be obtained. (CIBS Guide
1980). If the temperature difference is not constant then a mean value should be
used. A suitable equation for a mean can be found in the heat exchanger section
which follows.
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Radiation

Radiation is of central importance in space application where all rejected heat is
radiated to space. The rate of energy emitted by an ideal black body is given by
the Stefan—Boltzmann law, in which the absolute temperature (Celsius + 273) is
raised to the fourth power:

E" = oT*

where o is the Stefan-Boltzmann constant 5.67 X 107*Wm 2K~ and the subscript
b refers to the ideal black body. Real bodies emit less radiation, and the mono-
chromatic emissivity is defined by
e, = T
O LEN]r

The value of & varies with A and T because real bodies are selective emitters, but
for simple calculations it is often assumed that emissivity is constant. The calcu-
lations associated with this assumption are based on grey body theory, for which
the rate of energy emission is given by

E; = soT*

It would be unwise to estimate unknown emissivities, and measurements would
need to be made unless suitable data could be found.

Radiation incident on a body may be absorbed, reflected or transmitted. Thus
we write « + p + 7 = 1 where «, p and T are the absorptivity, reflectivity, and
transmissivity, respectively. Ideal black bodies absorb all incident radiation but real
bodies do not. Gases are often assumed to transmit all radiation, but this is not
always true, particularly with hydrocarbon combustion products and atmospheric
transmission. Solids have a transmissivity of zero. With these simple ideas it is
necessary to know the values of only « and p. It can be shown that a gray body
has absorbtivity equal to emissivity, « = &. Thus, provided the transmissivity is
zero, a knowledge of the grey body emissivity enables reflectivity to be determined,
since

p=1=c¢

The only simple radiation problem that can be solved with the simple approach
above is that of a gray body in large surroundings (see Figure 3.60). The word
‘large’ implies that radiation not incident on the grey body which will be incident
on the surroundings and will therefore be reflected will not be re-incident on the
gray body. Thus, the surroundings are effectively black. (This might be true with
a linear size factor greater than 10.) In this simple case it can be shown that the
heat transfer rate is

0 = scdA(T* — T

where ¢ is the emissivity of the body, A is the area of the body, T is the temperature
of the body in K and T, is the temperature of the large (black) surroundings in K.
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Surroundings

o

FIGURE 3.60 A small gray body in large
(black) surroundings.

Simple Transient Problems

If a body is being cooled or heated by convection or radiation and the thermal
conductivity is large so that the rapid heat transfer rates within the body enable it
to be assumed that the body temperature distribution is uniform, then the situation
is known as a lumped capacity system. For such a system the complex methods of
transient heat transfer are not required and a simple energy balance equation may
be drawn up and integrated. The most common case is quenching, a convective
boundary problem for which in time df a small heat transfer 6Q occurs when the
body temperature changes from 7 by an amount d7 (Figure 1.61). Thus,

8Q = pc,VdT = —hA(T — T)

where T is the fluid temperature, A is the body surface area, V is the body volume,
p is the body density, ¢, is the body specific heat, and 4 is the surface heat transfer
coefficient. Integration gives

o _ oAt pepV)

0

where 6, is the initial temperature difference between fluid and body and 0 is the
temperature difference at any future time 7. The quantity (pc,V/hA) may be re-
garded as the time constant of the system.

Fluid _~Body

Temperature, Ty Volume, V
Surface heat Density, p
transfer Area, A
coefficient, h Specific heat, Cp
0=(T-Ty) Temperature, T
FIGURE 3.61 A lumped-capacity system with
convection.
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3.26 ANALYSIS OF HEAT TRANSFER

Conduction

By considering the thermal equilibrium of a small, three-dimensional element of
solid, isotropic material it can be shown that for a rectangular coordinate system

aT *T T o°T o
—=a|l—=+—=+—=|+=
at x> ay*  az? pc,

where 07/0t is the rate of change of temperature with time, « is the thermal dif-
fusivity of the material « = k/pc, and Q" is the internal heat generation rate per
unit volume, which may be due, for example, to electric current flow for which
Q" = i*r, where i is the current density and r the resistivity. The solution to this
equation is not easy, and numerical approximation methods are often used. One
such method is the finite difference technique, in which continuously varying tem-
peratures are assumed to change in finite steps. Consider the three planes shown a
distance Ax apart (Figure 3.62). At

or T,-T
AT Ta
and at
T_L-T
ax Ax
so that at

PT T, + T, - 2T,
ax? Ax?

Similarly, 97/9t may be written

7 T2 T3

A c B

Ax Ax

FIGURE 3.62 One-dimensional finite difference formulation.
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where T, is the temperature at layer n at time 1 and 7, is the temperature at
layer n at time 0.

For steady state situations 9779t = 0 and a two-dimensional plane surface will
be used for illustration requiring a solution of

PT PT| Q"
Y AR IR L
ax2  ay? pc,

Consider the surface to be divided by a grid (Figure 3.63). It is then found that
the solution for any point in the plane for steady state conduction without heat
generation is

T, +T,+ T, + T, — 4T, = 0
or with heat generation is

a2 Q m

Ty + Ty + T+ T, = 4T, = ==

At the boundary of the plane conditions are usually isothermal, in which case T =
constant, or convective when an energy balance yields for a straight boundary (Fig-
ure 3.64)

T, T, ha ha
—+tL+=+— T, —T,(2+—|=
2 2 kT 0( k> 0

where 4 is the surface heat transfer coefficient, 7 is the fluid temperature, and a is
the grid size. Similar expressions can be derived for corners, curves, etc. at the
boundary.

For a large number of grid points, a large number of simultaneous equations are
obtained which can be solved by iteration or Gaussian elimination. Computer pro-
grams may be used to advantage. The solution obtained will be the temperature

( A
"E{ 3/ 0] 1 ) L'x Fluid (Ty, A)

e
H

—
w

-

Y 2
4 v
2/// 2
A /Y 4
a
]
a Solid (k)
FIGURE 3.63 The two-dimensional grid con- FIGURE 3.64 Convective surface nomencla-
cept. ture.
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distribution in the plane, and the heat transfer rates may be found at the boundary
(Figure 3.65):

With an isothermal boundary 0 =3KT, — T,u)

With a convective boundary 0 =Sha(T, — T,)

For transient heating or cooling for which 97/t # 0, a one-dimensional illus-
tration is used. The equation to be solved is

oT o°T
2o L
ot ax?

when there is no heat generation (Figure 3.66).expressed in finite difference form

this becomes
1
Tn,l =F <Tn1,() + Tn+1,0 + Tn,() (}_7 - 2>>

where F is the nondimensional grid size Fourier number F = «aAt/a® The only
unknown in this equation is T, ,, the temperature at layer n after one time interval
At. Thus from a knowledge of the initial conditions successive temperatures in each
layer can be found directly for each time interval. This is the explicit method and
is used for tabular or graphical (Schmidt method) solutions. If F > 0.5 the solution

Fluid Fluid
Tmy Tonp Tmg T wall = constant

q{ - \:::y %WW/ :::Y

T: = constant

Tmqy Tmy Tma

(a) Convective boundary {b) Isothermal boundary
FIGURE 3.65 Calculation of heat transfer rate.

a P p— SR S S J——

FIGURE 3.66 One-dimensional transient conduction formula-
tion.
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is unstable and in three dimensions the criterion becomes severe. The boundary
conditions may be isothermal or convective and in the latter case the solution is

T,,=2F-T, o + T, [1 — 2F — 2F - B] + 2F - BT,

where B is the nondimensional grid Biot number, B = ha/k. For this case the
solution is unstable if (F' + FB) > 0.5. The solutions obtained give the temperature
distribution in the one-dimensional plane and the heat transfer is found at the bound-
ary

or from the temperature profile

Q = 2 mcp(Tﬂnal - Tinitial)

layer

The stability problems of the explicit method can be overcome by the use of
implicit methods for which there is no direct solution, but a set of simultaneous
equations are obtained which may be solved by Gaussian elimination. A computer
program may be used to advantage. A satisfactory implicit method is that due to
Crank and Nicolson. The importance of a stable solution is that if the choice of F
is limited then the grid size and time interval cannot be freely selected, leading to
excessive calculations for solution. The implicit method releases this constraint but
care is still needed to ensure accuracy.

Although the finite difference method has been chosen for demonstration be-
cause the method is easy to understand, most modern computer programs are based
on the finite element technique. However, the mathematical principles are involved,
and would not lend themselves to simple programming. Before the availability of
computer software analytical solutions were obtained and presented as graphs of
transient solutions for slabs, cylinders, and spheres. These graphs enable solutions
for other shapes to be obtained by superposition methods. Such methods should be
used to avoid or validate computer solutions.

Warning: If fiber-reinforced materials are used in which the lay-up is arranged
to give directional structural strength it will be found that the thermal conductivity
has directional variation and the methods above will need considerable amendment.

Convection

A knowledge of the surface heat transfer coefficient 4 is essential in determining
heat transfer rates. Fluid flow over a solid surface is a boundary layer problem, and
the heat transfer depends on boundary layer analysis. This analysis may be by
differential or integral approach, but solution is difficult and the modeling of tur-
bulence is complex. Computer solutions based on numerical approximations may
be used to advantage, but simple approaches have been used for many years and
are still extremely useful. These methods are based on Reynolds’ analogy (modified
by later workers) and dimensional analysis backed by experimentation.
Convection may be free or forced. In forced convection it is found that the heat
transfer coefficient can be included in a nondimensional relation of the form
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Nu = ¢(Re,Pr) = constant - Re® - Pr®

where Nu is the Nusselt number (Nu = hl/k), Re is the Reynolds number (Re =
pVIl/w), and Pr is the Prandtl number (Pr = uc,/k). In these relations [ is a rep-
resentative length dimension (diameter for a pipe and some chosen length for a
plate), V is the bulk or free stream velocity outside the boundary layer. The values
of the constants @ and b depend on whether the flow is laminar or turbulent and
on the geometry of the situation, and are usually found by experiment.

The determination of whether flow is laminar or turbulent is by the value of the
Reynolds number;

For plates, Re < 500 000, flow is laminar: Re > 500 000, flow is turbulent
For tubes, Re < 2000, flow is laminar: Re > 4000, flow is turbulent

(between these two values there is a transition zone). There are many relations to
be found in texts which allow for entry length problems, boundary conditions, etc.
and it is not feasible to list them all here. Two relations are given below which
give average values of Nusselt number over a finite length of plate or tube in forced,
turbulent flow with Mach number less than 0.3 using total plate length and diameter
for representative length dimension. Care must be taken in any empirical relation
to use it as the author intended.

Plate: Nu = 0.036Re**Pro3

In this relation fluid properties should be evaluated at the film temperature, Ty, =
(Twall + Tbulk)/z'

Tube: Nu = 0.023Re%8Pr04

In this relation fluid properties should be evaluated at the bulk temperature, 0.6 <
Pr < 160 and (I/d) > 60.

It should be noted that the index of Reynolds number of 0.8 is characteristic of
turbulent flow; in laminar flow 0.5 is found.

It must be emphasized that reference to other texts in all but these simple cases
is essential to estimate heat transfer coefficients. It should also be pointed out that
the values obtained from such relations could give errors of 25%, and a search of
the literature might reveal equations more suited to a particular situation. However,
an estimate within 25% is better than no knowledge, and is a suitable starting point
which may be modified in the light of experience.

For complex heat exchange surfaces such as turbine blade cooling in an aircraft
engine, empirical information is usually presented graphically (on these graphs the
nondimensional group St (Stanton number) may appear:

Nu h
St = =—
RePr  pVc,

In free convection the relationship used is Nu = ¢(Pr - Gr), where Gr is the Grashof
number, p?Bg6/3/u? in which B is the coefficient of cubical expansion of the fluid
and 6 is a temperature difference (usually surface to free stream temperature). The
transition from laminar to turbulent flow is determined by the product (Pr - Gr)
known as the Rayleigh number, Ra. As a simple example, for plane or cylindrical
vertical surfaces, it is found that
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For Ra < 10°, flow is laminar and Nu = 0.59(Pr - Gr)°*?>
For Ra > 10°, flow is turbulent and Nu = 0.13(Pr - Gr)'’3

The representative length dimension is height and the resulting heat transfer
coefficients are average values for the whole height. Film temperature is used for
fluid properties. Warnings similar to those given for forced convection apply to the
use of these equations.

Phase change convection heat transfer (condensing and evaporation) shows co-
efficients that are, in general, higher than those found in single-phase flow. They
are not discussed here but information may be found in standard texts.

Radiation

In space technology applications heat transfer systems are designed for conduction
and radiation transfer only. When an emitting body is not surrounded by the re-
ceiver, the spatial distribution of energy from the radiating point needs to be known.
To determine this distribution the intensity of radiation i, is defined in any direction

¢ as
P dE"
¢ dw 7

where dw is a small solid angle subtended at the radiating point by the area inter-
cepting the radiation, dw = dA/r? (Figure 3.67) (the solid angle represented by a
sphere is 47 steradians). Lambert’s law of diffuse radiation states that i, = i, cos
¢ where i, is the normal intensity of radiation which can be determined for black
and gray bodies;

in
Small area dA
receiving radiation
from S

[}
~ e
o Solid angle dw
subtended by d4
atS A6
FIGURE 3.67 Spatial distribution of radia- FIGURE 3.68 Heat transfer by radiation be-
tion. tween two arbitrarily disposed gray surfaces.
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Black i,0T*/w Gray i, eoT*/

With this knowledge of the radiation intensity in any direction it is only nec-
essary to determine the amount that any body can see of any other body to calculate
the heat transfer rate. For this purely geometric problem mathematical analysis
(Figure 3.68) suggests a quantity variously known as the geometric, configuration
or shape factor, which is defined as the fraction of the energy emitted per unit time
by one surface that is intercepted by another surface. The geometric factor is given
by

o 1 f f cos¢, cose, dA,dA,
2 A Jan Jas x>

It can be seen that A, F, = A,F,,, a useful reciprocal relation. It is also clear
that the equation will require skill to solve in some situations, and to overcome this
problem geometric factors are available for many situations in tables or on graphs
(Hottel charts). The charts can give more information than anticipated by the use
of shape factor algebra, which enables factors to be found by addition, subtraction,
etc. (Figure 3.69).

Having established the intensity of radiation and the geometric factor, problems
may be solved by an electrical analogy using the radiosity of a surface. Radiosity
is defined as the total emitted energy from a gray surface:

J" = E7 + pG”

where J” is the radiosity and pG” the reflected portion of the incident radiation
G". Since E; = eLj the net rate of radiation leaving a gray surface of area A
becomes

Ep — J”

plAe

which may be envisaged as a potential difference, £ — J”, divided by a resistance,
p/AE. A similar geometric resistance of 1/AF can be established to enable complete
circuits to be drawn up. Thus for a three-body problem we may sketch the analo-
gous electrical circuit (Figure 3.70) and apply Kirchhoff’s electric current law to
each J” node to obtain three simultaneous equations of the form

ARV L (R 4 N Jy=Jy

=0
pi/A g, 1/A,F,, 1/AF;

If there are more than three bodies sketching becomes complex and the equation
above can be rearranged and generalized. For N surfaces (j = 1 to N) there will
be N equations, the ith of which (i = 1 to N) will be

N
Jr= (1 = &) X FJ] = sE},
Jj=1

LY

When j = i, F, will be zero unless the the surface is concave and can see itself.
This set of N simultaneous equations may be solved by Gaussian elimination for
which a computer program may be used. The output of the solution will be N
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éﬁ, £y,

i,

FIGURE 3.70 The electrical analogy for gray-body radiation
problems.

values of J” and any required heat flux can be found. In the three-body problem,
for example, the heat transfer from 1 to 2

0n= i
or the total heat transfer from body 1 is
B -
pilAE
Special cases are:

1. If N — 1 bodies are in large surroundings then for this Nth body J” = E?.

2. An insulated or refractory surface has no black body potential but contributes
to the heat transfer by taking up an equilibrium temperature T given by oT* =
JN

3. Radiation shield problems will show six resistances in series rather than the
series-parallel circuits used previously.

In all the discussion on radiation above no account has been taken of the selec-
tive emitter for which emissivity is not constant. Additional techniques are required
to solve these real problems and care should be exercised if widely varying emis-
sivity is encountered. In new situations it will be necessary to determine emissivity
by experiment before proceeding. No account has been taken of intervening media
for which transmissivity is not unity. Gas absorption and radiation needs further
information. For gases such as oxygen, nitrogen and hydrogen with symmetric,
diatomic molecules, the above work is adequate, but asymmetric molecular struc-
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tures cause problems. In particular, hydrocarbon fuel combustion products (H,O,
CO,, CO, SO,) are important in engineering calculations and account must be taken
of their radiation properties. Solar radiation problems also need special considera-
tion.

Finned Surfaces

In many heat exchange problems involving the determination of a U-value it is
found that the surface heat transfer coefficient on one side of the solid interface is
much smaller than that on the other. The smaller coefficient will dictate the heat
transfer rate achieved, and in order to overcome this problem fins may be added to
this poor convection surface to increase the area for heat transfer. This problem will
occur in liquid to gas exchangers on the gas side. The addition of fins will alter
the flow pattern so that a new coefficient should if possible be determined. It is
also possible that there may be variation of coefficient over the fin surface.

Simple fin theory in which conduction along the fin is balanced with convection
from the surface can be used to determine the temperature distribution and heat
transfer rate of the fin. For example, when a long fin of constant cross-sectional
area is examined (Figure 3.71) it is found that the temperature distribution is

0  cosh(m(l — x))

0, B cosh(ml)

and the heat transfer rate is

O = mkA6, tanh(ml)

where 0 is the temperature difference between fin and fluid and 6, is the difference
at the fin root, m = hp/kA, p is the fin perimeter and A is the cross-sectional area.

A fin efficiency is then defined to compensate for the varying temperature dif-
ference along the fin as

Actual heat transfer rate

in = Heat transfer rate if whole fin were at the wall temperature

which for the simple case above is m;, = tanh(ml)/ml. Fins are usually fitted in

ol

p =2{w+1)
A =wr
00"7-,,—7.'

FIGURE 3.71 Simple rectangular
fin nomenclature.
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arrays and the efficiency of a fin system can be established in the form of an area
weighted fin efficiency, 7’

”7’ = nﬁnB_'_ 1 - B
where

total fin area Ag

in

total area including fins A

B:

The U value based on the enhanced area A is then

LI Y-S
U, (A,/JAh “ R

1
n'h,

For complete surfaces B is supplied by the manufacturer.

When fins of more complex shape are used (tapered fins or annular fins) the
cross-sectional area is not constant and fin efficiency data are obtained from graphs.
Care should be taken in the interpretation of such graphs since the equations above
may not agree with the definitions used for the graphs.

Heat Exchangers

It is possible to design a heat exchanger with the information above and obtain a
basic idea of size and configuration of simple tubular structures. It is first necessary
to realize that temperature differences change along a heat exchanger, and that flow
may be parallel or counter in direction. The latter is to be preferred, as it leads to
smaller sizes. To allow for the changing temperature difference a log mean tem-
perature difference is used (Figure 3.72):

0 _ 6, — 6,

MTP - 1n(,/6,)
and to allow for varying flow patterns (which are neither counter nor parallel flow)

graphs are available to give a factor F to modify the (usually) counterflow value
of mean temperature difference. Thus, for any heat exchanger,

emcan =F OLMTD

If an estimated mean U-value for the surface is then determined the heat exchange
equation is

Q = UAF 0, o

Thus the area is determined. There are many solutions to this equation to satisfy
all the constraints which will include:

Energy for each stream Q = (mAh),,, = (mAh).,, (Ah = enthalpy change)
Continuity of each stream m = pAV
Heat transfer area A = wdl

The above equations will involve options with varying tube numbers and di-

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



MECHANICAL ENGINEERING PRINCIPLES

3.98 SECTION THREE
i
Hot oﬁ Hot
[}
6 8 62
1 Igz

_L Cold Cold

——- ——

Paraliel flow Counterflow

———p. B
¥ Hot
6,
T ]

6
Cold 2

[Paralle! or counter

FIGURE 3.72 The mean temperature difference in heat exchang-
ers.

ameters which will affect the determination of heat transfer coefficients (and hence
the U-value), and a number of solutions will be obtained. The optimum choice will
involve allowable pressure drops, velocities and exit temperatures. It is not a dif-
ficult calculation, but, because of the choice, a computer program may be used.
There are short cuts to this approach based on the interrelation between pressure
drop and heat transfer (modified Reynolds’ analogy) to determine heat transfer
coefficients and a method based on graphs of effectiveness (E), capacity ratio (¢),
and number of transfer units (NTU) is sometimes used.

By whatever method a design is achieved, it will, unless the application is very
simple, be necessary to consult a professional heat exchanger designer with expe-
rience and full computer programs.

3.27 USE OF COMPUTERS

Computers may be used as an aid to heat transfer calculations at various levels of
skill. At the simplest level, computer programs may be written to determine, for
example, heat losses in buildings, heat inputs from pipes and radiators, etc. This
will save repetitive calculations and build a small library of useful programs. To
aid those whose heat transfer and computing skills are slight, Bacon (1989) gives
a simple approach to problems. For more detail on the mathematics of finite dif-
ference techniques in heat transfer Myers (1971) is useful.

An alternative approach to numerical approximations in computer work is to use
finite element methods. For heat transfer applications Myers (1971) is again useful.
Very few people will find the need for finite element programming skills, as there
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is an ever-increasing range of software aimed at the solution of many engineering
problems, including heat transfer. Many of these are PC packages in which there
is integration between design, drawing, manufacture and analysis of stress, vibra-
tion, heat transfer, etc.

Whenever numerical approximation techniques are used, large-scale analysis
leads to considerable demand on data storage and computing time. It is therefore
essential to do as much as possible with simple methods before becoming com-
mitted to large-scale finite element packages. If it is decided that the use of such a
package is necessary it is vital to be sure of the requirements of the problem, for
volume of input data and output results will be large and unpalatable. To assist
with this problem, preprocessing packages are used for data input and mesh gen-
eration with graphic display, and post-processing packages are used for graphic
display of the results. For example, the temperature distribution in a combustion
chamber or piston displayed by color graphics enables easier identification of prob-
lem areas.

Finally, it must be emphasized that computing is not a substitute for understand-
ing heat transfer problems. It is an aid to enable a more detailed investigation to
be achieved and presented in a fashion to enable engineers to improve their designs.

3.28 HEAT TRANSFER: NOMENCLATURE

A area

B Biot number
¢, Specific heat capacity at constant pressure
E" Black-body emissive power
E! Gray-body emissive power
F  Fourier number, geometric factor, mean temperature factor
g gravitational constant
Gr  Grashof number
h surface heat transfer coefficient
i, intensity of radiation in direction ¢
i, normal intensity of radiation
J"  radiosity
k thermal conductivity
! length
m mass, fin parameter
m  mass flow rate
Nu Nusselt number
p perimeter
Pr  Prandtl number
O heat transfer
O heat transfer rate
Q' heat transfer rate per unit length
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Q" heat transfer rate per unit area
Q" heat transfer rate per unit volume
r radius
Ra Rayleigh number
Re Reynolds number
St Stanton number
T temperature
t time
U overall heat transfer coefficient per unit area
U’ overall heat transfer coefficient per unit length
V  velocity
X, y, z rectangular coordinates

Greek Letters

thermal diffusivity, absorbtivity
coefficient of cubical expansion
change in

efficiency

emissivity

wavelength

viscosity

angle

density, reflectivity
Stefan—Boltzmann constant
summation

temperature difference
transmissivity

S 9 s Mg © &T >0 3 B®™RK

solid angle
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SECTION 4

ELECTRICAL AND ELECTRONIC
PRINCIPLES

Section Editor: Mark Davies
Author: Charles Fraser

4.1 BASIC ELECTRICAL TECHNOLOGY

Flux and Potential Difference

The concept of flux and potential difference enables a unified approach to be
adopted for virtually all the field type of problems. Generally, the flowing quantity
is termed the flux and the quantity that drives the flow is called the potential dif-
ference. This consistency of method is equally applicable to problems in fluid flow,
heat transfer, electrical conduction, electrostatics, and electromagnetism, to name
but a few.

In general terms, the flux may be written as

_ (Field characteristic) X (Cross-sectional area) X (Potential difference)

Flux (Length)

@.1)

In specific terms, for the flow of an electric current through a conducting medium,
equation (4.1) takes the form:

Vv
=2 4.2)
l
where I = the current in amperes (A)
o = is the conductivity of the medium (siemens/m), i.e., the field character-
istic

a = the cross-sectional area of the medium (m?)
| = the length of the medium (m)

V = the applied potential difference, or voltage (V)

The group (oa/l) is termed the conductance, denoted by G and measured in sie-
mens, thus:

4.1
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=GV (4.3)

The reciprocal of conductance is referred to as the resistance, R, and is measured
in ohms ({). Hence,

1=V/R 4.4

Equation (4.4) is the familiar Ohm’s law, which defines a linear relationship
between voltage and current in a conducting medium. If the resistance, R, varies
with the magnitude of the voltage, or the current, then the resistance is nonlinear.
Rectifiers constitute one particular class of nonlinear resistors.

Comparing equations (4.4) and (4.2) gives:

R = I/(0a) 4.5)

It is more usual, however, to quote the resistivity as opposed to the conductivity,
and resistance is generally written as:

R =plla (4.6)

where p is the resistivity of the conductor in ohm-meters.

The resistance of all pure metals is temperature dependent, increasing linearly
for moderate increases in temperature. Other materials, including carbon and many
insulators, exhibit a decreasing resistance for an increase in temperature.

Simple Resistive Circuits

The effective total resistance of a series arrangement is the algebraic sum of all the
resistances in series, i.e.,

R =R, +R, + R, 4.7

where R, is the total resistance of the circuit.
For resistors in parallel the effective total resistance obeys an inverse summation

law, i.e.,
1 p—

1 1 1
— 4.
R R TR TR “8)

Electromotive Force and Potential Difference

In a metallic conductor that has a potential difference applied across opposite ends,
free electrons are attracted to the more positive end of the conductor. It is this drift
of electrons which constitutes the electric current, and the effect is simply nature’s
attempt to redress an energy imbalance. Although the negatively charged electrons
actually drift towards the positive end of the conductor, traditional convention gives
the direction of the current flow from positive to negative. There is nothing really
at issue here, since it is only a simple sign convention that was adopted long before
the true nature of the atom and its associated electrons were postulated.

A current of 1 A is associated with the passage of 6.24 X 10'® electrons across
any cross-section of the conductor per second. The quantity of charge is the cou-
lomb, Q, and
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O=1-t 4.9)

where 1 coulomb of charge is passed when a current of 1 A flows for a period of
1s.

The electromotive force (e.m.f.) is that which tends to produce an electric current
in a circuit, and is associated with the energy source. Potential difference is simply
the product of current and resistance across any resistive element in a circuit, ir-
respective of the energy source. For circuit elements other than purely resistive, the
potential difference across the element becomes a time-dependent function.

Power and Energy

Power is the rate at which energy is expended, or supplied. The potential difference
across any two points in a circuit is defined as the work done in moving unit charge
from a lower to a higher potential. Thus the work done in moving Q coulombs of
charge across a constant potential difference of V volts is:

W=0-V (4.10)
Therefore,
Power = d—W = @
dt dt

From equation (4.9) (dQ/dt) = I. Thus
Power = IV 4.11)
Using Ohm’s law, the power dissipated across a simple resistive circuit element is

Power = IV = I(I- R) = I’'R (4.12)

Network Theorems

A network consists of a number of electrical elements connected up in a circuit. If
there is no source of electromotive force in the circuit it is said to be passive. When
the network contains one or more sources of electromotive force it is said to be
active.

A number of well-established theorems have been developed for the analysis of
complex resistive networks (Hughes 1987; Bell and Whitehead 1987; Bell 1984)
and are listed below:

Kirchhoff’s first law: The algebraic sum of the currents entering (+ve) and
leaving (—ve) a junction is zero.

Kirchhoff’s second law: The algebraic sum of potential differences and e.m.f.’s
around any closed circuit is zero.

Superposition theorem: In a linear resistive network containing more than one
source of e.m.f. the resultant current in any branch is the algebraic sum of the
currents that would be produced by each e.m.f. acting on its own while the other
e.m.f.’s are replaced with their respective internal resistances. Thevenin’s theo-
rem: The current through a resistor R connected across any two points in an
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active network is obtained by dividing the potential difference between the two
points, with R disconnected, by (R + r), where r is the resistance of the network
between the two connection points with R disconnected and each e.m.f. replaced
with its equivalent internal resistance. An alternative statement of Thevenin’s
theorem is: “Any active network can be replaced at any pair of terminals by an
equivalent e.m.f. in series with an equivalent resistance.” The more concise ver-
sion of Thevenin’s theorem is perhaps a little more indicative of its power in
application.

Norton’s theorem: Any active network can be replaced at any pair of terminals
by an equivalent current source in parallel with an equivalent resistance. It may
appear that Norton’s theorem is complementary to Thevenin’s theorem and both
can be equally well used in the analysis of resistive networks.

Other useful network analysis techniques include mesh analysis, which incor-
porates Kirchhoff’s first law, and nodal analysis, which is based on Kirchhoff’s
second law. Mesh and nodal analysis are also essentially complementary techniques.

Double-Subscript Notation

To avoid ambiguity in the direction of current, e.m.f., or potential difference, a
double-subscript notation has been adopted. Figure 4.1 shows a source of e.m.f.
that is acting from D to A. The e.m.f. is therefore E,,. The current flows from A
to B, by traditional convention, and is designated I ,. From this simple circuit it is
apparent that I, = I,, =1, = 1.

The potential difference across the load R is denoted V,. to indicate that the
potential at B is more positive than that at C. If arrowheads are used to indicate

the potential difference, then they should point towards the more positive potential.

Electrostatic Systems

Electrostatic systems are quantified by the physical behavior of the charge. Fortu-
nately, the unified field approach lends itself well to the quantification of electro-
static systems.

A I B
+
+
Eg, 4-:- Ve
D [

FIGURE 4.1 Double-subscript notation.
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Figure 4.2 shows two parallel, conducting metal plates separated by an evacuated
space. A potential difference is applied across the plates such that they become
charged at equal magnitude but opposite sign. For the electrostatic system, equation
(4.1) is written

goaV

[

0= (4.13)

where Q = the total charge in coulombs
g, = the permittivity of free space in Farads/m, i.e., the field characteristic
a = the cross-sectional area of the plates
| = the distance separating the plates
V = applied potential difference

The group (gqa/l) is termed the capacitance of the system. It is usually denoted by
C, and is measured in farads (F). Thus

0=cC-v (4.14)

It is more common to use the microfarad (uF) or the picofarad (pF) as the unit of
measurement.

NB: 1 uF = 105F: 1 pf = 10°* F

If the plates are separated by an insulating medium other than free space, then
these so-called dielectric media have a different value of permittivity. The actual
permittivity is related to the permittivity of free space by the relative permittivity
of the dielectric, i.e.,

e =¢g"¢, (4.15)

where ¢, is the relative permittivity of the dielectric. The permittivity of free space,
&, is numerically equal to (1/367) X 107°. The relative permittivity of some of
the more common dielectric materials are listed in Table 4.1.

Simple Capacitive Circuits

For three capacitors connected in a simple parallel arrangement, the equivalent total
capacitance is given as the algebraic sum of all the capacitances in the circuit, i.e.,

+Q

-Q

o
FIGURE 4.2 Electrostatic system.
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TABLE 4.1 Relative Permittivities of Some
Typical Dielectric Materials

Material Relative permittivity
Air 1
Paper 2-2.5
Porcelain 6-7
Mica 3-7
C=C +0(C,+ C; (4.16)

where C is the total capacitance. For a series capacitance arrangement of three
capacitors, the total equivalent capacitance is related through the inverse summation
given as

1_1,1.,
G,

1_ 1
c C

. 4.17)

Equations (4.16) and (4.17) can be used to reduce series and parallel capacitor
circuits to a single equivalent capacitor.

Composite capacitors, involving different dielectric media, may also be treated
in the same manner as a series capacitor arrangement.

Charging a Capacitor

Figure 4.3 shows a parallel plate capacitor that is connected in series with a resistor
to a source of e.m.f. (say, a battery) through a switch. Initially, the capacitor is
uncharged before the switch is closed. When the switch is closed a charging current
will flow until such time that the potential difference across the capacitor is equal
to the e.m.f. available from the source. The charging process consists of taking
electrons from plate A and transferring them through the external wiring to plate

R

— o o—1  }—

I+

++|++

FIGURE 4.3 Charging a capacitor.
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B. The energy required to do this is derived from the battery. The build-up of
electrons from the negative terminal of the battery to plate B of the capacitor in-
duces a dielectric flux between the plates and a balancing positive charge is devel-
oped on plate A. As long as the dielectric flux is changing, a current will flow
externally. Eventually a state of equilibrium will be reached. Note that no electrons
can pass through the dielectric since it is an insulator.

The instantaneous current during charging is

i =dQ/dt
From equation (4.14), this may be written for a capacitor as
i =dQ/dt = C(dv/dr) (4.18)
where v is the instantaneous voltage. The instantaneous power is therefore
p = iv = Cu(dv/dr)
The energy supplied over the time period, dt, is
Cu(dv/dt)dt = Cvdv

Hence, the total energy supplied is

v
1

f Cuvdv = = CV? (4.19)

0 2

Dielectric Strength

If the potential difference across opposite faces of a dielectric material is increased
above a particular value, the material breaks down. The failure of the material takes
the form of a small puncture, which renders the material useless as an insulator.
The potential gradient necessary to cause break-down is normally expressed in
kilovolts/millimeter and is termed the dielectric strength. The dielectric strength of
a given material decreases with increases in the thickness. Table 4.2 gives approx-
imate values for some of the more common dielectric materials.

Electromagnetic Systems

The magnetic field can be defined as the space in which a magnetic effect can be
detected, or observed. An obvious magnetic field is observable around a straight
length of conductor carrying a current. In particular, exactly the same magnetic
field as that produced by a bar magnet is observed when the current-carrying con-
ductor is formed into a helical type coil. The equipotential loops describe the path
of the magnetic flux, ¢, and although the flux lines have no physical meaning, they
provide a convenient vehicle to quantify various magnetic effects.

The direction of the magnetic flux is governed by the so-called right-hand screw
rule. This states that the direction of the magnetic field produced by a current
corresponds with the direction given by turning a right-hand screw thread. The
direction of the current corresponds with the translational movement of the screw.
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TABLE 4.2 Dielectric Strength of Some Common

Insulators
Dielectric strength
Material Thickness (mm) (kV/mm)
Air 0.2 5.75
0.6 4.92
1.0 4.36
10.0 2.98
Mica 0.01 200
0.10 115
1.00 61
Waxed paper 0.10 40-60

Magnetic Field of a Toroid

Figure 4.4 shows a toroidal coil, of N turns, which is wound round an annular
former. A resultant magnetic flux, shown as broken lines in the figure, is generated
when the coil carries a current. For the magnetic field, equation (4.1) takes the
general form:

b == (4.20)

where ¢ = the magnetic flux (in webers)
n = the permeability of the medium (in henrys/m)
a = the cross-sectional area of the flux path in the toroid
[ = the length of the flux path
F = the magnetic potential difference, or magnetomotive force (in amperes)

FIGURE 4.4 Toroid.
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The magnetomotive force (m.m.f.) is equal to the product of the number of turns
on the coil and the current carried, i.e.,

F=IN 4.21)

Note that the m.m.f. is descriptively expressed in ampere-turns. Since the number
of turns is already a dimensionless quantity, the accepted unit of magnetomotive
force is the ampere (A).

The group (ua/l) is termed the permeance and the inverse of permeance is the
reluctance, S. Thus, equation (4.20) may be rewritten as

b =F/S 4.22)

Equation (4.22) represents an electromagnetic version of Ohm’s law.
Alternatively, equation (4.20) can be expressed as

¢_ F
a 'ul
or
B = uH 4.23)

where B = ¢/a is the magnetic flux density (in webers/m?, or Tesla (T)) and H =
F/l is the magnetic intensity (in A/in).

Permeability

The permeability of free space, u,, is numerically equal to 47 X 10~7. The absolute
permeability of other materials is related to the permeability of free space by the
relative permeability, i.e.,

= o iy “4.24)

For air and other nonmagnetic materials, the absolute permeability is the same
constant. For magnetic materials, absolute permeability is not a fixed constant but
varies nonlinearly with the flux density. The nonlinear variation of permeability is
conveniently displayed as a functional plot of magnetic flux density, B, against
magnetic intensity, H. Figure 4.5 illustrates a number of B—H curves for some
common materials.

Also shown in Figure 4.5 is the B—H curve for air, the only straight-line rela-
tionship in the diagram. It is apparent that for an applied magnetic intensity, the
magnetic flux developed in a coil with a ferrous core is many times greater than
that through a similar coil with an air core. In most practical systems, therefore, a
ferrous core is normally used, since it greatly facilitates the establishment of a
magnetic flux.

Faraday’s Law

Faraday’s law states that the e.m.f. induced in a magnetic circuit is equal to the
rate of change of flux linkages in the circuit, and is given as
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FIGURE 4.5 B-H curves for some common materials.
e = N(d/dr) 4.25)

where e is the instantaneous induced e.m.f.

Equation (4.25) forms the basis of all electrical power generation machines and
is a statement of the fact that an electric current can be produced by the movement
of magnetic flux relative to a coil. In all rotating electrical generators it is actually
the coil that is moved relative to the magnetic field. The net result, however, is
exactly the same.

The direction of the induced e.m.f. is always such that it tends to set up a current
to oppose the motion (or the change of magnetic flux) which was responsible for
inducing the e.m.f. This is essentially a statement of Lenz’s law. In many texts,
therefore, the right-hand side of equation (4.25) is often shown as a negative quan-
tity.

The motion, or change of flux, is associated with the application of a mechanical
force which ultimately provides the torque required to drive the electric generator.
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Figure 4.6 shows a single conductor of length / meters, carrying an induced current
I and lying perpendicular to a magnetic field of flux density, B T.

The force applied causes the conductor to move through a distance dx meters.
The mechanical work done is therefore F - dx. The electrical energy produced is
given as the product of the power developed and the time duration, i.e., e - I - dt.
For no external losses, the mechanical work done is converted into electrical energy.
Thus,

e-1-dt =F-dx (4.26)

Using equation (4.25), the induced e.m.f. is equal to the rate of change of flux
linkage. For a single conductor, N = 1, and in consequence

e=(B-1-dx)/dt
Therefore,
(B-l-dx/dt)y-1-dt=F-dx
i.e.,
F=B-1-1 4.27)

Equation (4.27) relates the applied force to the corresponding current generated
in a conductor moving through a magnetic field. The equation applies equally to
an electric generator or, conversely, to a motor, in which case the electrical power
supplied is converted into a mechanical torque via the electromagnetic effect.

Self-Induced e.m.f.

If a current flows through a coil, a magnetic flux links that coil. If, in addition, the
current is a time-varying quantity, then there will be a rate of change of flux linkages
associated with the circuit. The e.m.f. generated will oppose the change in flux
linkages.

FIGURE 4.6 Generation of e.m.f.
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When dealing with electric circuits it is convenient if the voltage across indi-
vidual elements can be related to the current flowing through them. Figure 4.7
shows a simple circuit comprising a coil having N turns and resistance R, connected
in series with a time-varying voltage. The voltage drop across the terminals A and
B can be split into two components. First, there is the voltage drop due solely to
the resistance of the coiled element. Second, there is a voltage drop, which is a
consequence of the self-induced e.m.f. generated through the electromagnetic effect
of the coil. Thus,

v =uvr+uvl
. do
= iR+ N—- .
iR+ N r (4.28)
From equations (4.20) and (4.21),
paF aiN
0= =5

Therefore,

<
Il

dt [
&] di

m+N1[WW]

(4.29)

iR+ N? a
! [l dt

The group N*(uall) is called the self-inductance of the coil and is denoted by L.
The unit of self-inductance is the henry (H). Therefore,

di

=iR+L=
1% l dt

(4.30)

By comparing equations (4.28) and (4.30), it is apparent that

q Ve
o g o

4

P-S- G Y-

40
B B
FIGURE 4.7 Self-induced e.m.f.
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di d
L4 e
dt dt

Integration then gives
L= N¢li 4.31)
The nature of the self-induced e.m.f. (i.e., Ldi/dt) is such that it will oppose the
flow of current when the current is increasing. When the current is decreasing the

self-induced e.m.f. will reverse direction and attempt to prevent the current from
decreasing.

Energy Stored in an Inductor

Instantaneous power = vi

t
Energy stored = W = f vidt
0

todi
_LLE‘ldt

7
=L f idi = 1 LI? (4.32)
0 2

Mutual Inductance

Two coils possess mutual inductance if a current in one of the coils produces a
magnetic flux that links the other coil. Figure 4.8 shows two such coils sharing a
common magnetic flux path in the form of a toroid. The mutual inductance between
the two coils is

11 . I

. " ©

Galvanometer
FIGURE 4.8 Mutual inductance.
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N.
M= IL‘z’ (H) (4.33)
1
where N, = the number of turns on coil 2

I, = current through coil 1
¢ = the magnetic flux linking coils 1 and 2

The mutual inductance effect finds great application both to electrical transformers
and to rotating electrical machines.

Hysteresis in Magnetic Circuits

Hysteresis can be described with reference to a toroidal coil wound on an iron core
(see Figure 4.4). The current supplied to the coil can be imagined to be taken
through a cyclic process where it is increased from O to +I A, back through O to
—I A, and again back through 0 to +/ A. Measurement of the flux density in the
core, as the current varies, results in a B—H curve as depicted in Figure 4.9.

The behavior of the B—H relationship is termed a hysteresis loop. This behavior
is typical for ferrous cores and is an illustration of the fact that all the electrical
energy supplied to magnetize an iron core is not returned when the coil current is
reduced to zero. The loss of energy is called hysteresis loss, and it is manifested
as heat in the iron core.

Hysteresis is characterized by two parameters, the remanent flux density (or
remanence) and the coercive force. The remanent flux density is the flux density
that remains in the core when the magnetic intensity (i.e., the coil current) has been
reduced to zero. The remanent flux density is represented by line OA in Figure 4.9.
The coercive force is the magnetic intensity required to reduce the remanent flux
density to zero, and is represented by line OC in Figure 4.9.

Magnetic flux density
B

c o0 Magnetic intensity
H

FIGURE 4.9 Hysteresis loop for an iron-cored toroid.
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Eddy Current Loss

Faraday’s law (equation (4.25)) shows that a time-varying magnetic flux will induce
an e.m.f. in a coil. If the ends of the coil are connected and form a closed circuit,
then the induced voltage will circulate a current around the closed loop. Consider
now an iron core, in which a time-varying magnetic flux exists. Since iron is a
conductor, there will be a multitude of arbitrary closed paths within the iron matrix.
These closed paths constitute effective conduction routes, and the varying magnetic
flux will generate a flow of current round them. The currents are called eddy cur-
rents and, because of the ohmic resistance of the core, the end result is an energy
loss as the eddy currents are dissipated as heat.

Eddy current losses can be greatly reduced by building the iron core in the form
of laminations that are insulated from one another. The laminated assembly confines
the path lengths for the eddy currents to each respective lamination. The cross-
sectional area of the eddy current path is also reduced, and the eddy current loss
is approximately proportional to the square of the thickness of the laminations. A
practical minimum thickness for any lamination is about 0.4 mm. Increasing man-
ufacturing costs could not justify the use of much thinner laminations.

Kirchhoff’'s Laws and the Magnetic Circuit

Figure 4.10 shows a magnetic circuit in which a magnetizing coil is wound on one
of the limbs and another limb incorporates the usual feature of an air gap. Using
the analogy between the magnetic and the conduction circuits, the magnetic circuit
can be represented in terms of an energy source (or m.m.f.) and each limb of the
magnetic circuit is written in terms of the appropriate reluctance, S. This is illus-
trated in Figure 4.11.

Given all the relevant dimensions and material properties, the problem is re-
solved to one of calculating the current required to establish a prescribed magnetic

Air gap

FIGURE 4.10 Magnetic circuit.
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FIGURE 4.11 Representation of the magnetic circuit of
Figure 4.10.

flux density in the air gap. The solution invokes the use of Kirchhoff’s laws as they
apply to magnetic circuits:

First law: At any instant in time, the sum of the fluxes flowing into a node is
equal to the sum of the fluxes flowing out.

Second law: Around any closed magnetic circuit the total magnetomotive force
is equal to the sum of all the m.m.f.s round the circuit.

Manipulation of equations (4.20) and (4.24) then yields the required solution. The
self-inductance of the coil (if required) may be calculated from equation (4.31), or
from the definition

L = N*(uall) = N*/S (4.34)

It has already been shown that the lowest permeability is that of air, and that
the m.m.f. required to produce a flux density in air is many times greater than that
required to produce the same flux density in a ferrous material. It may reasonably
be questioned therefore why air gaps are used at all in iron-cored magnetic circuits.
The only function of the air gap is to provide a measure of linearity to the magnetic
system such that the inductance remains reasonably constant over a range of op-
erating currents.

Alternating Quantities

If an electrical quantity varies with time but does not change its polarity, it is said
to be a direct current (d.c.) quantity. If the quantity alternates between a positive
and a negative polarity, then it is classified as an alternating current (a.c.) quantity.

The period, T, is the time interval over which one complete cycle of the alter-
nating quantity varies. The inverse of the period is the frequency, f, in hertz (Hz).
Circular frequency, w, in radians per second is also commonly used.
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Instantaneous values of the quantities encountered in electrical systems are usu-
ally denoted by lower-case letters. Since the instantaneous values are difficult to
measure and quantify, a.c. quantities are usually expressed as root mean square
(r.m.s.) values. For a periodically varying a.c. quantity, the r.m.s. value is given by

" 1/2
ram.s. = [l/tfo (quantity)zdt] (4.35)

Many electrical quantities vary in a sinusoidal manner, and it can easily be
shown that the r.m.s. value is simply related to the maximum value by

r.m.s. = max/(V2) = 0.707 max (4.36)

Relationship between Voltage and Current in R, L and C Elements

For a simple resistive element, current is directly proportional to voltage. The cur-
rent waveform will therefore be essentially the same shape as the voltage waveform.

For an inductive coil with negligible resistance, the relation between voltage and
current is given by equation (4.30), i.e.,

=1 —
v dt

Thus,
| = lf dt 4.37)
i= I v .

The relation between voltage and current for a capacitive element is given by
equation (4.18), i.e.,

i=C—
dt
For the capacitive element it can be seen that a current will flow only when the
voltage is changing. No current can flow if the voltage is constant since dv/dt will
then be equal to zero. The capacitor then, will block any steady d.c. input and
indeed is sometimes used for this express purpose.

RL and RC Circuits under Transient Switching Conditions

Circuits involving a single resitor, capacitor, or inductance are rare. It is more usual
to find circuits involving some or other combination of these elements in both d.c.
and ac. applications. Figure 4.12 illustrates two simple RL and RC circuits.

RL Circuit. With the switch open there is no flow of current in the circuit. At the
instant of switching, the current will rise and eventually reach a steady-state value
of V./R. The transient period is governed by equation (4.30), which represents a
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(a) (b}
FIGURE 4.12 Simple RL and RC circuits under transient switching conditions.

first-order, ordinary differential equation in i. The solution of equation (4.30) in-
volves separating the variables to allow integration. The general solution is

i = 1I[1 — exp(—Rt/L)] (4.38)
Equation (4.38) shows that the current growth in the circuit will rise exponen-

tially to reach a steady state value as time, ¢, increases. It may also be shown that

di
v = Lz; = V.- exp(—Rt/L) (4.39)

The time constant, 7, for the RL circuit is L/R.
RC Circuit. In Figure 4.12(b), with the switch open there is zero potential dif-
ference across the capacitor. On closing the switch the voltage across the capacitor

will rise in an asympototic manner, reaching a steady-state value of V,. From Kirch-
hoff’s second law:

V.= iR +v, (4.40)

K

where v, is the instantaneous voltage across the capacitor.
From equation (4.18) we can write:

V.= RC—* + v. (4.41)

Equation (4.41) shows that the instantaneous voltage across the capacitor also con-
forms to a first-order system. The solution gives
v, = V[l — exp(—=t/RC)] (4.42)

The time constant for the simple RC circuit is
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T =RC (4.43)

Both the simple RL and RC circuits are first-order systems with a generalized form
of transient behavior. In circuits containing both inductive and capacitive elements
the transient behavior is governed by a second-order ordinary differential equation.
The transient behavior of these circuits is, however, less important than their re-
sponse to sinusoidally varying inputs.

Steady-State Alternating Currents

In most practical applications in electrical engineering the voltages and currents are
sinusoidal. A simple series RLC circuit is depicted in Figure 4.13. Since the current
is common to each of the circuit elements, it is used for reference purposes. The
instantaneous current is defined as

i = I, sinwr) (4.44)

where 7, is the maximum (or peak) value of the current and w is the angular, or
circular frequency in radians/is.
The voltage drop across the resistor is

Ve = iR = IR sin(wf) (4.45)

Equation (4.45) indicates that the voltage drop across the resistor is in phase
with the current. In other words, v, reaches a positive maximum at the same instant
as the current, i. The voltage drop across the inductor is

di d .
v, =L E =L E [Z,, sin(wt)]

LI, w cos(wt)
= wll, sin(wt + 90) (4.46)

The relationship between current and voltage drop across the inductor is shown in
Figure 4.14.

It can be seen that there is a phase difference between the voltage drop and the
current through the inductor. In fact, v, reaches a positive maximum before” i

VR Vi vc
J l Y. I l
Jj SR | H
i
Vs

FIGURE 4.13 Series RLC circuit.
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NI

VL

FIGURE 4.14 Current and voltage drop across an inductor.

and v, is said to “lead” the current by 90°. For the capacitor, the voltage drop is
given by

= 1/C f idt = 1/C f 1, sin(whdt

—% cos(wt)

—i—i sin(wt — 90) 4.47)
wC

The voltage drop across the capacitor therefore reaches its positive maximum after
that of i. In general terminology, v, “lags” i by 90°.
Equations (4.45)—(4.47) are all of similar form in that they can be expressed as

Voltage drop = constant X current

In equation (4.46) the constant wL is termed the inductive reactance and is denoted
by X,. In equation (4.47) the constant (1/wC) is the capacitive reactance, which is
denoted as X.. Both of these reactances have units of ohms.

The total voltage drop across the three circuit elements is

v Up t U + Ve

=zR+L—+—fdt

Therefore,
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1
v = IR sin(wf) + LI, sin(wt + 90°) + "C sin(wt — 90°) (4.48)

!

While equation (4.48) defines the total instantaneous voltage drop in mathe-
matical terms, it is rather cumbersome to deal with. To simplify the analysis, the
addition of a.c. voltages is conveniently performed using a graphical technique
involving phasors.

Phasor Diagrams

Any sinusoidally varying quantity can be represented as a phasor, which is a vector
quantity. The length of the phasor is proportional to the magnitude of the product
of the reactance and the maximum current. The direction of the phasor is deter-
mined by the phase angle and its relation to some common reference.

For the RLC circuit of Figure 4.13 the voltage drop across the inductance may
be arbitrarily assumed greater than that across the capacitor. The total voltage drop
in the circuit is then given as the phasor addition of the three individual potential
difference components. This is illustrated in Figure 4.15.

The vector addition of the three phasors shows that the source voltage leads the
current by an angle of ¢ degrees, i.e.,

V=1V, sin(wt + ¢) (4.49)

The circuit is therefore essentially inductive and, using the standard notation, the
total phasor voltage is designated by a capital letter with an overbar.

Complex Notation

Since inductive and capacitive elements in a.c. circuits involve a phase shift of
+90° and —90°, respectively, the complex number notation is used extensively to
manipulate phasor quantities. The complex operator j (defined as V'—1) is a unit

| v=vg tv tv¢

VL

Ve
] \
|
l

VR

FIGURE 4.15 Phasor diagram for series RLC circuit.
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operator that, when multiplying a phasor, shifts it by 90° in an anti-clockwise di-
rection. Thus, for the series RLC circuit,

V,=1R,V, = jIX, and V, = —jIX.

where I can be taken as the r.m.s. value of the current. The voltage drop across the
complete circuit can then be written as

V = IR + jIX, — jIX,
= IR + j(W, — X)] (4.50)

The term in the square brackets is called the impedance of the circuit and is denoted
by Z. Thus,

V=17 @.51)

Equation (4.51) represents Ohm’s law for a.c. circuits. The phase angle between
the source voltage and the current is

¢ = tan"'[(X, — X)/R] (4.52)

The Parallel RLC Circuit

A parallel RLC circuit is shown in Figure 4.16. The applied voltage is common to
all the circuit elements and it is therefore chosen as the reference.
Using Ohm’s law, the currents through each of the circuit elements are

I, = VIR, I, = VIX,; 1. = VIX,

Applying Kirchhoff’s first law, the total current is the vector sum of the three
currents I, I, and I.. The magnitude and phase of the total current may subse-

~~|

O v -0
FIGURE 4.16 Parallel RLC circuit.
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quently be determined from a phasor diagram, or calculated using the complex
number notation. Using the latter and noting that the current through an inductor
lags the voltage while the current through a capacitor leads the voltage, it may be

shown that
1 1 1

¢ = tan"! [Ri(? ._XXC)] (4.54)
L C

~|
Il
'NI
=~
'NI

Il
<l

and the phase angle,

Power and Power Factor in a.c. Circuits

Denoting the phase angle between the voltage and the current as ¢, it may be
shown (Bell and Whitehead 1987) that the average power is

I,
Pav \/2 ,\/2 COS((Z))

In terms of r.m.s. values:
P, = VI cos(¢) (4.55)

where cos(¢) is called the power factor.

Power factor is an important parameter when dealing with electrical transformers
and generators. All such machines are rated in terms of kilovolt amperes (kVA),
which is a measure of the current-carrying capacity for a given applied voltage.
The power that can be drawn depends both on the kVA rating and the power factor
of the load. Figure 4.17 shows the relationship between kVA, kilowatts (kW), and

K\
*+ kVAg
(reactive power)
¢
kW (power)

FIGURE 4.17 Power triangle.
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power factor, sometimes referred to as the power triangle. It can readily be seen
that

kW = kVA cos(¢) (4.56)
and
kVA; = kVA sin(¢) 4.57)

where kVA; is the reactive power. Thus, knowing the kVA rating and the power
factor of a number of various loads, the power requirements from a common supply
may be determined.

When quoting power factors in practical applications it is usual to state the phase
of the current with respect to the voltage. For an inductive load the current lags
the voltage and the power factor is said to be lagging. For a predominantly capac-
itive load the current leads the voltage and the power factor is leading.

If the power is supplied from, say, an alternator rated at 400 V and 1000 A,
then these are the highest voltage and current that the machine can tolerate without
overheating. The phase difference between the voltage and current is entirely de-
pendent upon the load. Thus, if the power factor of the load is unity, then the 400
kVA alternator can supply 400 kW of power to the load. Neglecting losses, the
prime mover that drives the alternator must also be capable of supplying 400 kW.
If, on the other hand, the power factor of the load is 0.5, then the power supplied
will only be 200 kW. This means that although the generator will be operating at
its rated kVA, the prime mover which drives the generator will be operating at only
half of its capacity.

An alternative way of looking at this phenomenon is to consider a load of, say,
100 kW, with a lagging power factor of 0.75. If the supply voltage is 50 V, then
the required current is 2.67 A. If, however, the power factor of the load were to be
increased to unity, then the required current would be reduced to 2 A. This means
that the conducting cables, in supplying a reduced current, may have a correspond-
ingly reduced cross-sectional area.

In general, the size of an electrical system including transmission lines, switch-
gear, and transformers is dependent upon the size of the current. It is economically
viable, therefore, to ensure that the current is minimized. As a further incentive to
industrial consumers, the electricity supply authorities normally operate a two-part
tariff system. This consists of a fixed rate depending on the kVA rating of the
maximum demand and a running charge per unit kilowatts consumed per hour.

For these reasons it is advantageous to try to increase the power factor such that
it is close to (but not quite) unity. A unity power factor is in fact avoided, because
it gives rise to a condition of resonance. In practice, capacitors connected in parallel
are often used to improve the power factor of predominantly inductive loads such
as electric motors. For large-scale power systems, a separate phase advance plant
is used.

Frequency Response of Circuits

The frequency response of a circuit is usually presented as a plot of the ratio of
output over input against the frequency as base. The ratio plotted could be one of
voltages, currents, or powers. Since the range of frequencies involved may be quite
large, a logarithmic scale is normally employed. A logarithmic scale is also usually
adopted for the vertical axis and the output/input ratio quoted in decibels (dB), i.e.,
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. Vout
Voltage ratio in dB = 20 log,, v (4.58)

Considering the series RLC circuit shown in Figure 4.13 and taking the voltage
across the resistor as an output,

Vouw = IR

out
V., = IR + j(oL — 1/ ()]
Therefore,

Vou R

Yout
V. R + j(wL — 1/(wC)

in

Using the complex conjugate and calculating the modulus of the voltage ratio gives

V. R
out — 4.
V., [R* + (wL — 1/wC)*]'"? (4.59)
The phase angle
L — 1/
¢ = —tan""! [7(“’ = "’C)] (4.60)

The voltage ratio will have a maximum value of unity when the frequency
(4.61)

Equation (4.61) defines the resonance condition at which the inductive and ca-
pacitive reactances are equal and self-canceling. The resonant frequency is usually
denoted w, and is the frequency at which the power transferred through the circuit
is maximum. At any other frequency above or below w, the power transferred is
reduced.

The impedance of the circuit is given by

Z=R+jX, — X)) (4.62)

At the resonant frequency the total reactance is zero and the circuit behaves as if
only the resistive element were present.

The general variation of the voltage ratio (or amplitude ratio) and phase angle
with frequency is illustrated in Figure 4.18. Also shown in the figure are the two
frequencies, w, and w,, at which the amplitude ratio is —3 dB. The —3 dB ampli-
tude ratio is chosen because it corresponds to a halving in the power transmitted.

The bandwidth is the frequency range between w, and w,. A quality parameter,
used with respect to resonant circuits, is the so-called Q factor, which is defined as
the ratio of the resonant frequency to the bandwidth.

Semiconductors

The materials commonly used for semiconductors are germanium and silicon. In
recent times silicon has all but replaced germanium as a semiconductor material.
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FIGURE 4.18 Voltage ratio and phase angle versus frequency (se-
ries RLC).

These materials have a crystalline structure such that each atom is surrounded by
equally spaced neighbors. The basic structure can be visualized as a two-
dimensional grid where the node points represent the central nucleus and the inner
shell electrons, while the connecting lines of the grid represent the four valence
electrons associated with each nucleus. This grid concept is adequate to describe
an intrinsic (or “pure’) semiconductor.

At absolute zero temperature the crystalline structure is perfect and the electrons
are all held in valence bonds. Since there are no current carriers available, the
crystal behaves as a perfect insulator. As the temperature rises above absolute zero,
an increasing number of valence bonds are broken, releasing pairs of free electrons
and their associated “holes”. In the absence of an applied field the free electrons
move randomly in all directions. When an electric field is applied, the electrons
drift in a preferential direction to oppose the field and a net flow of current is
established.

The covalent bond, with a missing electron, has a large affinity for electrons
such that an electron from a neighboring bond may easily be captured. This will
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leave the neighboring atom depleted of electrons, and the flow of electrons is gen-
erally associated with a counterflow of so-called holes. The mobile hole, to all
intents and purposes, is essentially a simple positive charge.

Doped Semiconductors

Doped semiconductors are those in which an impurity has been introduced into a
very pure intrinsic silicon. The nature of the impurity depends on the type of
semiconductor required:

1. n-type: Impurities with five valence electrons can be added to produce a negative
type of semiconductor. These impurities are referred to as donors, since the
additional electron is very easily freed within the matrix. In the n-type semi-
conductor the free electrons are the dominant current carriers.

2. p-type: The p-type semiconductor is one in which the added impurities have
only three valence electrons. Such impurities are called acceptors, and they pro-
duce a positive type of semiconductor within which hole conduction is the dom-
inant current carrier.

pn Junction Diode

A pn junction is formed by doping a crystal in such a way that the semiconductor
changes from p- to n-type over a very short length (typically 107° in). The transition
zone from p- to n-type is called the carrier depletion layer and, due to the high
concentration of holes on one side and electrons on the other, a potential difference
exists across this layer. The diffusion of holes from p to n and electrons from # to
p is the majority carrier movement, called the diffusion current. The drift of elec-
trons from p to n and holes from »n to p is the minority carrier movement, referred
to as the drift current. When there is no externally applied potential difference, the
diffusion current and the drift current are balanced in equilibrium. If an electric
field is applied across the device, then two situations can exist, as illustrated in
Figure 4.19. Figure 4.19(a) shows the reverse-bias mode, in which the potential
barrier is increased. The diffusion current is reduced while the drift current is barely
altered. Overall, the current is negative and very small. When forward bias is ap-
plied, as in Figure 4.19(b), the potential barrier is reduced and a large diffusion
current flows. Overall, the current is positive and large. These general characteristics

P n p n
i ez
] | 1 ¥
(a) Reverse bias {b) Forward bias

FIGURE 4.19 pn junction with applied potential difference.
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are the basis of a semiconductor diode that displays the typical current/voltage
relationship depicted in Figure 4.20.

This figure shows clearly that a very high impedance is presented by the diode
to an applied voltage of reverse polarity. A low impedance is presented to a forward
polarity voltage. In simple terms, the diode accommodates a forward flow of current
but greatly inhibits a reverse flow. The diode may be likened therefore to a switch
that is activated “on” for forward voltages and ‘“‘off” for reverse voltages. The
reverse saturation current, I, is typically of the order of a few nano-amperes and
can sensibly be regarded as zero.

The general characteristic also shows that the reverse has a critical limiting value
at which a breakdown occurs. Depending upon the diode construction, the break-
down (or Zener voltage) may range from as low as one volt to as much as several
thousand volts. Up to the breakdown voltage, the reverse saturation current is in-
dependent of the reverse voltage.

Since the current/voltage relationship for a diode is a nonlinear exponential
function, the analysis of circuits involving diodes can become complicated. A sim-
ple awareness of the diode’s practical function as a rectifier is perhaps more im-
portant than a proficiency in analyzing circuits involving diode elements.

A.C. Rectification

Figure 4.21 shows an a.c. circuit with a diode in series with a load resistor. When
the diode is forward biased a current will flow in the direction indicated by the

Forward
current
(mA)

| -

Reverse ( r Forward
voltage voltage

Reverse
saturation
current

I

Reverse
current
(nA)

FIGURE 4.20 Current/voltage relationship for a pn semicon-
ductor diode.
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Voltage input _ “”— Voltage output

\/R o o] a

\

FIGURE 4.21 Half-wave rectification circuit.

arrowhead. No current can flow when the diode is reverse biased, provided that the
applied voltage does not exceed the breakdown value. The resultant current wave-
form through the resistor, for a sinusoidal voltage input, will therefore consist of
positive only half-sine waves. Since the output waveform is positive only, then it
is, by definition, a d.c. voltage. It can be shown that the r.m.s. voltage across the
resistor is

VZQ'L
2 R, +R,

(4.63)
where R, is the load resistance, R, is the diode forward resistance, and V,, is the
peak input voltage. Determination of R, is problematic, however, and models of
varying complexity are used to simulate the diode in the circuit.

The single-diode circuit results in half-wave rectification. To obtain full-wave
rectification a diode bridge circuit can be used. The diode bridge is shown in Figure
4.22. When A is positive with respect to B then diodes D, and D, are conducting.
When B is positive with respect to A then diodes D, and D, are conducting. The
circuit arrangement ensures that the current, which consists of a continuous series
of positive half-sine waves, is always in the same direction through the load R;.

With full-wave rectification there are twice as many half-sine pulses through the
load than there are with half-wave rectification. In addition, there are always two
diodes effectively in series with the load. The resultant r.m.s. voltage across the
load resistor for the full-wave diode bridge rectification circuit is

D4 D'l

@ =

Voltage across R,

D3 Dy

O
FIGURE 4.22 Full-wave rectification with a diode bridge.
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Vm R L

V=32 @ + 2Ry

(4.64)

The peak inverse voltage (PIV) is defined as the maximum reverse-biased volt-
age appearing across a diode. When used as a rectifier the diodes must have a
sufficiently high reverse voltage rating in excess to the peak inverse voltage that
the circuit can generate. For both the half- and the full-wave rectification circuits
considered, the peak inverse voltage is equivalent to the maximum supply voltage,
V... Additional manufacturers’ diode specifications would normally include the max-
imum power rating and the maximum allowable forward current.

The Zener Diode

The diode breakdown effect is also used in a variety of circuits to provide a sta-
bilized reference voltage. Special diodes that are designed to operate continuously
in the reverse bias mode are called Zener diodes. These diodes are manufactured
with a range of breakdown voltages from 3 to 20 V. Figure 4.23 shows a Zener
diode being used in a circuit to give a stable voltage that is essentially independent
of the current flowing through the device. The series resistor in the circuit is in-
cluded to limit the reverse current through the diode to a safe value.

4.2 ELECTRICAL MACHINES

The function of a rotating electrical machine is to convert mechanical power into
electrical power, or vice versa. The conversion from mechanical to electrical power
is made with a a generator and the conversion of electrical to mechanical power
with a motor. Electrical machines may be further subdivided into a.c. or d.c. ma-
chines. The major part of all electrical energy generated in the world today is
produced by a particular type of a.c. machine called an alternator. The applications
of electric motors are no less substantial, and they are used in a great variety of

O
R
Variable
voltage
+
Zener Stabilized
diode _ voltage
o— * O

FIGURE 4.23 Zener diode as a reference voltage source.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



ELECTRICAL AND ELECTRONIC PRINCIPLES

ELECTRICAL AND ELECTRONIC PRINCIPLES 4.31

industrial drives. It is usually the mechanical features of a particular application
that determine the type of electric motor to be employed, and the torque—speed
characteristics of the machine are therefore very important.

The d.c. Generator

All conventional electrical machines consist of a stationary element and a rotating
element that are separated by an air gap. In d.c. machines—generator or motor—the
stationary element consists of salient poles that are constructed as laminated assem-
blies with coils wound round them to produce a magnetic field. The function of
the laminations is to reduce the losses incurred by eddy currents. The rotating
element is traditionally called the armature, and this consists of a series of coils
located between slots around the periphery of the armature. The armature is also
fabricated in laminations that are usually keyed onto a locating shaft. A very simple
form of d.c. generator is illustrated in Figure 4.24.

In the figure the single coil is rotated at constant speed between the opposite
poles, north and south, of a simple magnet. From Faraday’s law (equation (4.25))
the voltage generated in the coil is equal to the rate of change of flux linkages.
When the coil lies in the horizontal plane there is maximum flux linking the coil
but a minimum rate of change of flux linkages. On the other hand, when the coil
lies in the vertical plane there is zero flux linking the coil but the rate of change
of flux linkages is a maximum. The resultant variation in generated voltage in the
coil, as it moves through one revolution, is shown in Figure 4.24(b). It is apparent
that the generated voltage is alternating with positive and negative half-cycles. To
change the a.c. output voltage into a d.c. voltage, a simple yet effective mechanical
device called a commutator is used. The commutator (Figure 4.25) incorporates

_ \ L 0 180 360

Coil voltage output

(a) (b)
FIGURE 4.24 Single-coil, two-pole d.c. generator.
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FIGURE 4.25 Commutator connections to armature.

brass segments separated by insulating mica strips. External connection to the ar-
mature coil is made by stationary carbon brushes that make sliding contact with
the commutator. Referring to Figures 4.24(a) and 4.25(a), as the coil rotates from
the horizontal plane through 180° the right-hand side of the coil is under the north
pole and is connected via the commutator to the upper brush. Meanwhile, the left-
hand side of the coil is under the south pole and is connected to the lower brush.
A further 180° of rotation effectively switches the coil sides to the opposite brushes.
In this manner the coil side passing the north pole is always connected to the
positive upper brush, while the coil side passing the south pole is always connected
to the negative lower brush. The resultant output voltage waveform is shown in
Figure 4.25(b).

If two coils, physically displaced by 90°, are now used, the output brush voltage
becomes virtually constant, as shown in Figure 4.26. With the introduction of a
second coil, the commutator must have four separate segments. In a typical d.c.
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0 180 360

FIGURE 4.26 Two-coil, two-pole d.c. generator output
voltage.

machine there may be as many as 36 coils, which would require a 72-segment
commutator.

The simple d.c. generator of Figure 4.24 can be improved in perhaps three
obvious ways. First, the number of coils can be increased, second, the number of
turns on each coil can be increased and third, there is no reason why another pair
of poles cannot be introduced. A typical d.c. machine would therefore normally
incorporate four poles, wired in such a way that each consecutive pole has the
opposite magnetic polarity to each of its neighboring poles. If the e.m.f.’s generated
in the armature coils are to assist each other, then, while one side of the coil is
moving under a north pole, the other side must be moving under a south pole. With
a two-pole machine the armature coils must be wound such that one side of the
coil is diametrically opposite the other. With a four-pole machine the armature coils
can be wound with one side of the coil physically displaced 90° from the other.
The size of the machine will generally dictate how many coils and the number of
turns on each coil that can be used.

Armature e.m.f. If a conductor cuts flux, then a voltage of 1 V will be induced
in the conductor if the flux is cut at the rate of 1 Wb/s. Denoting the flux per pole
as ® and the speed in revolutions per second as N, for the single-turn coil and two-
pole generator of Figure 4.24(a) the e.m.f. induced in the coil is

Flux per pole )

Eeon = = = 2N®
i " Time for half revolution  1/(2N) N

For a machine having Z_ armature conductors connected in series, i.e., Z,/2 turns,
and 2p magnetic poles, the total induced e.m.f. is

z
E = 2N® 2 2p = IN®Z,p volis (4.65)

Z, depends on the type of armature winding, and the two main types are lap-wound
and wave-wound.

The lap winding is characterized by the fact that the number of parallel paths
through the winding is equal to the number of poles. In the alternative wave winding
the number of parallel paths through the winding is always equal to two. If Z
denotes the total number of armature conductors then for the lap winding
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VA Z VA
Z, = = = — 4.
*  Number of parallel paths  Number of poles 2p (4.66)

and for the wave winding

_ Z _Z
 Number of parallel paths 2

(4.67)

s

Lap windings are generally used in low-voltage, heavy-current machines and wave
winding in all other cases.

Armature Torque. The force on a current-carrying conductor is given by equation
(4.27), i.e.,

F = Bll

The torque on one armature conductor is therefore

T = Fr = B,Ilr (4.68)
where r = the radius of the armature conductor about the center of rotation
I, = the current flowing in the armature conductor
| = the axial length of the conductor

B,, = is the average flux density under a pole
Note that

)
B., = Qarl)/2p

The resultant torque per conductor is

O2pllr  dpl,
T=—"Fa -
2l T

For Z, armature conductors connected in series the total torque on the armature is

dpl 7,
T = =Pl newton-meters (4.69)
v

Terminal Voltage. Denoting the terminal voltage by V, the induced e.m.f. by E
and the armature resistance by R,

V=E — IR, (fora generator) (4.70)
V=F+ IR, (for amotor) “4.71)

For the motor, the induced e.m.f. is often called the back e.m.f.

Methods of Connection

The methods of connecting the field and armature windings may be grouped as
follows:
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1. Separately excited: where the field winding is connected to a source of supply
independently of the armature supply

2. Self-excited:

a. Shunt-wound: where the field winding is connected across the armature ter-
minals

b. Series-wound: where the field winding is connected in series with the ar-
mature winding

¢. Compound-wound: which is a combination of shut and series windings

The four alternative methods of connection are illustrated in Figure 4.27.

The Separately Excited Generator

Consider the separately excited generator, shown in Figure 4.27(a), running at a
constant rated speed with no load across the output. It is assumed that initially the

I A R .
© R
Vi Rs :
Load v ; v
A
L 2 O
Field Armature
(a) Separately excited {b) Shunt-wound
A
- O \ g O
R,
v § v
R
I
I — o L O
(c) Series-wound (d) Compound-wound

FIGURE 4.27 Methods of field connection.
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poles were completely demagnetized. If the field current, and hence the magnetic
field, is gradually increased, then a plot of terminal voltage against field current
takes the form shown in Figure 4.28.

As the field current increases, the iron poles begin to saturate and the propor-
tionality between the flux and the field current no longer exists. If the field current
is then reduced, the magnetic hysteresis causes the terminal voltage to have a
slightly greater value than that obtained when the field current was being increased.
When the field current is reduced to zero, a residual voltage remains. On increasing
the field current once more, the curve follows the broken line to merge with the
original lower curve. These curves are termed the open-circuit characteristics of the
machine.

If the generator is now connected to a variable external load and driven at
constant speed with a constant field current, /;, the terminal voltage variation with
armature current is as shown in Figure 4.29. The decrease in terminal voltage with
increase in load is due mainly to the voltage drop across the armature resistance,
R,. Additionally, the decrease in terminal voltage is attributed to a decrease in flux
caused both by the demagnetizing ampere-turns of the armature and the magnetic
saturation in the armature teeth. These effects are collectively known as armature
reaction. Figure 4.29 is referred to as the load characteristic of the generator.

The separately excited generator has the disadvantage inherent with a separate
source of direct current required for the field coils. They are, however, used in cases
where a wide range in terminal voltage is required.

The Shunt-Wound Generator

The field winding in the shunt-wound generator is connected across the armature
terminals as shown in Figure 4.27(b) and is therefore in parallel (or shunt) with the
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) Decreasing
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°

>

©

£

E

A
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- .
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/
/4
- - [ Residual
voltage

Field current

FIGURE 4.28 Open-circuit characteristics of a separately
excited generator.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



ELECTRICAL AND ELECTRONIC PRINCIPLES

ELECTRICAL AND ELECTRONIC PRINCIPLES 4.37

Open-circuit voltage

-]

(=]

S

°

>
= Separately
E excited

5 generator
-

\ Shunt-wound
generator
/

Armature current, /,

FIGURE 4.29 Load characteristics of a separately excited
generator.

load. A shunt generator will excite only if the poles have some residual magnetism
and the resistance of the shunt circuit is less than some critical value.

If, when running at constant speed, the field is disconnected from the armature,
the voltage generated across the armature brushes is very small and entirely due to
the residual magnetism in the iron. When the field is connected, the small residual
voltage generates a flow of current in the field winding. The total flux in the field
winding will gradually build up and the final terminal voltage will depend on the
resistance of the field winding and the magnetization curve of the machine. The
general characteristic is shown in Figure 4.30.

Final no-load

voltage

Armature voltage

Field current, I;

FIGURE 4.30 No-load characteristic of a shunt-wound
generator.
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When connected to an external load, the shunt-wound generator exhibits a drop
in terminal voltage as the armature current is increased (see Figure 4.29). The drop
in voltage in the shunt-wound generator is much greater than that in the separately
excited generator. This stems from the fact that, as the terminal voltage drops, the
field current also reduces, which causes a further drop in terminal voltage.

The shunt-wound machine is the most common type of d.c. generator employed.
The load current, however, must be limited to a value well below the maximum
value to avoid excessive variation in terminal voltage.

The Series-Wound Generator

For the series-wound generator the field winding is connected in series with the
armature terminals as shown in Figure 4.27(c). The armature current therefore de-
termines the flux. The constant speed load characteristic (Figure 4.31) exhibits an
increase in terminal voltage as the armature (or load) current increases.

At large values of load current the armature resistance and reactance effects
cause the terminal voltage to decrease. It is apparent from Figure 4.31 that the
series-wound generator is totally unsuitable if the terminal voltage is required to
be reasonably constant over a wide range of load current.

The Compound-Wound Generator

The compound-wound generator (Figure 4.27(d)) is a hybrid between the shunt-
and the series-wound generators. Normally, a small series field is arranged to assist
the main shunt field. This is termed cumulative compounding. The shape of the
load characteristic (Figure 4.32) depends upon the number of turns on the series
winding. If the series field is arranged to oppose the main shunt field (differentially
compounded), a rapidly falling load characteristic is obtained. The number of turns

Terminal voltage

Armature current

FIGURE 4.31 Constant speed load characteristic for the
series-wound generator.
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FIGURE 4.32 Load characteristic for the compound-wound
generator.

on the series coil can be varied to give an overcompounded, a level-compounded,
or an undercompounded characteristic, as shown in Figure 4.32.

The d.c. Motor

There is no difference in basic construction between a d.c. generator and a d.c.
motor. The only significant distinction between the two machines is quantified by
equations (4.70) and (4.71). These illustrate the fact that, for a d.c. generator, the
generated e.m.f. is greater than the terminal voltage. For the d.c. motor, the gen-
erated e.m.f. is less than the terminal voltage.

Equation (4.65), which gives the relationship between the induced e.m.f. and the
speed of a d.c. generator, applies equally well to the d.c. motor. Since the number
of poles and number of armature conductors are fixed, a proportionality relationship
can be derived to relate speed as a function of induced e.m.f. and flux, i.e.,

N=E/¢ 4.72)
or, using equation (4.71),
N=(V-ILR)I® (4.73)

a ta

The value of I,R, is usually less than about 5% of the terminal voltage such
that, to a reasonable approximation,

N=V/® (4.74)

Similarly, equation (4.69), which gives the armature torque on a d.c. generator, also
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applies to the d.c. motor. A proportionality relationship for the d.c. motor torque
is therefore

T=10 (4.75)

Equation (4.74) shows that the speed of a d.c. motor is approximately propor-
tional to the voltage applied to the armature and inversely proportional to the flux.
All methods of controlling the speed of d.c. motors are based on these proportion-
ality relationships. Equation (4.75) indicates that the torque of a given d.c. motor
is directly proportional to the product of the armature current and the flux per pole.

The Shunt-Wound Motor

The shunt-wound motor is shown schematically in Figure 4.33. Under normal op-
erating conditions the field current will be constant. As the armature current in-
creases, however, the armature reaction effect will weaken the field and the speed
will tend to increase. The induced voltage will decrease due to the increasing ar-
mature voltage drop, and this will tend to decrease the speed. The two effects are
not self-canceling, and overall the motor speed will fall slightly as the armature
current increases.

The motor torque increases approximately linearly with the armature current
until the armature reaction starts to weaken the field. These general characteristics
are shown in Figure 4.34, along with the derived torque—speed characteristic.

Figure 4.34(a) shows that no torque is developed until the armature current is
large enough to supply the constant losses in the machine. Since the torque in-
creases significantly for a slight decrease in speed, the shunt-wound motor is par-
ticularly suitable for driving equipment such as pumps. compressors, and machine
tool elements, where the speed must remain constant over a wide range of load.

The Series-Wound Motor

The series-wound motor is shown in Figure 4.35. As the load current increases, the
induced voltage, E, will decrease due to reductions in the armature and field resis-
tance voltages. Because the field winding is connected in series with the armature,
the flux is directly proportional to the armature current. Equation (4.74) therefore
suggests that the speed/armature current characteristic will take the form of a rec-

1|_ It

o &
FIGURE 4.33 The shunt-wound motor.
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FIGURE 4.34 The shunt-wound motor load characteristics.

n

[o,
FIGURE 4.35 The series-wound motor.

tangular hyperbola. Similarly, equation (4.75) indicates that the torque/armature
current characteristic will be approximately parabolic. These general characteristics
are illustrated in Figure 4.36 along with the derived torque—speed characteristic.

The general characteristics indicate that if the load falls to a particularly low
value then the speed may become dangerously high. A series-wound motor should
therefore never be used in situations where the load is likely to be suddenly relaxed.

The main advantage of the series-wound motor is that it provides a large torque
at low speeds. These motors are eminently suitable, therefore, for applications
where a large starting torque is required. This includes, for example, elevators,
hoists, cranes, and electric trains.

The Compound-Wound Motor

Compound-wound motors, like compound generators, are produced by including
both series and shunt fields. The resulting characteristics of the compound-wound
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FIGURE 4.36 The series-wound motor load characteristics.

motor fall somewhere in between those of the series- and the shunt-wound ma-
chines.

Starting d.c. Motors

With the armature stationary, the induced e.m.f. is zero. If, while at rest, the full
voltage is applied across the armature winding, the current drawn would be massive.
This current would undoubtedly blow the fuses and thereby cut off the supply to
the machine. To limit the starting current, a variable external resistance is connected
in series with the armature. On start-up the full resistance is connected in series.
As the machine builds up speed and increases the back e.m.f., the external resistance
can be reduced until the series resistance is disconnected at rated speed.

Variable-resistance starters are also usually equipped with a return spring and
an electromagnetic catch plate. The latter keeps the starter in the zero resistance
position while the machine is running at its rated speed. The electromagnet is
powered by the field current and, in the event of a supply failure, the electromagnet
is deenergized and the return spring pulls the starter back to the full-resistance
“off” position. This ensures that the full starting resistance will always be in series
with the armature winding when the machine is restarted.

An overload cut-out switch is another normal feature incorporated into the starter
mechanism. The overload cut-out is another electromagnetic switch, which this time
is powered by the supply current. The overload switch is normally “off,” but if the
supply current becomes excessive, the switch is activated and it short-circuits the
supply to the electromagnetic catch plate. This, in turn, deenergizes the catch plate
and the return spring takes the starter back to the “off” position. Figure 4.37 il-
lustrates the essential features of a starter device for a shunt-wound motor.

Speed Control of d.c. Motors

Equation (4.74) shows that the speed of a d.c. motor is influenced both by the
applied voltage and the flux. A variation in either of these parameters will therefore
effect a variation in the motor speed.
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FIGURE 4.37 Starter device for d.c. motors.

Field Regulator. For shunt- and compound-wound motors a variable resistor,
called a field regulator, can be incorporated in series with the field winding to
reduce the flux. For the series-wound motor the variable resistor is connected in
parallel with the field winding and is called a diverter. Figure 4.38 shows the various
methods of weakening the field flux for shunt-, compound-, and series-wound mo-
tors.

In all the above methods of speed control the flux can only be reduced, and
from equation (4.74) this implies that the speed can only be increased above the
rated speed, and may, in fact, be increased to about three or four times the rated
speed. The increased speed, however, is at the expense of reduced torque, since the
torque is directly proportional to the flux which is reduced.

Variable Armature Voltage. Alternatively, the speed can be increased from stand-
still to rated speed by varying the armature voltage from zero to rated value. Figure
4.39 illustrates one method of achieving this.

The potential divider, however, carries the same current as the motor, and this
limits this method of speed control to small machines. Additionally, much of the
input energy is dissipated in the controller, which consequently renders the system
inefficient.

Ward Leonard Drive. 1In this case the variable d.c. voltage for the speed-controlled
motor is obtained from a separate d.c. generator that is itself driven by an induction
motor (see Figure 4.40). The field coil for the d.c. generator is supplied from a
center-tapped potential divider. When the wiper arm is moved from O to A, the
armature voltage of the d.c. motor is increased from zero and the motor speed will
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FIGURE 4.38 Speed control for flux reduction.
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FIGURE 4.39 Speed control by varying ar-
mature voltage.
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FIGURE 4.40 Ward Leonard drive.

rise. In moving the wiper from A to O and on through to B the motor will decelerate
to a standstill and then increase in speed again, but in the opposite direction of
rotation. The Ward Leonard drive is smooth and accurate in either direction and
also provides for very responsive braking. Its complexity, however, makes it a very
expensive system, and it is only used in high-quality applications.

Chopper Control. Figure 4.41 shows a thyristor circuit connected in series with
the armature of a d.c. motor. The thyristor circuit is triggered such that it operates
essentially as a high-speed on/off switch. The output waveform across the armature
terminals is depicted in Figure 4.42. The ratio of time on to time off (i.e., the mark/
space ratio) can be varied, with the result that the average voltage supplied to the
armature is effectively between zero and fully on. The frequency of the signal may
be up to about 3 kHz, and the timing circuit is necessarily complex. Speed control
of d.c. motors using thyristors, is, however, effective and relatively inexpensive.

o

Y
d 1

Va

(o, *
FIGURE 4.41 Speed control using thyristors.
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FIGURE 4.42 Voltage across armature terminals.

Efficiency of d.c. Machines

The losses in d.c. machines can be generally classified as:

Armature losses

Iron loss

Commutator losses
Excitation loss

Bearing friction and windage

Despite the variety and nature of the losses associated with d.c. machines, they
have, nonetheless, a very good performance, with overall efficiencies often in excess
of 90%.

Three-Phase Circuits

Since a.c. machines are generally associated with three-phase systems, it is neces-
sary to consider some aspects of three-phase circuits before a meaningful discussion
of a.c. machines can be undertaken. The limiting factor of a d.c. machine is related
to the commutator which restricts the maximum voltage that can be generated.
Because of their efficiency and performance, three-phase machines have emerged
as the dominant type of electrical generator and motor and, on a worldwide basis,
three-phase electrical distribution networks are the norm.

Generation of Three-Phase e.m.f.s

Figure 4.43 shows three similar coils displaced at 120° relative to each other. Each
ioop terminates in a pair of slip-rings, and if the coils are to be isolated from one
another, then six slip-rings are required in total. If the three coils are rotated in the
anticlockwise direction at constant speed, then each coil will generate a sinusoidally
varying e.m.f. with a phase shift of 120° between them.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



ELECTRICAL AND ELECTRONIC PRINCIPLES

ELECTRICAL AND ELECTRONIC PRINCIPLES 4.47

R4 Yo Y,
Yo~ ‘ l Bo
B4 Y,
Ro

FIGURE 4.43 Generation of three-phase e.m.f’s.

Star and Delta Connections

The three coils shown in Figure 4.43 can be connected together in either of two
symmetrical patterns. These are the star (or wye) connection and the delta (or mesh)
connection. The two types of connection are shown in Figure 4.44.

The star pattern is made by joining R,, Y,, and B, together. This connection
point is referred to as the neutral point. The delta pattern is formed by connecting
R,t0 Y, Y, to By, and B, to R,.

Three-Phase Voltage and Current Relations

Figure 4.45 shows a three-phase star connected alternator supplying currents I, I,
and I, to a balanced (or equal) resistive—inductive load. This gives the usual four-
wire star-connected system. Since there are only four transmission cables involved,
the alternator connected in a star pattern will only require four slip-rings.

For a balanced system the phase voltages Viy, Vyn, and Vy, are all equal in
magnitude and equally displaced by a phase angle of 120°. The currents I, I,, and
I, are also equal in magnitude and equally displaced in phase angle, but they all
lag their respective phase voltages by some angle ¢. Phasor addition of the currents
shows that the neutral current, [, is zero.

R B,
1 0 R,
pe
By
e
Yo R
e
R
Y, °
Star Delta

FIGURE 4.44 Star and delta connections for three-phase systems.
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FIGURE 4.45 Three-phase supply connections.

The voltages between the transmission cables are called the line voltages. If the
phase voltages are all equal then phasor addition shows that the line voltages are
given by

‘/line = 2Vphase COS(3O)
or
V,=V3xV, (4.76)

For the star connection, the line currents, I, are equal to the phase currents, 7,.
Figure 4.46 shows the alternator windings connected in the delta pattern. In this
pattern the line voltages are equal to the phase voltages. Phasor addition of the
currents shows that if the phase currents are equal then the line currents are given

by

> To load

FIGURE 4.46 Alternator windings in delta connec-
tion.
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I, =V3xI, .77

Power in Three-Phase Circuits
The power per phase is given by
Pphuse = ‘/]7111 COS((i)) (478)

where V,, = the phase voltage
I, = the phase current
the phase angle between V, and I,

¢

The total power for a three-phase circuit is simply three times the power for one
of the phases, i.e., three times equation (4.78).

For a star connection:

V
P=3 7; I, cos(¢) = V3 X V, X I, cos(¢) 4.79)
For a delta connection:
P =3V, % cos(¢p) = V3 x V, X I, cos(¢p)

The same relation is obtained. In terms of line voltages and currents, therefore,
the power in a three-phase circuit is independent of the winding connection and is
given by equation (4.79). This equation does not, however, apply if the system is
unbalanced. In an unbalanced system the total power can only be obtained as the
summation of the powers in each of the individual phases.

Three-Phase Alternators

Alternators are constructed with a stationary a.c. winding and a rotating field sys-
tem. This reduces the number of slip-rings required to two, and these have to carry
only the field-exciting current as opposed to the generated current. The construction
is thereby simplified and the slip-ring losses are minimized. In addition, the simpler
arrangement enables heavier insulation to be used and, in consequence, much higher
voltages can be generated. The robust mechanical construction of the rotor also
means that higher speeds are possible and substantially higher power outputs can
be generated with an alternator. A simple form of three-phase generator is depicted
in Figure 4.47.

The three coils on the stator are displaced 120° and the rotor, which is a salient
pole type, is supplied via the two slip-rings with a d.c. current. As the rotor is
driven by some form of prime mover, a rotating magnetic field is established and
the e.m.f.’s generated in the coils will be displaced with a phase shift of 120°. The
magnitude of the generated voltages is dependent on the flux produced by the rotor,
the number of turns on the stator coils, and the speed of rotation of the rotor. The
rotor speed will also dictate the frequency of the generated voltage.
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FIGURE 4.47 Simple three-phase generator.

The no-load and load characteristics of an alternator are very similar to those of
the d.c. separately excited generator (Figures 4.28 and 4.29, respectively). In con-
stant speed operation the terminal voltage exhibits a drooping characteristic, where
the decrease in terminal voltage is due to armature resistance and reactance effects.
For an alternator, the term armature is taken to imply the stator windings.

As the load on an alternator is increased, the speed of the prime mover will
drop. This is an unacceptable situation because the speed controls the frequency of
the generated voltage. To maintain a constant frequency, the prime mover must be
governed to run at constant speed over the entire range of expected loads. This is
particularly important where many alternators are to be run in parallel to supply a
distribution system such as the National Grid. In such cases the prime movers are
always speed controlled and the output voltage is regulated to comply with the
rated values. In the United Kingdom, alternators are usually two-pole machines
driven at 3000 rev/min to produce the rated frequency of 50 Hz. In the United
States, a great deal of the electrical power consumed is generated from hydroelectric
power stations. The water turbines used in these installations are fairly low-speed
machines and the alternators, which are directly driven, are equipped with multiple
poles to produce the rated frequency of 60 Hz. An alternator running at 240 rev/
min, for example, must have 30 poles to give the rated output frequency.

The production of the rotating magnetic field may also be activated using three,
120° displaced, rotor coils supplied with three-phase current. The rotational speed
of the field is related to the frequency of the currents, i.e.,

f X 60
N, = 4.
*  Number of pole pairs (4.80)

where N, is the speed of the field (rev/min) and f is the frequency of the supply
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currents. The speed of the rotating field is termed the synchronous speed and for
an equivalent single pair of poles (i.e., three coils) this is 3000 rev/min when the
frequency of the supply currents is at 50 Hz.

The use of a.c. excited rotor coils to produce the rotating magnetic field sim-
plifies the mechanical construction of the rotor and greatly facilitates the dynamic
balancing of the machine. An added advantage is that the waveform of the generated
voltage is improved. The a.c. method of exciting the field is used extensively in
large alternators. Salient pole rotors are normally restricted to the smaller machines.

Synchronous Motors

Synchronous motors are so called because they operate at only one speed, i.e., the
speed of the rotating field. The mechanical construction is exactly the same as the
alternator shown in Figure 4.47. The field is supplied from a d.c. source and the
stator coils with a three-phase current. The rotating magnetic field is induced by
the stator coils and the rotor, which may be likened to a permanent bar magnet,
aligns itself to the rotating flux produced in the stator. When a mechanical load is
driven by the shaft the field produced by the rotor is pulled out of alignment with
that produced by the stator. The angle of misalignment is called the load angle.
The characteristics of synchronous motors are normally presented in terms of torque
against load angle, as shown in Figure 4.48. The torque characteristic is basically
sinusoidal, with

T=T,, sin) (4.81)

where T, is the maximum rated torque and & is the load angle.

Tmax
| Tmax g
~
N
N
b \
P \
\
' \
Working Unstable
—— —_—
range range

|
Load angle (8)

FIGURE 4.48 Torque characteristic for a synchronous
motor.
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It is evident from equation (4.81) that synchronous motors have no starting
torque and the rotor must be run up to synchronous speed by some alternative
means. One method utilizes a series of short-circuited copper bars inserted through
the outer extremities of the salient poles. The rotating magnetic flux induces cur-
rents in these grids and the machine accelerates as if it were a cage-type induction
motor. A second method uses a wound rotor similar to a slip-ring induction motor.
The machine is run up to speed as an induction motor and is then pulled into
synchronism to operate as a synchronous motor.

The advantages of the synchronous motor are the ease with which the power
factor can be controlled and the constant rotational speed of the machine, irrespec-
tive of the applied load. Synchronous motors, however, are generally more expen-
sive, and a d.c. supply is a necessary feature of the rotor excitation. These
disadvantages, coupled with the requirement for an independent starting mode,
make synchronous motors much less common than induction ones.

Induction Motors

The stator of an induction motor is much like that of an alternator and, in the case
of a machine supplied with three-phase currents, a rotating magnetic flux is pro-
duced. The rotor may be either of two basic configurations: the squirrel-cage or the
slip-ring type. In the ‘“‘squirrel-cage” motor the rotor core is laminated and the
conductors consist of uninsulated copper (or aluminum) bars driven through the
rotor slots. The bars are brazed or welded at each end to rings or plates to produce
a completely short-circuited set of conductors. The slip-ring machine has a lami-
nated core and a conventional three-phase winding, similar to the stator and con-
nected to three slip-rings on the locating shaft.

Figure 4.49 shows a schematic representation of an induction motor having three
stator coils displaced by 120°. If the stator coils are supplied with three-phase

Ry
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FIGURE 4.49 Schematic representation of an in-
duction motor.
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currents, a rotating magnetic field is produced in the stator. Consider the single-
rotor coil shown in the figure. At standstill the rotating field will induce a voltage
in the rotor coil since there is a rate of change of flux linking the coil. If the coil
forms a closed circuit then the induced e.m.f. will circulate a current in the coil.
The resultant force on the current-carrying conductor is a consequence of equation
(4.27), and this will produce a torque that will accelerate the rotor. The rotor speed
will increase until the electromagnetic torque is balanced by the mechanical load
torque. The induction motor will never attain synchronous speed because, if it did,
there would be no relative motion between the rotor coils and the rotating field.
Under these circumstances there would be no e.m.f. induced in the rotor coils and
subsequently no electromagnetic torque. Induction motors therefore always run at
something less than synchronous speed. The ratio of the difference between the
synchronous speed and the rotor speed to the synchronous speed is called the slip,
s, 1.e.,

§ == (4.82)

The torque—slip characteristic is shown in Figure 4.50. With the rotor speed
equal to the synchronous speed, i.e., s = 0, the torque is zero. As the rotor falls
below the synchronous speed the torque increases almost linearly to a maximum
value dictated by the total of the load torque and that required to overcome the
rotor losses. The value of slip at full load varies between 0.02 and 0.06. The
induction motor may be regarded therefore as a constant-speed machine. In fact,
the difficulties of varying the speed constitutes one of the induction motor’s main
disadvantages.

On start-up the slip is equal to unity and the starting torque is sufficiently large
to accelerate the rotor. As the rotor runs up to its full-load speed the torque increases
in essentially inverse proportion to the slip. The start-up and running curves merge
at the full-load position.

/Full-load torque

Torque

Starting torque
|

-

0 002- .
0.06 Slip

FIGURE 4.50 Torque—slip characteristic for an in-
duction motor.
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Starting Induction Motors

As with d.c. motors, the current drawn during starting of a.c. motors is very large,
up to about five times full-load current. A number of devices are therefore employed
to limit the starting current but they all involve the use of auxiliary equipment,
which is usually quite expensive.

Star—Delta Starter. The star—delta switch (Figure 4.51) is the cheapest and most
common method employed. With the machine at standstill and the starter in the
““start” position, the stator coils are connected in the star pattern. As the machine
accelerates up to running speed the switch is quickly moved over to the run position,
which reconnects the stator windings in the delta pattern. By this simple expedient
the starting supply current is reduced to one third of what it would have been had
the stator windings been connected in the delta pattern on start-up.

Auto-Transformer Starter. The auto-transformer represents an alternative method
of reducing the starting current drawn by an induction motor.

Rotor Resistance. With slip-ring induction motors it is possible to include addi-

tional resistance in series with the rotor circuit. The inclusion of extra resistance in
the rotor provides for reduced starting current and improved starting torque.

Braking Induction Motors

Induction motors may be brought to a standstill by either plugging or dynamic
braking:

Three-phase supply

o || I

Start | l l

FIGURE 4.51 Star—delta starter.
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1. Plugging: This refers to the technique where the direction of the rotating mag-
netic field is reversed. This is brought about by reversing any two of the supply
leads to the stator. The current drawn during plugging is, however, very large,
and machines that are regularly plugged must be specially rated.

2. Dynamic braking: In this technique the stator is disconnected from the a.c. sup-
ply and reconnected to a d.c. source. The direct current in the stator produces a
stationary unidirectional field and, as the rotor will always tend to align itself
with the field, it will come to a standstill.

Speed Control of Induction Motors

Under normal circumstances the running speed of an induction motor will be about
94-98% of the synchronous speed, depending on the load. With the synchronous
speed given by equation (4.80) it is clear that the speed may be varied by changing
either the frequency of the supply current or the number of poles.

Change of Supply Current Frequency. Solid state variable-frequency drives first
began to appear in 1968. They were originally applied to the control of synchronous
a.c. motors in the synthetic fiber industry and rapidly gained acceptance in that
particular market. In more recent times they have been used in applications such
as pumping, synchronized press lines, conveyor lines, and, to a lesser extent, in the
machine-tool industry as spindle drives. Modern a.c. variable-frequency motors are
available in power ratings ranging from 1 kW to 750 kW and with speed ranges
from 10/1 to 100/1.

Change of Number of Poles. By bringing out the ends of the stator coils to a
specially designed switch it becomes possible to change an induction motor from
one pole configuration to another. To obtain three different pole numbers, and hence
three different speeds, a fairly complex switching device would be required.

Changing the number of poles gives a discrete change in motor speed, with little
variation in speed over the switched range. For many applications, however, two
discrete speeds are all that is required, and changing the number of poles is a simple
and effective method of achieving this.

Changing the Rotor Resistance. For slip-ring induction motors additional resis-
tance can be coupled in series with the rotor circuit. It has already been stated that
this is a common method used to limit the starting current of such machines. It can
also be employed for marginal speed control. Figure 4.52 shows the torque char-
acteristics of a slip-ring induction motor for a range of different resistances con-
nected in series with the rotor windings. As the external resistance is increased
from R, to R; a corresponding reduction in speed is achieved at any particular
torque. The range of speeds is increased at the higher torques.

The method is simple and therefore inexpensive, but the decrease in speed is
accompanied with a reduction in overall efficiency. Additionally, with a large re-
sistance in the rotor circuit (i.e., R;) the speed changes considerably with variations
in torque.

Reduced Stator Voltage. By reducing the applied stator voltage a family of
torque-speed characteristics is obtained, as shown in Figure 4.53. It is evident that
as the stator voltage is reduced from V, to V;, a change in speed is effected at any
particular value of torque. This is provided, of course, that the torque does not
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Ry

Torque

— Load torque

Speed

FIGURE 4.52 Torque—speed characteristics for vari-
ous rotor resistances.

Torque

- —Load torque

Speed

FIGURE 4.53 Torque—speed characteristics for vari-
ous stator voltages.

exceed the maximum load torque available at the reduced stator voltage. This latter
point is obviously a limiting factor that places a constraint on this method of speed
control. Generally, only very small speed ranges can be obtained using a variable
stator supply voltage.

Single-Phase Induction Motors

The operation of an induction motor depends upon the creation of a rotating mag-
netic field. A single stator coil cannot achieve this, and all the so-called single-
phase induction motors use some or other external means of generating an
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approximation to a two-phase stator supply. Two stator coils are therefore used, and
these are displaced by 90°. Ideally, the currents that supply each coil should have
a phase difference of 90°. This then gives the two-phase equivalent of the three-
phase induction motor.

The Shaded-Pole Motor. The stator of the shaded-pole motor consists of a salient
pole single-phase winding, and the rotor is of the squirrel-cage type (see Figure
4.54). When the exciting coil is supplied with alternating current the flux produced
induces a current in the shading ring. The phase difference between the currents in
the exciting coil and the shading ring is relatively small and the rotating field
produced is far from ideal. In consequence, the shaded-pole motor has a poor
performance and an equally poor efficiency due to the continuous losses in the
shading rings.

Shaded-pole motors have a low starting torque and are used only in light-duty
applications such as small fans and blowers or other easily started equipment. Their
advantage lies in their simplicity and low cost of manufacture.

The Capacitor Motor. A schematic layout of a capacitor motor is given in Figure
4.55. The stator has two windings physically displaced by 90°. A capacitor is con-
nected in series with the auxiliary winding such that the currents in the two wind-

Squirrel-cage
rotor Shading
ring

Single-phase
winding

FIGURE 4.54 Shaded pole motor.

* —0
‘ A.C. supply
——0

Main
winding

Auxiliary
winding

FIGURE 4.55 Capacitor motor.
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ings have a large phase displacement. The current phase displacement can be made
to approach the ideal 90°, and the performance of the capacitor motor closely re-
sembles that of the three-phase induction motor.

The Universal Motor. These are small d.c. series-wound motors that operate at
about the same speed and power on direct current, or on single-phase current with
approximately the same root mean square voltage. The universal (or plain-series)
motor is used mainly in small domestic appliances such as hair dryers, electric
drills, vacuum cleaners, hedge trimmers, etc.

The d.c. Permanent Magnet (PM) Motor

The d.c. permanent magnet (PM) motor is a continuous-rotation electromagnetic
actuator which can be directly coupled to its load. Figure 4.56 shows the schematic
representation of a d.c. PM motor. The PM motor consists of an annular brush ring
assembly, a permanent magnet stator ring and a laminated wound rotor. It is par-
ticularly suitable for servo systems where size, weight, power, and response times
must be minimized and high position and rate accuracies are required.

The response times for PM motors are very fast and the torque increases directly
with the input current, independently of the speed or the angular position. Multiple-
pole machines maximize the output torque per watt of rotor power. Commercial
PM motors are available in many sizes, from 35 million Newton-meters at about
25 mm diameter to 13.5 Newton-meters at about 3 m diameter.

Direct-drive rate and position systems using PM motors utilize d.c. tachogener-
ators and position sensors in various forms of closed-loop feedback paths for control
purposes.

The Stepper Motor

A stepper motor is a device which converts a d.c. voltage pulse train into a pro-
portional mechanical rotation of its shaft. The stepper motor thus functions both as
an actuator and as a position transducer. The discrete motion of the stepper motor
makes it ideally suited for use with a digitally based control system such as a
microcomputer.

The speed of a stepper motor may be varied by altering the rate of the pulse
train input. Thus, if a stepper motor requires 48 pulses to rotate through one com-

———— o

FIGURE 4.56 D.C. permanent
magnet motor.
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plete revolution, then an input signal of 96 pulses per second will cause the motor
to rotate at 120 rev/mm. The rotation is actually carried out in finite increments of
time, but this is visually indiscernible at all but the lowest speeds.

Stepper motors are capable of driving a 2.2 kW load with stepping rates from
1000 to 20 000 per second in angular increments from 45° down to 0.75°. There
are three basic types of stepper motor:

1. Variable reluctance: This type of stepper motor has a soft iron multi-toothed
rotor with a wound stator. The number of teeth on the rotor and stator, together
with the winding configuration and excitation, determines the step angle. This
type of stepper motor provides small to medium-sized step angles and is capable
of operation at high stepping rates.

2. Permanent magnet: The rotor used in the PM-type stepper motor consists of a
circular permanent magnet mounted onto the shaft. PM stepper motors give a
large step angle, ranging from 45° to 120°.

3. Hybrid: The hybrid stepper motor is a combination of the previous two types.
Typically, the stator has eight salient poles that are energized by a two-phase
winding. The rotor consists of a cylindrical magnet that is axially magnetized.
The step angle depends on the method of construction and is generally in the
range 0.9-5°. The most popular step angle is 1.8°.

The principle of operation of a stepper motor can be illustrated with reference

to a variable-reluctance, four-phase machine. This motor usually has eight stator
teeth and six rotor teeth (see Figure 4.57).

Stator 2

i
ow

FIGURE 4.57 Variable-reluctance stepper motor.
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If phase 1 of the stator is activated alone, then two diametrically opposite rotor
teeth align themselves with the phase 1 teeth of the stator. The next adjacent set
of rotor teeth in the clockwise direction is then 15° out of step with those of the
stator. Activation of the phase 2 winding on its own would cause the rotor to rotate
a further 15° in the anticlockwise direction to align the adjacent pair of diametrically
opposite rotor teeth. If the stator windings are excited in the sequence 1, 2, 3, 4
the rotor will move in consecutive 15° steps in the anticlockwise direction. Re-
versing the excitation sequence will cause a clockwise rotation of the rotor.

Stepper Motor Terminology

Pull-out torque: The maximum torque that can be applied to a motor, running
at a given stepping rate, without losing synchronism.

Pull-in torque: The maximum torque against which a motor will start, at a given
pulse rate, and reach synchronism without losing a step.

Dynamic torque: The torque developed by the motor at very slow stepping
speeds.

Holding torque: The maximum torque which can be applied to an energized
stationary motor without causing spindle rotation.

Pull-out rate: The maximum switching rate at which a motor will remain in
synchronism while the switching rate is gradually increased.

Pull-in rate: The maximum switching rate at which a loaded motor can start
without losing steps.

Slew range: The range of switching rates between pull-in and pull-out in which
a motor will run in synchronism but cannot start or reverse.

The general characteristics of a typical stepper motor are given in Figure 4.58.
During the application of each sequential pulse the rotor of a stepper motor accel-
erates rapidly towards the new step position. However, on reaching the new position
there will be some overshoot and oscillation unless sufficient retarding torque is

Pull-out torque

Torque

Pull-in
torque
Max
pull-out
rate
Max Frequency
pull-in (steps/s)
rate (speed)

FIGURE 4.58 Stepper motor characteristics.
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provided to prevent this happening. These oscillations can cause rotor resonance at
certain pulse frequencies, resulting in loss of torque, or perhaps even pull-out con-
ditions. Because variable-reluctance motors have very little inherent damping, they
are more susceptible to resonances than either the permanent magnet or the hybrid
types. Mechanical and electronic dampers are available that can be used to minimize
the adverse effects of rotor resonance. If at all possible, however, the motor should
be selected such that its resonant frequencies are not critical to the application under
consideration.

Because of their unique characteristics, stepper motors are widely used in ap-
plications involving positioning, speed control, timing, and synchronized actuation.
They are prevalent in X-Y plotters, punched-taped readers, floppy disk head drives,
printer carriage drives, numerically controlled machine tool slide drives, and camera
iris control mechanisms.

By far the most severe limitation on the purely electric stepper motor is its
power-handling capability.

Brushless d.c. Motors

These motors have position feedback of some kind so that the input waveforms
can be kept in the proper timing with respect to the rotor position. Solid-state
switching devices are used to control the input signals, and the brushless d.c. motor
can be operated at much higher speeds, with full torque available at those speeds.
The brushless motor can normally be rapidly accelerated from zero to operating
speed as a permanent magnet d.c. motor. On reaching operating speed the motor
can then be switched over to synchronous operation.

The brushless motor system consists of a wound stator, a permanent magnet
rotor, a rotor position sensor, and a solid-state switching assembly. The wound stator
can be made with two or more input phases. Figure 4.59 gives the schematic rep-
resentation of a two-phase brushless motor. The torque output of phase A is

T, = I,(Z®/27) sin(p0/2) = LK, sin(p6/2) (4.83)

£
=
(]
=
(¢
:;N
|

= the current in phase A

K, = (Z®/2) = the torque constant of the motor
p = is the number of poles
0 = the angular position of the rotor

Phase A

Phase

FIGURE 4.59 Two-phase brushless motor.
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In the expression for the torque constant, Z is the total number of conductors and
® is the magnetic flux.
Similarly, the torque output of phase B is

Ty = IzK,; cos(p6/2) (4.84)
If the motor currents are arranged to be supplied in the following relationships:
1, = I'sin(ph/2) and I, = I cos(p6/2)
then the total torque for a two-pole motor becomes
T=T,+ T, = IK,[sin*(0) + cos?*(6)]
= IK, (4.85)

Equation (4.85) shows that if all the above conditions are satisfied then the
brushless d.c. motor operates in a manner similar to the conventional d.c. motor,
i.e., the torque is directly proportional to the armature current. Note that the ar-
mature current in this context refers to the stator windings.

Excitation of the phases may be implemented with sinusoidal or square-wave
inputs. The sine-wave drive is the most efficient, but the output transistors in the
drive electronics must be capable of dissipating more power than that dissipated in
square-wave operation. Square-wave drive offers the added advantage that the drive
electronics can be digitally based.

The brushless d.c. motor will duplicate the performance characteristics of a con-
ventional d.c. motor only if it is properly commutated. Proper commutation involves
exciting the stator windings in a sequence that keeps the magnetic field produced
by the stator approximately 90 electrical degrees ahead of the rotor field. The brush-
less d.c. motor therefore relies heavily on the position feedback system for effective
commutation. It might also be apparent that the brushless motor as described is not
strictly a d.c. machine but a form of a.c. machine with position feedback.

The further development of the brushless d.c. motor will depend to a large extent
upon future advances in semiconductor power transistor technology. It is likely,
however, that within the next decade the true brushless d.c. motor, using solid-state
switching, will become commercially viable and will progressively dominate the
d.c. servosystem market.

This brief discussion of rotating electrical machines is in no way comprehensive.
A fuller discourse on a.c. and d.c. machines is given by both Gray (1989) and Sen
(1989). Orthwein (1990) presents an interesting practical discussion on the me-
chanical applications of a.c. and d.c. motors and Kenjo and Nagamori (1985) pro-
vide a detailed in-depth study of permanent-magnet d.c. motors.

Transformers

Transformers are used to change the level of an alternating voltage.

Basic Transformer Action

Figure 4.60 illustrates a simple single-phase transformer in which two separate coils
are wound onto a ferrous core. The coil connected to the supply is called the
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FIGURE 4.60 Single-phase transformer.

primary winding and that connected to the load is the secondary winding. The
ferrous core is made in laminations, which are insulated from one another, to reduce
eddy current losses.

If a sinusoidal voltage, V,, is applied across the primary winding a current, [,
in the coil will induce a magnetic flux, ¢, in the core. From Faraday’s law (equation
(4.25)) the induced e.m.f. in the primary coil is

E, = N,(d$/d) (4.86)

Since the magnetic flux is common to both coils the e.m.f. induced in the secondary
winding is

E, = N,(d¢/dr) (4.87)
Hence,
E,_N
E, = N, (4.88)

The ratio of primary coil turns to secondary turns, N,/N,, is called the trans-
formation ratio. The primary and secondary winding impedances, Z, and Z,, re-
spectively, are both very small such that when the secondary winding is on open
circuit, then V, = E, and V, = E,. Therefore,

Vi M
VN (4.89)

When a load is connected across the secondary winding a current, 7,, will flow
in the secondary winding. From Lenz’s law this will set up a flux which will tend
to oppose the main flux, ¢. If the main flux is reduced, then E, would be corre-
spondingly decreased and the primary current, /;, would then increase. This in-
creased primary current would tend to produce a flux to oppose that induced by
the secondary current. In this manner the main flux is generally maintained. In
steady state the ampere-turns in the primary and secondary windings are balanced,
ie.,

IN, = LN,
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or

(4.90)

S~
==

Transformer Voltage Equation

In normal operation the flux may be considered to be a sinusoidally varying quan-
tity, i.e.,

¢ = d sin(wr) 4.91)
The induced e.m.f., from Faraday’s law, is
Primary side, e, = N,(d¢/dt) = N,Pw cos(wt)

The r.m.s. value of the induced e.m.f. is

27fN,®
E, = ——F—— =444 fN® 4.92
| 2 f (4.92)
Similarly, for the secondary side,
E, = 444 fN,®

Transformer Losses

Equations (4.89) and (4.90) define the ideal transformer in which there are no
resistive or inductive losses. An actual transformer, of course, does involve some
losses, which are:

1. Copper losses: These are associated with the I?R loss in both of the coils. They
may be represented therefore as a resistance in series with each coil.

2. Iron loss: These are associated with magnetic hysteresis effects and eddy current
losses in the iron core. The iron losses are essentially constant for a particular
value of supply voltage. Iron losses can be represented as a resistor in parallel
with the primary coil.

3. Flux leakage: The useful (or main) flux is that which effectively links both coils.
In practice, some of the flux will escape or otherwise fail to link both coils. The
e.m.f.s produced by the leakage fluxes are proportional to (and lead the fluxes
by) 90°. The effect of flux leakage may be likened therefore to having an ad-
ditional inductive coil in series with the primary and secondary coils. In practice,
the flux leakage loss is usually lumped together with the iron loss.

Determination of Transformer Losses

Open-Circuit Test. The secondary coil is on open-circuit and the full-rated voltage
is applied to the primary winding. The transformer takes a small no-load current
to supply the iron loss in the core, and the copper losses are essentially zero. Since

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



ELECTRICAL AND ELECTRONIC PRINCIPLES

ELECTRICAL AND ELECTRONIC PRINCIPLES 4.65

the normal voltage and frequency are applied, a wattmeter connected to the primary
side will give a measure of the iron loss. The iron loss can then be taken as a
constant, irrespective of the load.

Closed-Circuit Test. With the secondary winding short-circuited the transformer
requires only a small input voltage to circulate the full-load current. The wattmeter
on the primary side then gives an indication of the full-load copper losses. If the
load is expressed as a fraction of the full load, the copper losses at reduced loads
are proportional to the load squared. At half load, for example, the copper losses
are one quarter of the full-load value.

Referred Values

In dealing with transformers it is usual to base all calculations on one side of the
transformer. Parameters on the neglected side are accounted for by referring them
over to the side on which the calculation is to be based. The transformation ratio
is used to scale the equivalent values. For example, the copper loss on the secondary
side, BR,, can be referred to the primary side through the relation

IR, = ER, (4.93)

where the prime denotes the referred values. Using equation (4.90), the referred
resistance becomes

R, = {N,/N,}?R, (4.94)

Thus, equation (4.94) gives an equivalent resistance, R), in the primary side that
accounts for the actual resistance, R,, of the secondary winding. Reactances may
be similarly referred to one or other side of the transformer for calculation purposes.

Transformer Efficiency

The transformer efficiency, as with any machine, is the ratio of the output power
to the input power. The difference between the output and the input power is the
sum of the losses, which, for the case of a transformer, is the copper and the iron
losses, i.e.,

_ Output Output
Input  Output + copper loss + iron loss

Therefore,

_ V.1, cos(6,)
V,I, cos(6,) + G- R, + F,

7 (4.95)

Note that R, represents an equivalent resistance, which consists of the resistance
of the secondary winding and that of the primary winding referred over to the
secondary side, i.e.,

R, =R, + (N,/N))’R, (4.96)
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The iron loss, F,, is assumed to be constant and cos(6,) is the load power factor,
also assumed constant.

By dividing the numerator and the denominator of equation (4.95) by I,, then
differentiating the denominator with respect to I,, and equating the result to zero,
it can be shown that for maximum efficiency, /5 - R, = F,. Maximum transformer
efficiency then occurs when the copper loss is equal to the iron loss. The general
efficiency characteristics for a transformer are shown in Figure 4.61.

Equation (4.95) also shows that the output will be influenced by the load power
factor. At unity power factor the output (and hence also the efficiency) is maxi-
mized. As the power factor decreases, the transformer efficiency also reduces pro-
portionally.

Voltage Regulation

As the load current drawn from a transformer is increased, the terminal voltage
decreases. The difference between the no-load output voltage and the output voltage
on load is called the regulation. The percentage regulation is defined as

No-load voltage — load voltage
No-load voltage

X 100 (4.97)

Figure 4.62 shows the two voltages in terms of phasors referred to the primary
side. In the figure V, is the no-load primary voltage and V} is the secondary-side
voltage referred to the primary. R, and X, denote the equivalent resistance and
reactance, respectively, including the referred secondary values. Since 6 is very
small, then, to a reasonable approximation,

| Power factor
1

z 08
]
G 0.6
b

|
|
|
|
I
I 1,2 R, (copper loss)
|
|
|
|

F, {iron loss)

Load current, /2

FIGURE 4.61 Transformer efficiency characteristics.
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FIGURE 4.62 Phasor diagram for a transformer with a lagging
power factor load current.

Vi=V,+I,-R,-cos(6,) + I+ X, - sin(6,) (4.98)
The percentage regulation is therefore
(100/V)ILR, cos(6,) + X, sin(6,)] (4.99)

Equation (4.99) is based on the assumption that the load power factor is lagging,
and this is the normal situation. If, however, the load power factor is leading, the
plus operator within the term in square brackets must be replaced with a minus
operator.

Three-Phase Transformers

Modern large three-phase transformers are usually constructed with three limbs as
shown in Figure 4.63. In the figure the primary windings are star-connected and
the secondary windings are delta-connected. In fact, the primary and secondary
windings can be connected in any pattern, depending upon the conditions under
which the transformer is to operate. It is important, however, to know how the
three-phase transformer is connected, particularly when two or more transformers
are to be operated in parallel. It is essential, for instance, that parallel operation
transformers belong to the same main group and that their voltage ratios are per-
fectly compatible.
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FIGURE 4.63 Three-phase transformer.

Auto-Transformers

The auto-transformer is characterized by having part of its winding common to
both the primary and secondary circuits (see Figure 4.64). The main application of
auto-transformers is to provide a variable voltage, and it is used, for example, to
limit the starting current drawn by an induction motor.

A major disadvantage of the auto-transformer is that the primary and secondary
windings are not electrically isolated from one another. This presents a serious risk
of shock, and therefore auto-transformers cannot be used for interconnecting high-
and low-voltage systems.

v, C'\D 2

(I ~ 1)
O- * —O
FIGURE 4.64 Auto-transformer.
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4.3 ANALOG AND DIGITAL ELECTRONICS
THEORY

The Bipolar (or Junction) Transistor

The term transistor, derived from transfer resistor, describes a device that can
transfer a current from a low-resistance circuit to a high-resistance one with little
change in current during the process. The junction transistor consists of two pn
diodes formed together with one common section, making it a three-layer device
(see Figure 4.65).

Current flow in the transistor is due to both electron and hole conduction. The
common central section is referred to as the base and is typically of the order of
25 pm in length. Since the base can be made either an n-type or a p-type semi-
conductor, two basic configurations are possible. These are the npn and the pnp
types, as illustrated in Figure 4.65. The two other terminals are called the emitter
and the collector. An arrowhead is traditionally shown between the emitter and the
base to indicate the conventional direction of the current flow in that part of the
circuit.

A brief description of the physical operation of the junction transistor can be
made with respect to the npn type. The mode of operation of the pnp type is the
same as that of the npn type, except that the polarities of all applied voltages,
currents, and charge carriers are reversed.

In normal use, as a linear amplifier, the transistor is operated with the emitter
to base junction forward biased and the collector to base junction reversed biased.
For the npn transistor, the emitter is therefore negative with respect to the base
while the collector is positive with respect to the base (see Figure 4.66). The junc-
tion n, p is forward biased such that the free electrons drift from n, to p. On the
other hand, junction n, p is reverse biased and it will collect most of the electrons
from n,. The electrons which fail to reach n, are responsible for the current at the
base terminal, /,. By ensuring that the thickness of the base is very small and that
the concentration of impurities in the base is much lower than either that of the
emitter or the collector, the resultant base current will be limited to some 2% of
the emitter current. The basic transistor characteristic is therefore

Io = hyy - I, (4.100)

where I is the collector current, [, is the emitter current, and h,, is the current

Emitter n |p| n Collector Emitter p |nl| p Collector
Base Base
c c
b b
e e

FIGURE 4.65 npn and pnp junction transistors.
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FIGURE 4.66 npn transistor in normal operation.

gain between the collector and the emitter. Normally, /., would range between 0.95
and 0.995 for a good-quality transistor.

Common-Base Characteristics

Figure 4.67 shows an npn transistor connected in a circuit to determine its static
common-base characteristics. The emitter current, I, is kept constant by varying
R,, and a range of values for /. is imposed by varying R,. The value of V,, the
collector-base voltage, is noted. The test is repeated for another fixed value of I,
and the results are as depicted in Figure 4.68.

It is found that over a wide range of collector-base voltages the collector current
is essentially independent of the collector-base voltage. This is because most of the
electrons entering the npn junction are attracted to the collector. In effect, the col-
lector circuit has a very high impedance and acts as a constant current source. The
actual value of the collector current is determined by the emitter current and the
two are related through equation (4.100), which is the common-base characteristic.
The general characteristics also show that the collector-base voltage must be re-
versed (i.e., collector negative with respect to base) in order to reduce the collector
current to zero. Finally, at a high collector-base voltage, the collector current in-
creases rapidly in consequence of the Zener effect. The same characteristics are

Ie Ic

Vs1 @ Vs2
R] R2

Ig

FIGURE 4.67 npn transistor in common-base circuit.
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FIGURE 4.68 Common-base characteristics.

observed with the pnp transistor, except that the signs are in the reverse direction
to that shown in Figure 4.67.

Common-Emitter Characteristics
Figure 4.69 shows the npn transistor with its emitter terminal connected to both

the base current and the collector current circuits. Using the same test procedure
as before, the resulting characteristics are as shown in Figure 4.70. The first sig-

Ic

R, Ry
Ie

@ A g @

FIGURE 4.69 npn transistor in common emitter circuit.
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FIGURE 4.70 Common-emitter characteristics.

nificant observation is that the collector-emitter voltage, V., must be positive to
produce a positive collector current. At low values of V., the collector current I,
is also low, but when V. exceeds the so-called knee voltage the characteristic
assumes a linear relationship. The gradient of the linear region is generally much
higher than that for the common-base configuration and the collector impedance is
therefore lower than that for the common-base circuit. When the base current is
zero the collector current still has a positive finite value.
The common-emitter characteristic is generally written as

I = hy - I (4.101)

where A, is the current gain between the collector and base. Application of Kirch-
hoff’s first law to the common-emitter circuit gives

I,=1.+1,
Using equation (4.100) and eliminating I, it can be shown that

I_c _ hFB _
L T - (4.102)

For a transistor with a steady-state current gain in common base of 0.95 the
common-emitter gain is

0.95

1-095 7

heg =
If, due to some temperature effect, 4, undergoes a minor change to, say, 0.96,
the new value of k., becomes 24. It is clear therefore that the common-emitter

gain, h,, is much more sensitive to small-order effects than the common-base gain,

B
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For a pnp transistor the characteristics of the common-emitter circuit are the
same, except that the polarities of all voltages and currents are again in reverse
order to that shown in Figure 4.69.

The Transistor in a Circuit

In most practical applications transistors are operated in the common-emitter mode
where the emitter terminal forms the common connection between the input and
output sections of the circuit (see Figure 4.71).

The transistor collector characteristics are shown again in Figure 4.72. The load
line for the resistor, R, is superimposed and the operating point is given by the
intersection of the load line with the collector characteristic. The operating point
will therefore be dependent on the base current, since this controls the collector
characteristic. Also shown in Figure 4.72 is the maximum power dissipation curve
(broken line), which represents the locus of the product of collector current and
collector-emitter voltage. The maximum power dissipation curve represents a phys-
ical limitation and the operating point must be constrained to lie below the curve
at all times.

As the base current is reduced the operating point moves down the load line.
When I, reaches zero the collector current will be minimized and the transistor is
said to be cut off. Alternatively, as the base current is increased, the operating point
moves up the load line and eventually reaches a maximum value at which the
transistor is said to be bottomed, or saturated. When saturated, the collector-emitter
voltage is at a minimum of about 0.1-0.2 V and the collector current is a maximum.
The two extremes between cut-off and saturation represent a very high and a very
low impedance state of the transistor, respectively. These extremes have great prac-
tical application to rapid, low-power switching, and transistors operating between
cut-off and saturation are frequently used in digital electronics circuitry. The low-
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FIGURE 4.71 npn transistor in a practical common-emitter
circuit.
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FIGURE 4.72 Common-emitter characteristics with superim-
posed load line.

impedance state represents a switch closed (or on) and the high-impedance state
represents the switch open (or off). When operating as a linear current amplifier
the operating point is ideally located in the center of the active region of the char-
acteristic.

The analysis of circuits involving transistors is conveniently dealt with by rep-
resenting the transistor in terms of an equivalent circuit and using the conventional
current flow direction from positive to negative. Consideration of the charge carriers
(i.e., holes or electrons) is only necessary to describe the internal physical operation
of the transistor. Fully detailed worked examples are particularly informative, and
these are usually provided in all standard textbooks on electrical and electronics
technology.

The Field Effect Transistor (FET)

Field effect transistors (FETs) are a much more recent development than bipolar
transistors and operate on a substantially different mechanism in achieving signal
amplification. Operationally, FETs are voltage-controlled devices, as opposed to the
bipolar transistor, which is current-operated. FETs are often described as unipolar,
since conduction in the FET is the result of only one predominant charge carrier.
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The junction field effect transistor (JFET) consists of a thin bar of semiconductor
that forms a channel between its two end-connections, which are referred to as the
source and the drain. If the semiconductor used in the construction of the FET is
n-type, the device is called an n-channel. Conversely, a FET made from a p-type
semiconductor is called a p-channel device.

If the channel consists of a uniformly doped semiconductor, the conductivity
will be constant and the FET will function as a linear resistor. By introducing two
opposite type semiconductor layers on either side of the channel, the effective
thickness of the channel (and hence the current flow) can be controlled. The op-
posite type layers are denoted as gates, and in normal operation they are reverse
biased by a d.c. potential, Vg, referred to as the gate source voltage. The reverse
bias ensures that no current can flow between the two gates and the gate inputs
have an extremely high impedance. By using a lightly doped semiconductor for the
channel the gate depletion layer, which is determined by V,, can be made to extend
well into the channel width. This controls the resistance of the path between the
source and the drain. The general characteristics of such a FET are shown in Figure
4.73.

For a given value of V, an increase in drain-source voltage from zero initially
gives a linear rise in drain current. Further increases in drain-source voltage result
in a so-called pinch-off in the drain current, which then becomes independent of
the drain-source voltage. Finally, at a particular limiting value of drain-source volt-
age a breakdown is initiated. The similarities between Figures 4.73 and 4.70 or
4.72 are clear, and it is evident therefore that the bipolar junction transistor and the
unipolar FET can perform essentially a similar function in any given application.
Many other types of transistor (for example, the metal oxide semiconductor FET,
or MOSFET) use alternative means to control the resistance of the source to drain
channel. The general characteristics of these devices, however, are all very similar
to that shown in Figure 4.73.

- | Pinch-off
<é curve
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Drain-source voltage
FIGURE 4.73 Characteristics of a FET.
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Integrated Circuits

While transistor-based amplifiers are still found as individual elements in working
circuits, the trend is towards the development of integrated circuits, where all the
circuit elements are housed within a single silicon wafer. MOSFET technology is
predominant in this area, since the number of components on a single silicon chip
can be packed up to twenty times more densely than with bipolar technology.

The integrated circuit components include diodes and transistors, which may be
either bipolar junction type or FETs. Resistors can be deposited on top of the wafer
in the form of tantalum, which is a poor conductor, or built into the wafer as pinch
resistors, which are partially turned-off FETs. Capacitors can also be produced
within the silicon wafer. Capacitive elements may be formed when a pn junction
diode is reverse biased. The p- and n-type layers form the plates of the capacitor
and the carrier-depletion layer acts as a dielectric. The capacitance is, however,
limited to a few picofarads. There is no microelectronic equivalent for an inductor,
but most circuit designs can generally avoid the requirement for coiled inductive
elements.

The Thyristor

Both the bipolar transistor and the FET can be utilized for switching operations.
These devices, however, are usually associated with low-power switching. For
switching very large currents and voltages a special device called a thyristor (for-
merly known as a silicon-controlled rectifier, SCR) is normally used. The thyristor
is a four-layer, unidirectional semiconductor device with three connections referred
to as the anode, cathode, and control gate (see Figure 4.74).

The current flow is from the anode to the cathode only and, with the cathode
positive with respect to the anode, the device has a very high impedance. Under
normal circumstances the thyristor will fail to conduct current in any direction. If
a voltage is applied such that if the thyristor were a diode it would conduct in the
forward-biased direction, then application of a very small current between the gate
and the cathode will cause the thyristor to abruptly change from nonconducting to

Anode Anode
P
n
Gate F
p Gate
n
Cathode Cathode
FIGURE 4.74 Thyristor device and circuit

symbol.
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conducting mode. The turn-on is rapid (within a few microseconds) and, once
turned on, the thyristor will remain on, even if the gate current is removed.

Once triggered into conduction, the thyristor will turn off again only when the
current flowing through it is reduced below a critical value. This minimum con-
ducting current is called the holding current and may range between a few mi-
croamps to a few tens of milliamps. Thyristors are additionally connected in series
with a resistor, which serves to limit the current to a safe value. The basic thyristor
function is that of a power-control device, and thyristors are used extensively for
switching mains electricity and as speed controllers for d.c. motors.

The Triac

The triac (or bidirectional thyristor) is similar in operation to the thyristor but differs
in that it can be switched into conduction in either direction. In essence, the triac
is equivalent to two thyristors mounted back to back. Triacs find application to
switching in full-wave alternating power supplies.

Amplifiers

In general, electronic amplifiers are supplied with energy from a d.c. source. An
input signal to the circuit controls the transfer of energy to the output, and the
output signal should be a higher-power version of that supplied to the input.
The amplifier does not, however, function as some magical source of free energy.
The increased power across the amplifier is invariably drawn from the supply.

The term amplifier is actually a shortened form of the complete specification
voltage amplifier. This has transpired because most amplifiers are intended to mag-
nify voltage levels. Any other type of amplifier is normally prefixed with the name
of the quantity which is amplified (e.g., current amplifier, charge amplifier or power
amplifier).

Amplifiers may be broadly classified with reference to the frequency range over
which they are designed to operate. In this respect there are two general categories:
wide-band and narrow-band amplifiers. The names are self-explanatory in that the
wide-band amplifier exhibits a constant power gain over a large range of input
signal frequencies. The narrow-band (or tuned) amplifier, on the other hand, pro-
vides a power gain over a very small frequency range. This gain is usually expressed
in decibels and is defined by equation (4.58).

The bandwidth of an amplifier is used in the same context as before to define
the operating frequency range. In this respect the —3 dB amplitude ratio is used
consistently to define the upper and lower input signal frequencies at which the
power transferred across the amplifier is halved.

Using the system model, the amplifier can be represented as shown in Figure
4.75. In the figure the amplifier is shown enclosed within the broken lines. There
is a single input, a single output, and one common connection. The amplifier also
features an internal input impedance, shown as resistance R,, and an internal output
impedance, shown as resistance R,. In fact, the input and output impedances could
have both inductive and capacitive components as well as the simple resistances,
as shown in the figure.

Connected to the input stage of the amplifier is a voltage source, V,, and its
associated internal resistance, R,. This could be taken to represent some form of
transducer having a low-voltage output in the millivolt range. At the output stage
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FIGURE 4.75 System representation of an amplifier.

the amplifier acts as a voltage source where A, is the voltage gain. The output is
shown connected to an external load, R,, which might be considered to be a re-
cording instrument such as a digital voltmeter.

Considering the input stage, it may be shown, from Ohm’s law, that

v

This equation indicates that the voltage applied to the amplifier input stage, V,, will
approach the source voltage, V,, only when R, tends to infinity. The amplifier should
therefore ideally have a very large input impedance to prevent serious voltage at-
tenuation at the input stage. By a similar argument, the output impedance, R,
should be very small in comparison to the load resistance, R,, for maximum voltage
gain.

Effect of Feedback on Amplifiers

The amplifier illustrated in Figure 4.75 is specified by its input and output impe-
dances and its open-circuit gain, A,, this gain being obtained when the load resis-
tance is infinite. These parameters are not fixed but will vary with ambient
temperature, power supply voltage, and variation with age. The adverse effects of
these variabilities can be minimized through the application of negative feedback.

One particular method of obtaining negative feedback is the so-called series
voltage method (see Figure 4.76). The feedback system in Figure 4.76 is applied
by connecting a potentiometer across the output terminals and tapping off a fraction,
B, of the output signal. This fraction is connected in series with the input and with
a polarity which will always oppose the input signal. Assuming both that the input
impedance of the amplifier is very large in comparison to the internal resistance of
the voltage source and that the resistance of the potentiometer is very large in
comparison with the output impedance of the amplifier,

Vi=Vi=B-V, (4.104)

Since V, = A, -V, then V, = A, -V, — B+A, -V, The overall gain of the system
with feedback, A;, is
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FIGURE 4.76 Series voltage method of negative feedback.
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Equation (4.105) shows that the feedback loop has reduced the original gain by
the factor (1 + B+ A,). If, in addition, the original gain A, was in itself very large
such that B - A, >> 1, then

A =AJB-A) =1/B (4.106)

Under the above circumstances the overall gain of the system with feedback is
essentially dependent only on the feedback fraction, 8. Any changes, therefore,
which alter the original gain, A,, of the amplifier will not affect the gain of the
overall system with feedback.

Consideration of the system with and without the feedback loop shows that the
effect of series voltage negative feedback is to increase the input resistance by the
factor 1 + B+ A, and to reduce the output resistance by the same factor. Both these
effects are of benefit to the operation of the system. These comments refer only to
a negative feedback system using the series voltage method. Other methods of
obtaining negative feedback can be used, including series current feedback, shunt
current, and shunt voltage feedback. These alternative methods have different ef-
fects on the overall gain and on the input and output impedances of the amplifier.

Noise and Distortion in Amplifiers

Noise is inherently present in all electronic amplifier systems. The source of the
noise is due to a number of effects, which include the random charge movements
within solid-state devices, thermoelectric potentials, electrostatic and electromag-
netic pick-up, and interference from the power supply. The noise is fairly evenly
distributed across the whole frequency spectrum and appears superimposed upon
the amplified input signal. If the noise is generated at the input stage of the amplifier
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then the signal-to-noise ratio is not improved by feedback. This ratio can, however,
be improved if an intermediate amplifying stage, free from noise effects, can be
included in the system.

Distortion is another undesirable feature which arises when the amplifier input/
output (or transfer) characteristic deviates from an ideal linear relationship. If the
transfer characteristic is linear then the output signal will be a faithful amplified
replica of the input. A nonlinear characteristic will give a distorted output, and a
nonsinusoidal output will be generated from a sinusoidal input. Distortion is usually
associated with a high level of input signal, which overextends the linear operating
range of the amplifier.

Amplifier Frequency Response

The frequency response of an amplifier is usually illustrated as a plot of the gain
in decibels against the input signal frequency. The graph is called a Bode plot and
the phase relationship between the output and input is also shown for completeness.
Figure 4.77 illustrates the frequency characteristics for a typical wide-band ampli-
fier.

In the figure the bandwidth between the —3 dB cut-off frequencies is determined
either by the characteristics of the active devices used to make the amplifier or by
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FIGURE 4.77 Frequency response for a wide-band amplifier.
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other frequency-dependent elements in the amplifier circuit. The upper limiting
frequency is fixed by the charge transit time through the active device. In practice,
any stray capacitance, which is manifested as a parallel capacitance in the system,
will considerably reduce the upper limiting frequency. In theory, the active device
will respond to frequencies down to 0 Hz but, because of the variabilities due to
aging effects, a lower cut-off frequency is often imposed by including series ca-
pacitors on one or both of the input connections.

Positive Feedback and Stability

In Figure 4.76 a negative feedback signal is produced by using a series voltage. If
the phase of the series voltage were changed such that the feedback signal aug-
mented the input, then the nature of the feedback loop would become positive. With
this positive feedback system the overall gain would then become

A=A~ B-A) (4.107)

Positive feedback therefore increases the overall system gain. If indeed the prod-
uct B - A, is made equal to unity then the overall gain becomes infinite. Positive
feedback, however, is inherently unstable, since the output signal tends to increase
indefinitely in an uncontrolled manner. Systems with positive feedback are found,
nonetheless, in oscillator circuits where the amplifier produces its own input signal
via a positive feedback loop.

The Operational Amplifier

Modern amplifier systems rely less on discrete active devices such as transistors
and much more on the large range of integrated circuits which are readily available.
One of the most prevalent operational amplifiers based on integrated circuit tech-
nology is the generic type SN72741, or, as it is often abbreviated, the 741. The
741 consists of 20 bipolar transistors, 11 resistors and one capacitor. Figure 4.78
shows the usual representation of the 741 operational amplifier (op-amp).

The internal circuitry is quite complex but is conveniently reduced to the basic
schematic form shown in the figure. The operational amplifier consists of an output,
an inverting input, and a noninverting input. The circuitry in addition, requires a
bipolar power supply, which may range between *3 to =18 V. There is also
provision for an offset null on connection pins 1 and 5. For the most part the offset
pins can be ignored.

The operational amplifier has a high input impedance, a low output impedance,
and a very high open-circuit gain, A. Ideally, the gain should be infinite. The band-
width should also be infinite but the 741, for example, has an effective bandwidth
limited between 0 Hz and about 1 MHz.

For operational amplifiers such as the 741 there are a number of standard circuits
which are used routinely to perform specific functions.

Inverting Amplifier. Figure 4.79 shows an op-amp wired up for an inverted out-
put. The input current, i,, is given as V,/R, and, because the amplifier input im-
pedance is very high, the current flowing into the input terminal is approximately
zero. This is equivalent to having the potential available at point E equal to zero.
For this reason, E is referred to as a virtual earth. From Kirchhoff’s first law, it is
apparent that i, = —i,. Thus, V,/R, = —V,/R,, and the gain can be written as
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FIGURE 4.78 SN72741 operational amplifier.
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Provided the open-circuit gain of the amplifier is very high, the overall gain
with this negative feedback system is given by the ratio of the two external resistors
and is independent of the open-circuit gain.

Unity Gain Amplifier. Figure 4.80 depicts a unity gain amplifier in which no
external resistors are wired into the circuit. The unity gain amplifier is also known
as a voltage follower or a buffer amplifier. This type of amplifier circuit is often
used in instrumentation systems where the internal resistance of a voltage-
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FIGURE 4.80 Unity gain amplifier.

generating transducer and that of the voltage-recording instrument are so poorly
matched that the transducer voltage is seriously attenuated. This situation arises
when the transducer internal resistance is large in comparison to that of the re-
cording instrument. Since the buffer amplifier has a large input impedance and a
low output impedance, it can be interfaced between the transducer and the recording
instrument to provide optimum impedance matching. This gives a low source im-
pedance and high destination impedance between both the transducer and amplifier
and also between the amplifier and the instrument.
Summing the voltages round the amplifier in Figure 4.80 gives

V,+V, =V,

Since the internal impedance of the amplifier is very large then V, is effectively
zero and the gain is

ViV, =1 (4.109)

Noninverting Amplifier. Figure 4.81 shows the operational amplifier connected
up for a non-inverting output. Assuming that the currents through resistors R, and
R, are equal and that point E is a virtual earth,

vi_vV.-V
R, R,
Hence,
V, R, +R
Vi R,
Since E is a virtual earth, then V, = V| and
V, R,+R,
Zo 2 T T 4.110
v, R] ( )

If, in addition, R, >> R,,
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FIGURE 4.81 Noninverting amplifier.
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Summing Amplifier. The summing amplifier is shown in Figure 4.82. As point E
is a virtual earth, then

iy =i i+

Therefore,

Vi

FIGURE 4.82 Summing amplifier.
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v, i v, W
L= Ly 243
R, R, R, R,
or
Vi vV
= - + 2+ :
V,= -R, [ RTRTR (4.112)

If the resistances used in the circuit are all of equal value, the output voltage
will be equivalent to the summation of all the input voltages and with a reversed
sign. Subtraction of any of the voltages can be performed by reversing its polarity,
i.e., by first passing the voltage through a unity gain inverting amplifier before it
is passed on to the summing amplifier.

Integrating Amplifier. The integrating amplifier uses a capacitor, as opposed to a
resistor, in the feedback loop (see Figure 4.83). The voltage across the capacitor is

1/cf idt
0

Since E is a virtual earth, i, = —i,. Therefore, i, = —(V,/R)). The voltage across
the capacitor, which is, in effect, V,, is

V, = —(1/0) L (V,/R)dt = —(1/CR,) fo V,dt 4.113)

Thus, the output voltage is related to the integral of the input voltage.

Apart from various mathematical processes, operational amplifiers are also used
in active filtering circuits, waveform generation and shaping, as a voltage compa-
rator, and in analog-to-digital (A/D) and digital-to-analog (D/A) conversion ICs.

(o4
I
1
iz
Ry ;
o~ Il | ; >
E A b-——o0
+
Vi Vo

o _; O

FIGURE 4.83 Integrating amplifier.
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The Differential Amplifier

The differential amplifier (or subtractor) has two inputs and one output, as shown
in Figure 4.84. The differential amplifier yields an output voltage which is propor-
tional to the difference between the inverting and the noninverting input signals.
By applying the superposition principle, the individual effects of each input on the
output can be determined. The cumulative effect on the output voltage is then the
sum of the two separate inputs. It can be shown therefore that

V, = (R,/R)IV, — V] (4.114)

The input signals to a differential amplifier, in general, contain two components;
the common-mode and difference mode signals. The common-mode signal is the
average of the two input signals, and the difference mode is the difference between
the two input signals. Ideally, the differential amplifier should affect the difference-
mode signal only. However, the common-mode signal is also amplified to some
extent. The common-mode rejection ratio (CMRR) is defined as the ratio of the
difference signal voltage gain to the common-mode signal voltage gain. For a good-
quality differential amplifier the CMRR should be very large.

Although particularly important to the differential amplifier, the common-mode
rejection ratio is a fairly general quality parameter used in most amplifier specifi-
cations. The 741 op-amp has a CMRR of 90 dB, and the same signal applied to
both inputs will give an output approximately 32,000 times smaller than that pro-
duced when the signal is applied to only one input line.

Instrumentation Amplifier

Instrumentation amplifiers are precision devices having a high input impedance, a
low output impedance, a high common-mode rejection ratio, a low level of self-
generated noise, and a low offset drift. The offset drift is attributable to temperature-

R

I

Ry

(o g 1 [[ -
O

PR | +

1
Vs R4 v,
V2 R3
O L g 4 O
L

R
Vo==I[Vo-V
o R1 [ 2 1]

FIGURE 4.84 The differential amplifier.
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dependent voltage outputs. Figure 4.85 shows the schematic representation of a
precision instrumentation amplifier.
The relationship between output and input is

V, = (R,/R)[1 + 2(R,/R)V, (4.115)

The first two amplifiers appearing in the input stage operate essentially as buffers,
either with unity gain or with some finite value of gain.

A number of instrumentation amplifiers are packaged in IC form, and these are
suitable for the amplification of signals from strain gauges, thermocouples, and
other low-level differential signals from various bridge circuits. Kaufman and Seid-
man (1988) give a good practical coverage on the general use of amplifiers.

Power Supplies

Previously the use of pn junction diodes was illustrated as a means of a.c. voltage
rectification. Both the half-wave and full-wave rectification circuits give outputs
which, although varying with respect to time, are essentially d.c. in that there is no
change in polarity. These rectification circuits provide a first stage in the production
of a steady d.c. voltage from an a.c. power supply. Some further refinements are,
however, added to the circuits to reduce the variation (or ripple) in the d.c. output
voltage. The ripple factor can be greatly reduced by adding a reservoir capacitor,
as shown in Figure 4.86, which is connected in parallel with the load.

A further reduction in ripple can be achieved by using a full-wave rectification
circuit, since there are then twice as many voltage pulses and the capacitor discharge
time is halved. The reservoir capacitor is, of necessity, quite large, and electrolytic
capacitors are often used in this application. A leakage resistor is also frequently

Vom B [1+ 22 ],

R3 R

FIGURE 4.85 Precision instrumentation amplifier.
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FIGURE 4.86 Half-wave rectification circuit with reservoir capacitor.

connected in parallel with the reservoir capacitor as a safety feature. In the event
that the load is disconnected leaving the reservoir capacitor fully charged, the leak-
age resistor will dissipate the charge safely. For applications where the reservoir
capacitor still cannot reduce the ripple to an acceptable level an additional ripple
filtering circuit may be added.

Further enhancement might include a variable resistor either in series or in par-
allel with the load. The function of the variable resistor is to allow regulation of
the voltage supplied to the load. The Zener diode discussed above is often used in
this capacity to provide a stabilized voltage supply.

For high-power systems thyristors are used in place of diodes as the rectification
element. The controlled conduction properties of thyristors allow close control to
be exercised on the power supplied to the load.

Analog and Digital Systems

Thus far this chapter has been concerned with purely analog systems in which the
circuit currents and voltages are infinitely variable. Digital systems, on the other
hand, operate between one of two possible states, “off”” or “on” (conducting or
not conducting), and, as such, digital systems are essentially discrete in their op-
eration.

Boolean Algebra

The basic rules of Boolean algebra are conveniently described with reference to
simple manually switched circuits. In the binary notation a 0 denotes that the switch
is off and a 1 that the switch is on. The 0 and 1 can also be taken to represent the
absence or presence, respectively, of a voltage or a current.

Logical AND. Figure 4.87 shows a simple AND circuit. Obviously, the lamp will
light only when both switches A AND B are closed. Writing this as a Boolean
expression,
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A

O/C O/(‘r

< (5) s

FIGURE 4.87 Simple AND circuit.

F=AANDB (4.116)

where A, B, and F are Boolean variables denoting switches A, B and the lamp,
respectively. The logical operator AND is denoted by a dot, thus:

F=AB
or

F=AB 4.117)

Logical OR. Figure 4.88 shows the simple OR circuit. It is clear that the lamp
will light in the OR circuit when either switch A OR switch B is closed. As a
Boolean expression, the OR function is written

F=AO0RB

F=A+B (4.118)

The + sign is used to denote the logical OR and must not be confused with the
arithmetical meaning.

A

o o

B
O/C

FIGURE 4.88 Simple OR circuit.
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The AND and the OR are the basic logical functions, and quite complex switch-
ing circuits can be represented by them in Boolean form.

Logical NOT. The NOT function is the inverse complement, or negation of a
variable. The negation of the variable A is A. Thus, if A = 1, then A = 0 and vice
versa.

Logical NAND. The NAND function is the inverse of AND.
Logical NOR. Similarly, the NOR is the inverse of OR.

Exclusive OR. 1In Figure 4.88 it can be seen that the lamp will also light when
both switches A and B are closed. The exclusive OR is a special function which
does not enable an output when both switches are closed. Otherwise the exclusive
OR functions as the normal OR operator.

The logical functions may also be represented in a tabular form known as a
truth table. This table indicates the output generated for all possible combinations
of inputs and is illustrated in Figure 4.89 for the AND and NAND operators with
three inputs A, B, and C.

Using the basic logical functions, the Boolean identities are specified in Table
4.3. In this table a O can be taken to represent an open circuit, while a 1 represents
a short circuit.

Using a truth table, it is easy to prove the validity of various logical expressions
by evaluating both sides, e.g.,

A 8 C AB.C AB.C
0 0 0 0 1
0 0 1 0 0
0 1 0 0 0
0 1 1 0 0
1 0 0 0 0
1 0 1 0 0
1 1 0 0 0
1 1 1 1 0

FIGURE 4.89 Truth table for AND and NAND
operators with three imputs.

TABLE 4.3 Boolean Identities
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AB + C) = AB + AC
A+ B).A+C)=A+BC
A+AB=A+ B etc.

The first example shows that the parentheses may be removed by multiplying out,
as in normal arithmetic. The second two examples have no arithmetic counterpart.
De Morgan’s theorem states that, in any logical expression, AND can be replaced
by OR and vice versa, provided that each term is also replaced with its inverse
complement. The resulting expression is then the inverse of the original.

Example 1
From ABC we negate to

Hence,

Example 2
From F' = AB + CD we negate to

F=@A+B)+ (C+D)
Applying De Morgan again,
F=(A+ B).(C+ D)

The equivalence of the original and the final expressions in the above two examples
may be checked by using a truth table.

Digital Electronic Gates

The principles of Boolean algebra have been considered with respect to manually
switched circuits. In modern digital systems the switches are formed with transistors
for speed of operation, and they are generally referred to as gates. Over the years,
various technologies have been developed in the manufacture of logic gates. The
earliest forms of electronic gate were based on the unidirectional conduction prop-
erties of diodes. Diode logic gates have now been superseded by transis-
tor—transistor logic gates (TTL) or the more recent CMOS family of logic gates.
The internal construction and operation of modern logic gates may be quite
complex, but this is of little interest to the digital systems designer. Generally, all
that the designer need know is the power supply voltages, the transient switching
times, the “fan out” and the ‘““fan in.” Fan out refers to the number of similar gates
which can be driven from the output of one gate. Fan in denotes the number of
similar gate outputs which can be safely connected to the input of one gate.

TTL. The TTL family is based on the bipolar junction transistor and was the first
commonly available series of logic elements. TTL logic gates are rapid-switching
devices (the SN7400, for example, takes just 15 ns to change state). The standard
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power supply is 5 V with a low tolerance band of +0.25 V. This, in turn, neces-
sitates a reliable power supply regulation which is reasonably facilitated through
the great variety of supply regulators which are now available in IC form. For the
5N74 series TTL ICs, the fan out is about 10.

A TTL-based system can draw quite large instantaneous loads on a power sup-
ply, and this can result in substantial interference spikes in the power lines. Since
the spikes can upset the normal operation of the system, it is common practice to
connect small capacitors directly across the power lines, as close to the TTL ICs
as possible. One capacitor, 0.1-10 uF, per five ICs is sufficient in most instances.

TTL circuits are continually being improved, a major advance has been the
introduction of the low-power Schottky TTL circuits. These use the same generic
code numbers as the standard series, but have “LS” inserted before the type code
(e.g., SN74LS00). The operating speed is about twice as high and the power con-
sumption is about 20% that of the standard series. Schottky devices are, however,
slightly more expensive.

CMOS. The problematic features of the power supply associated with the TFL
family of logic devices have been largely responsible for the growth of its major
competitor, CMOS. CMOS ICs are based on the field effect transistor and can
operate off a range of power supply voltages between =3 V to =18 V. CMOS
devices dissipate very little power, are very cheap, and are simple in operation. The
fan out is about 50 and they have a far greater immunity to power supply noise.
The noise immunity of CMOS devices means that there is no requirement for
smoothing capacitors to the extent that they are generally found in TTL circuitry.

There are also some disadvantages associated with CMOS devices, the main one
being that CMOS is slower than TTL, roughly about one-tenth of the equivalent
TTL circuit. CMOS ICs are also very sensitive to electrostatic voltages. Manufac-
turers do build in some safety features to reduce the electrostatic sensitivity, but
CMOS devices must still be handled with due care. Table 4.4 gives a brief com-
parison between TTL and CMOS devices.

Gate Symbols

Having defined a system output in terms of a Boolean expression, the actual circuit
can be constructed using the required gates selected from the logic family chosen.
Generally, the design will be centered round the more readily available NAND and
NOR logic gates. In laying out a gate interconnection diagram, standard symbols
are used to represent the individual gates. Unfortunately, no universal set of symbols

TABLE 8.4 Comparison between TTL and CMOS

Devices

Property TTL CMOS
Power supply 5V +025V 3Vito 18 Vdec.
Current required Milliamps Microamps
Input impedance Low Very high
Switching speed Fast—10 ns Slow—300 ns
Fan out 10 50
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has emerged, and several systems are in current use. Figure 4.90 summarizes the
most common gate symbol systems.

Logic Systems Using Simple Gates

A vending machine which dispenses either tea or coffee can serve as an illustrative
example. The logic circuit may be realized using AND gates as shown in Figure
4.91.

The money input is common to both gates, and the system, although workable,
has a minor fault in that if both buttons are pressed, after the money criterion is

Logic ASA
function +BS 3939 150 (Us)

— ) — — )
AND - & — & — =]

= —
wn | Lo Lob | T

—‘ — e
Exclusive — —
JEDIETNED,
(XOR) — -

—
Invertor —*:}- — | o -—‘>o—

FIGURE 4.90 Gate symbol systems in current use.

C S U —
G,

M——e

Tea
T G,

FIGURE 4.91 Logic circuit for drink-vending machine.
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satisfied, then the output will be both tea and coffee. This fault can be designed
out of the system by extending the logic circuit as shown in Figure 4.92.

The extended system incorporates a NAND gate and an additional AND gate.
If both buttons are now pressed, then the output from G, will be 0. With the output
1 from G,, the output from G, will be 0 and the machine will dispense tea. On
either button being pressed on its own and the money input criterion being satisfied,
the correct drink will be output. The operation of the extended system is verified
in the truth table shown in Figure 4.93.

By inspection of Figure 4.92, the system can be represented in Boolean expres-
sions as

Coffee = (CM) . (CT) (4.119)
Tea = TM (4.120)

where C, T, and M represent the coffee button, tea button, and money input, re-
spectively, and the overbar represents the inverse complement as usual.
Using De Morgan’s theorem the system may alternatively be written as

Coffee = (C + M) + (C + T) (4.121)

Tea=T+ M (4.122)

) G

3 Coffee
‘ Gy
c G,y

M

G, Tea

)
T L/

FIGURE 4.92 Extended logic circuit for drink vending machine.

Inputs Outputs
c M T Coffee Tea
0 0 0 0 0
0 0 1 0 0
0 1 0 0 0
0 1 1 0 1
1 0 0 0 0
1 0 1 0 0
1 1 0 1 0
1 1 1 0 1

FIGURE 4.93 Truth table for drink vending ma-
chine.
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Thus, the same logic system can be implemented using one OR and three NOR
gates, as shown in Figure 4.94.

The validity and equivalence of equations (4.119)—(4.122) may easily be checked
using a truth table. Four logic gates are again required, but the circuit operates with
inverted input signals. This means that three inverters are also required in the circuit
as shown.

It is apparent that the logical function can be realized in several different ways,

e.g.,
Business = (C + M) . (C + T) and Economy = TM

Using the above realization, the circuit takes the form shown in Figure 4.95.

Logic Systems Using NAND and NOR Gates Only

Logic gates are packaged as arrays of the same type in IC form. A typical example
is SN7408, which is a 14-pin DIL package containing four separate two-input AND
gates. Because the logic gates are marketed in this particular form, it is advanta-
geous to design the logic circuit using only one type of gate. This normally mini-
mizes the number of IC packages required. Figure 4.96 shows a two-input NAND
gate driving into a single-input NAND gate.

For the two-input NAND gate, the Boolean expression is

Business

M

* o
o

Economy

C—{>o—<
FIGURE 4.94 Logic circuit for an airline ticket-vending machine
using OR and NOR gates.

C_—{>o_ Business —D)i
e T —O-=
T jl>c ]

)5

FIGURE 4.95 Alternative logic circuit for airline ticket-vending machine.
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A
E
D

A 8 AB A.B A.B
0 0 0 1 0
0 1 0 1 0
1 0 0 1 0
1 1 1 0 1

FIGURE 4.96 AND realization using NAND gates.

F=A.B

Since F is then fed into a single-input NAND gate, which operates as an inverter,
then the final output is

F,=F=A.B=A.B

It is apparent therefore that the circuit given in Figure 4.96, using NAND gates,
performs the same function as the logical AND operator.

Figure 4.97 shows two single-input NAND gates with their outputs driving into
a two-input NAND gate. Following through the truth table, it can be seen that the
circuit performs the logical OR function. If the output F is then fed to another
single-input NAND gate (not shown in the figure), then the function performed will
be a logical NOR. It can be seen, therefore, that suitable combinations of NAND
gates can be made to perform the logical functions AND, OR, and NOR. Similarly,
it can be shown that the AND and OR functions can be realized using NOR gates
only. This is illustrated in Figure 4.98. The conclusion which can be drawn is that
any logic circuit can be realized using NAND gates or NOR gates alone.

Considering again the ticket-vending machine depicted in Figure 4.94, the single
OR gate may be replaced with a two-input NOR gate which then feeds directly
into a single-input NOR gate. This is shown in Figure 4.99. Note that NOR gates
are also used in place of invertors in the input signal lines.

By inspection of the circuit diagram the governing Boolean expressions are

A B A B | AB | AB
0 0 1 1 1 0
0 1 1 0 0 1
1 0 0 1 0 1
1 1 0 0 0 1

FIGURE 4.97 OR realization using NAND gates.
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B B
B
A | B |A+B| AtB=A+8 A B |a | & A+B=AB
0 0 1 0 0 0 1 1 0
0 1 0 1 0 1 1 0 0
1 0 0 1 1 0 0 1 0
1 1 0 1 1 1 0 0 1
FIGURE 4.98 OR and AND realizations using NOR gates only.
i O- Business
—>
c
1%
M
Economy
r—)
7

FIGURE 4.99 Logic circuit using NOR gates only for airline ticket-vending machine.

Business = (C + M) + (C + T)

=(C+M+(C+T1 (4.123)

Economy = T+M (4.124)

Equations (4.123) and (4.124) are identical to equations (4.121) and (4.122),
respectively. This, of course, must be true, since the circuits from which the ex-
pressions were deduced perform identical logical functions.

Similarly, the circuit in Figure 4.92, involving one NAND and three AND gates,
may be replaced by an equivalent circuit using only NAND gates. This equivalent
circuit is shown in Figure 4.100. Inspection of the circuit gives the Boolean ex-
pressions
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U%U

> Economy

FIGURE 4.100 Logic circuit using NAND gates only for airline ticket-vending machine.

T

Coffee = (C. M). (C. T
=(C.M.(C.D 4.125)
TeaQ=(T.M)=TM (4.126)

Perhaps as expected, the Boolean expressions are identical to equations (4.119) and
(4.120), which were deduced from the logic circuit of Figure 4.92.

The realization of Boolean expressions in either all NAND or all NOR gates
can be stated in the following simple rules:

1. NAND realization: First, obtain the required Boolean expression in AND/OR
form and construct the circuit required. The final output gate must be an OR
gate. Replace all gates with NAND gates and, starting with the output gate,
number each level of gates back through to the inputs. The logic level at the
inputs to all “odd” level gates must be inverted.

2. NOR realization: Obtain the required Boolean expression in OR/AND form.
The final output gate must be an AND gate. Replace all gates with NOR gates
and number each level of gates from the output back through to the input. The
logic level at all inputs to “odd” level gates must be inverted.

Application of these rules is best illustrated by, e.g.,
NAND realization of F = AB + C(D + E)

Figure 4.101 shows the realization of the function in AND/OR form. As inputs
D and E appear at an odd level of gate input they must be inverted. In terms of
the actual circuit this will mean that inputs D and E are inverted, using NAND
gates, prior to entering the NAND gate at level 4.

A similar procedure is adopted for a NOR realization of a Boolean expression.
The exclusive-OR function serves as an interesting example. Written as a Boolean
expression, the exclusive-OR is

F=A.B+A.B 4.127)

For the NOR realization, however, it is necessary that the final output gate is an
AND. The exclusive-OR function must therefore be manipulated such that the final
logical function in the expression is an AND. Using De Morgan’s theorem,
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A
—
B
-j : AB+C.(D+E)
C
B
D
E
A ——
=S
B

: (A.B).C.(D+E)
D D D _C__DD_ =A.B+C.{D+E)
C.AD+E)

FIGURE 4.101 NAND realization of a Boolean function.

F=A.B.A.B

=@+ B).A+ B)

Multiplying out this expression gives

—A.A+A.B+A.B+B.B

Since A. A = B. B = 0, the expression simplifies to

=A.B+A.B
=(.B).(A.B)
Using De Morgan again gives
F=A+B.(A+B (4.128)

The realization of this equation is shown in Figure 4.102.
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A

=
B

: (A +B).(A +B)

A
3 (A+8)
A A+B=A.B
_ 8
S e
B+AB
=AB +AB
=A.B
B Dc B
3 ! 2 ' 1

FIGURE 4.102 NOR realization of the exclusive-OR function.

Unused Inputs

Multiinput gates are also commonly available. In practical circuits, however, it is
important that any unused inputs are tied, i.e., they are connected either to the
positive voltage supply or to the zero voltage supply. The unused inputs are there-
fore set at either logic level 1 or at logic level 0, as required. In connecting an
unused input to the positive supply the connection should be made through a 1 kQ}
resistor. Failure to connect any unused inputs can result in intermittent malfunction
of the circuit or in harmful oscillations with attendant overheating.

Latches

It is often useful to freeze a particular binary sequence, and devices called latches
are used for this purpose. A latch has four inputs and four outputs. Normally the
outputs assume the same state as the inputs. However, when a control signal (known
as a strobe input) is taken to logic 1 the outputs are locked in whatever state they
were in at the instant of the strobe input going high. This enables the binary se-
quence to be captured without affecting the ongoing processes, whatever they may
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be. The latch therefore serves as a temporary state-recording device which may
subsequently be referred to during various interrupt operations.

The Karnaugh Map

The Karnaugh map provides an alternative representation of a Boolean expression
for all possible Boolean input combinations. In some respects the Karnaugh map
is like a truth table in that identical logical expressions display an identical pattern
on a Karnaugh map. The Karnaugh map, however, also has a great utility in sim-
plifying Boolean expressions in a systematic manner.

The Karnaugh map consists of a set of boxes in which each box represents one
possible combination of the Boolean input variables. The boxes are assigned either
a 1 or a 0 to indicate the value of the Boolean expression for the particular com-
bination of input variables that the box represents. The number of boxes required
is 2", where n is the total number of input variables. Although any number of input
variables can be represented, a practical limitation is about seven. Figure 4.103
shows the Karnaugh map for a four-input system. Within each box the unique
Boolean input combination is represented by assigning each variable the logic val-
ues indicated along the horizontal and vertical axes. These values conform to the
binary Gray code in which adjacent consecutive characters differ only in one vari-
able. This imparts a property to the Karnaugh map in that the adjacent squares
(vertically or horizontally) differ only in one variable. .

As an example, the Boolean expression, ¥ = ABCD + ABCD + ABCD is rep-
resented by the Karnaugh map given in Figure 4.104. The maps are drawn up by
placing a 1 in each box for which the combination of input variables makes the
logical expression have a value of 1. All the other boxes represent the combination
of input variables which make the expression have a logical value of 0. Usually
the 0 is not entered in the box.

A second example for consideration is

F =ABCD + AC + CD

The Karnaugh map for this expression is shown in Figure 4.105. It can be seen

AB
cD 00 01 11 10

00 | ABCD | ABCD | ABCD | ABCD

01 | ABCcD | ABCD | ABCD | ABcD

11 | ABcp | ABcp | ABcp | ABco

10 | ABcD | ABcD | AaBcD | ABcD

FIGURE 4.103 Karnaugh map for a four-input system.
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AB
cD 00 01 1 10
00
01 1 ABCD
11 1
10 1
—— ' pa— p—
ABCD ABCD

FIGURE 4.104 Karnaugh map for a Boolean expres-
sion (1), see text for definition.

AB
cD 00 01 1 10
F_‘—__“L____—_\ L
00 || 1 1 1 1 W CD
L - —— e ==
o1
R
11 1 L1 1L
\ ! | AC
| |
10 Pl L
| I A |
__\
ABCD

FIGURE 4.105 Karnaugh map for a Boolean ex-
pression (2), see text for definition.

that the term AC includes all four squares in which both A and C are included.
Similarly, the term CD also encompasses four squares on the map. It may be con-
cluded that in a four-variable expression any term which contains the four variables
will occupy one square on the Karnaugh map. Any term which contains only three
of the variables will occupy two squares, and any which contains only two of the
variables will occupy four squares. A term containing only one of the variables will
occupy eight squares in the Karnaugh map. The Karnaugh map may be used in a
reverse mode to deduce the Boolean expression.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



ELECTRICAL AND ELECTRONIC PRINCIPLES

ELECTRICAL AND ELECTRONIC PRINCIPLES 4.103

Minimization of Boolean Expressions
The principle of minimization is based on the Boolean identity A + A = 1. Thus,
F = ABCD + ABCD = ABC(D + D) = ABC (4.129)

The grouping of squares along any axis therefore enables the minimization, which
is typified by equation (4.129). An extension of this principle is shown in Figure
4.106. The Boolean expression depicted in this figure can be written as

F = ABCD + ABCD + ABCD + ABCD
= ABD(C + C) + BCDA + A)
= ABD + BCD

Minimization in the above example reduces the four terms in the expression to
two, each involving three variables. The groupings in the example are akin to the
idea of rolling the map into a cylinder about either axis to complete the two group-
ings as shown.

In extending the minimization principle to five variables the number of squares
required is 2° = 32. This is best handled as two sets of 16 squares in a top and
bottom arrangement. The 16-square layers represent the first four-input variables
and each layer accommodates the two possible input combinations for the fifth
variable. Higher numbers of input variables can be dealt with, but the map becomes
increasingly more difficult to handle.

In certain situations involving a number of input variables, particular combina-
tions of the variables never actually occur in practice. Under these circumstances
the output which would occur with these combination of variables is irrelevant. The
output can therefore have any value, since it is a situation that never occurs. Such

AB M - —
co 00 o1, ', 10
Ly
00 L1
- —
1
01
170 r—=7- '
— 1 I 1
, -4 ——a L——4-
r—n" |
I
10 b1 \
I ‘
: Lo
]

T

FIGURE 4.106 Extended minimization principle.
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input combinations are called “don’t care” conditions, and they can be incorporated
into a system to allow a simpler circuit realization.
The principle can be illustrated by means of an example:

F = ABCD + ABCD + ABCD

It is stated that the combination ABCD will never occur. Including the don’t care
condition in the expression gives

F = ABCD + ABCD + ABCD + {ABCD}, (4.130)

The don’t care combination is usually enclosed within parentheses and subscripted
with either x or 0.

The Karnaugh representation for the expression is shown in Figure 4.107 and
the don’t care condition is clearly indicated in the figure. By ignoring the don’t
care condition, minimization of the expression results in

F= BCD + ABD

If the network output is allowed to be 1 for the don’t care condition, the minimi-
zation yields

F =BD

The example evidently shows that considerable savings in the realization of an
expression can be made by including a relevant don’t care condition.

It is also worth bearing in mind that although the Karnaugh map can yield a
minimum gate solution to a given problem, it might not be an optimum solution.
In the real world other considerations may well dictate in terms of parts, design,
assembly costs, and the number of IC packages required.

A8
cD 00 01 1" 10
00
01 1 1
1 1 ¢
10

FIGURE 4.107 Karnaugh representation for
equation (4.130).
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Positive and Negative Logic

In considering the digital logic systems so far, no mention has been made of the
significance of the logic levels in terms of the actual voltages applied. Two possi-
bilities exist to differentiate between logic 1 and 0. In a positive logic system, logic
level 1 is represented by a more positive voltage level than logic level 0. Both logic
voltage levels could actually be negative, but many digital systems operate with a
voltage between 0 V and 0.8 V, denoting logic level 0, and a voltage between 2.4
V and 5 V, denoting logical level 1. This standard is used in the TTL and CMOS
series of logic devices.

In a negative logic system, logic level 1 is represented by a less positive voltage
than logic level 0. This standard applies to data-transmission interfaces where a
voltage in the range —3 V to —15 V denotes logic 1 and a voltage in the range
+3 V to +15 V logic 0. The large differentiation between 0 and 1 ensures good
immunity to electrical noise. These voltages, however, are not compatible with TTL
and CMOS devices, and interconversion ICs are required within the data-
transmission interface.

As an alternative to using the terms logic 1 and logic 0, “high” and “low” are
often substituted. In a positive logic system a transition from logic 0 to logic 1 can
be termed a transition from low to high.

The logic level definitions also influence the function of the logic device. Figure
4.108 shows two types of two input NOR gates. In Figure 4.108(a) the inputs are
negative logic and the output is positive logic. The NOR gate therefore performs
the logical AND function. In Figure 4.108(b) the inputs are positive logic while
the output is negative logic. This NOR gate therefore performs the logical OR
function.

Tri-state Logic

Tri-state logic does not represent three logic levels but denotes three states which
may be logic 1, logic 0, or “unconnected.” A separate enable input determines
whether the output behaves as a normal output or goes into the third (open-circuit)
state. Tri-state devices are used in applications where different logic devices are
required to be connected into output lines which are common to other logic devices
(for example, computer data buses). While one set of logic devices is transmitting
signals the other set is temporarily disconnected or disabled.

z 8
F=A+B=A.B F=A+B=A+8
(a) (b)

FIGURE 4.108 NOR gates using positive and negative logic
input/output systems.
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Sequential Logic Circuits

The logic circuits considered so far are all examples of combinational logic systems
where the output is determined by the combination of input variables present at
that time. Sequential logic circuits are those in which the outputs depend upon the
sequence of prior inputs. The main difference between sequential and combinational
logic systems is that the former circuits must possess some semblance of memory.
The basic memory element in sequential logic systems is provided by one of several
bistable gates, so called because of the two different but stable outputs which the
gates produce.

The SR Bistable (Flip-Flop). The term flip-flop is traditionally used with respect
to basic memory elements, and in the SR flip-flop “S” denotes Set and “R” denotes
Reset. The SR flip-flop was an early development, commonly constructed using
discrete transistors. The internal operation, in which two transistors alternate be-
tween the cut-off and saturated states, is of less importance than the external func-
tion which the device performs.

Using the systems approach, the SR flip-flop can be represented as shown in
Figure 4.109. The system shows the two inputs S and R and the two output lines
traditionally denoted as Q and Q. For sequential circuits the truth table is more
usually called a state table. The state table for the SR flip-flop is given in Figure
4.110. Each set of input variable values is considered for both possible states of
the output. This is necessary because the output values depend not only on the
input variable values but also on the current values of the outputs themselves.

R Q

FIGURE 4.109 The SR flip-flop.

Inputs Qutput changes
s R Qn _’an+1 6,, »6n+1
o] 0 0—-0 11
0 0 11 0->0
0 1 0-0 11
0 1 1-0 01
1 0 01 1->0
1 0 1->1 0-0
} : Not available

FIGURE 4.110 State table for the SR flip-flop.
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The operation of the SR flip-flop may be summarized as follows:

1. With § = 0 and R = 0, the output is not affected and remains as it was.

2. With § = 1 and R = 0, the output will change to Q = 1 if previously Q was
0. QO will remain at 1 if previously Q was 1.

3. With § = 0 and R = 1, the output will change to Q = 0 if previously Q was
1. O will remain at 0O if previously Q was O.

4. In all cases considered, the output Q will be the inverse complement of Q.

The SR flip-flop may be constructed using cross-coupled NOR or NAND gates,
as shown in Figure 4.111.

The T (Trigger) Flip-Flop. The T flip-flop is another bistable circuit having two
outputs, Q and Q, but only one input, 7. The T flip-flop changes state on every T
input signal and then remains in that state while the 7 input remains low.

The JK Flip-Flop. The JK flip-flop uses integrated-circuit technology and, since
it can perform both the SR and T flip-flop functions, it has become the most com-
mon flip-flop in current use. Figure 4.112 gives the state table and logic symbol
for the JK flip-flop. The state table is identical to the SR flip-flop with the exception
that the input condition J = 1, K = 1 is allowed. For these latter inputs the JK
flip-flop functions as a T flip-flop using an input clock signal, in the form of a
pulse train, as the trigger.

The JK flip-flop operates in a clocked or synchronous mode. In synchronous
mode, the J and K inputs do not in themselves initiate a change in the logic outputs
but are used to control inputs to determine the change of state which is to occur.
A pulsed input to the clock terminal (CK) then determines the timing of the state
changes. The clocked mode allows for precise timing of the state changes in a
sequential circuit.

JK flip-flops may also be provided with additional Set, S, and Clear, C, inputs,
which can be used to set output Q to 1 or clear output Q to 0 at any time. Multiple
J and K inputs are also commonly available to enable logical ANDing of multiple-
input signals.

A slightly more complicated flip-flop arrangement is the JK master—slave flip-
flop. This consists of a pair of SR flip-flops connected together by various logic
gates as shown in Figure 4.113. The JK master—slave flip-flop differs from the
simpler arrangement in that if the clock pulse is at logic 1, a logic 1 applied to
either J or K will not set the outputs. The new data, however, are accepted by the

R S

0 S o a
s e R D

FIGURE 4.111 SR flip-flops using cross-coupled gates.
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Inputs Outputs

“
=

Q,— Q44

0-0
1=1
0-0
1-0
0-1
1-1
01
1-0

NN X =X=X~]

FIGURE 4.112 JK flip-flop and corre-
sponding state table.

Master Slave

T

!
JU

o

c

FIGURE 4.113 The JK master—slave flip-flop.
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“master.” When the clock pulse returns to 0, the master is isolated from the inputs
but its data are transferred to the slave, with the result that Q and Q can then change
state. In a circuit involving many such flip-flops, the advantage of the master—slave
arrangement is that it can allow for synchronization of all the output state changes.

Registers and Counters

In the previous section it was shown that a logic level of 1 on a particular input
line to a flip-flop can set an output line to 1. In this way the flip-flop can perform
an elementary memory function. For a binary signal of length n bits, n flip-flops
are required to construct a memory device for the n-bit input signal. A group of
flip-flops used together in this manner constitutes a register.

Data may be entered into the register in a serial or a parallel manner. In the
parallel method the n-bit binary “word” is available on n input lines. Each line is
connected to its own flip-flop and the n data bits are entered simultaneously into
the register. In the serial entry method the data are available on only one input line
in a time sequence. They are entered consecutively and are timed into the register
by a system clock. Serial entry registers are also called shift registers, since the
data bits are entered into the first flip-flop and moved consecutively along into the
next flip-flop as the next data bit arrives at the first flip-flop, and so on. The serial
method of data entry requires as many shift and store operations as the number of
bits in the binary word. This means that the serial entry method is much slower
than the parallel method. Serial entry, however, is also much less expensive than
parallel entry.

Yet another type of register is the counting register. This consists of a number
of flip-flops arranged to store a binary word which is representative of the number
of input pulses applied at the input terminal. Using n flip-flops, a total count of 2"
can be made.

Counting registers (or counters) may be synchronous in which the state changes
in all the flip-flops occur simultaneously, or asynchronous in which the state
changes in various flip-flops do not occur at the same time. Figure 4.114 illustrates
an asynchronous, 3-bit binary counter composed of JK flip-flops.

All J and K inputs are held at logic level 1 and the input signal consists of a
pulse train fed to the clock input of the first flip-flop. In this mode the JK flip-flop
is operating as a T flip-flop. The output Q from the first flip-flop provides an input
for the clock of the second flip-flop, and so on through the network. The outputs
Q also form the binary representation of the counter, where A is the least significant

Logic 1

A 8 01
—iJ Q —J Q *~—J Q

JL - oK -

Input
clock Lk Lk L x
pulses

FIGURE 4.114 Asynchronous, 3-bit binary counter.
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bit, increasing through to C, which represents the most significant bit. The state
table and timing diagram for the counter are shown in Figure 4.115.

The state table shows that each flip-flop changes state when the next-less sig-
nificant flip-flop output changes from 1 to 0. The output signal from each flip-flop,
moving through the network, is at half the frequency of that of the previous flip-
flop. These output signals thus provide the correct binary count of the number of
input pulses applied to the input. The 3-bit binary counter can count up to a max-
imum of 8 decimal. If a ninth pulse is applied at the input, the count reverts back
to the initial zero setting and the count continues again as normal for further input
pulses.

Asynchronous counters are also referred to as ripple counters because of the
way that the changes of state ripple through the network of flip-flops.

« TANNARANN
« TN

Qc

Clock Flip-flop
pulses
c B A
0 0 0 0
1 0 0 1
2 0 1 0
3 0 1 1
4 1 0 0
5 1 0 1
6 1 1 0
7 1 1 1
0 0 0 0

FIGURE 4.115 State table and timing diagram for a 3-bit
binary counter.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



ELECTRICAL AND ELECTRONIC PRINCIPLES

ELECTRICAL AND ELECTRONIC PRINCIPLES 4.111

A synchronous version of the counter can also be realized using a network of
JK flip-flops. The synchronous counter additionally uses the outputs Q and Q of
each flip-flop, in logic gate networks, to produce the necessary control signals for
the J and K inputs. This ensures that all flip-flops change state correctly to the
desired state table for each clock pulse. The synchronous counter alleviates the
problems associated with transient operation inherent in the asynchronous counter.

There are, of course, many other types of flip-flop available, but the only one
of significant practical importance is the D flip-flop (see Figure 4.116), where the
“D” refers to Data.

In the D-type flip-flop the D input is fed directly into the J input line and the
inverse complement of D is fed to the K input line. This ensures that J and K are
always the inverse complement of one another. A logic 0 or 1 on the data input
will then flip (or flop) the outputs when the clock pulse is at logic 0.

Timers and Pulse Circuits

An essential feature of the flip-flop circuits described in the previous two sections
was the provision of a pulsed clock signal. Although timers can be designed using
discrete components, it is normal to design around the commonly available timers
which are already available in IC form.

Monostable. Figure 4.117 shows the 555 wired up for monostable operation.
When the trigger is taken from +5 V to O V (i.e., high to low), the output will go
high for a period determined by the values selected for R and C. The length of the
output pulse is given by 1.1RC.

The timer can deliver currents of more than 100 mA, and it can therefore be
used to drive a DIL reed relay directly. When such a relay is switched off, however,
the back e.m.f. generated by the relay coil could damage the timer. As a precaution,
a diode is normally connected in parallel with the relay coil, in the opposite direc-
tion to the current flow, to absorb the high induced voltage.

Astable. Figure 4.118 depicts the 555 wired up for astable operation. The 100 nF
capacitor is only required for TTL-based timers. In astable operation the output is
a continuous pulse train. The ON and OFF times can be controlled independently
within certain limitations with

ON time = 0.693(R, + R,)C 4.131)
OFF time = 0.693(R,)C (4.132)

Obviously, the ON time can only be equal to or greater than the OFF time. The

cK
D—cb——-1>o—K

FIGURE 4.116 D-type flip-flop.

]D.
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FIGURE 4.117 555 timer in monostable operation.
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c J‘ 100n
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FIGURE 4.118 555 timer in astable operation.

output signal, however, can always be inverted if, in a particular application, short-
duration positive pulses are required.

The maximum operating frequency for the 555 timer is about 500 kHz and the
minimum frequency, limited by the leakage of the capacitor, is about one cycle per
several hours.
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Alternative pulsed output circuits can be constructed using TTL or CMOS gates
(see Kaufman and Seidman 1988 and Watson 1983).

Digital Computers and Microprocessors

No coverage of digital electronics, however brief, can fail to give some cognizance
to the impact of the digital computer and its associated microprocessor. The modern
digital computer, although a complex digital system, consists of no more than the
basic logical sub-systems previously discussed. This includes AND, OR, NAND,
and NOR gates, registers, counters, and communication interfaces.

The main advantages of the microprocessor-based system are that the logical
functions for a particular application can be developed and implemented in soft-
ware, as opposed to electronic hardware. In many instances the microprocessor-
based system may actually be the cheaper alternative to a hardwired logic gate
circuit. The software is easy to alter in the event of incorrect system operation, and
the complete system can be tested as a simulation before being committed.

For relatively small logical switching applications (up to, say, 32 inputs) the
single-card (or single-chip) microcomputer represents an ideal low-cost solution
(see Milne and Fraser 1990). These microsystems can be used as dedicated devices
where all the system components reside on a single card or a single chip, respec-
tively.

Application-Specific Integrated Circuits (ASICs)

Application-specific integrated circuits are programmable logic devices (PLDs)
which have their internal logic configuration determined by the user, as opposed to
the manufacturer. The systems design engineer therefore customizes the actual sil-
icon building blocks to meet the requirements of the system. Such customization
provides for performance, reliability, compactness, low cost, and design security.
PLDs are available in both TTL and CMOS technology. The latter are erasable and
can be reprogrammed almost indefinitely. PLDs represent the fastest-growing seg-
ment of the semiconductor industry in recent times, and it can be expected that
they will play an increasingly important role in the design of digital logic systems
in the future.

Internally, PLDs consist of an array of AND gates connected to an array of OR
gates, with input and output blocks containing registers, latches, and feedback op-
tions. Figure 4.119 shows the general architecture of a programmable logic device.

In customizing the PLD the user essentially determines which of the intercon-
nections between the gate arrays will remain open and which will be closed. The
customization procedure, however, requires additional development tools, which
consists of:

1. A word processor to generate the source code.

2. Development software to transform the high-level language source code into a
fuse pattern for the PLD. The code which is generated is referred to as a JEDEC
file.

3. A PLD programmer to implement the program within the device.

The PLD programmer programs the PLD by “burning” the fuse pattern in the
memory array of the device. When returned to its normal operating mode, the PLD
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Feedback {programmable)

Input Programmable Output
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pins _—_\'> AND and OR array :> pins
Input Output
block block

FIGURE 4.119 General architecture of a PLD.

then performs the customized logic function. Horowitz and Hill (1989) provide a
reasonably detailed coverage on applications of programmable logic devices.

4.4 ELECTRICAL SAFETY

Electric Shock

Most serious injuries and deaths from electric shock occur from contact with the
mains electricity supply. In the United Kingdom, the mains supply is about 240 V
a.c., and in the United States it is about 110 V a.c. The live wire is at a higher
potential with respect to the earth. If a person is in contact with the ground, an
electric shock can be sustained by touching the live wire only. When a shock is
received the passage of the electric current through the body may cause muscular
contractions, respiratory failure, fibrillation of the heart, cardiac arrest, or injury
from internal burns. Any one of these can be fatal. The greatest danger occurs when
the current flows across the chest. This can happen either when the current flows
from one arm to the other or when it flows from one arm to the opposite leg.

The magnitude of an electric shock depends on the strength of the current, which
in turn depends on the voltage and the ohmic resistance of the body. The resistance
of the human body varies in different persons and is primarily dependent on the
resistance of the skin. This variability in skin resistance means that a ““safe” voltage
cannot be readily specified, and all voltages in excess of about 50 V must therefore
be regarded as being potentially lethal. If the skin is damp, either from water or
from perspiration, then the skin resistance is considerably reduced. Under such
circumstances the chances of an electric shock proving to be fatal are greatly in-
creased.

Injury can also be caused by a minor shock, not serious in itself but which has
the effect of contracting the muscles sufficiently to result in a fall.
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Electric Burn

Burns can be caused either by the passage of heavy current through the body or
by direct contact with an electrically heated surface. They may also be caused by
the arcing across a short circuit or as a result of an electrically originated fire or
explosion.

Any circuit brought near an induction heater will receive energy and heat will
be generated extremely rapidly. No rings or other metal objects should therefore be
worn when in the vicinity of an induction heater, nor should any metal be held in
the hands. In general, no part of the body should come within close proximity
(about a meter) to an induction heater.

Rescue

To render assistance to a person undergoing an electric shock the rescuer should
first attempt to isolate the circuit by switching off the supply. If the rescuer cannot
isolate the supply, he or she should try to break the victim’s contact with the live
apparatus by using insulating material. This material is essential to prevent the
rescuer from becoming a second victim.

If the victim is unconscious the rescuer should send for medical assistance and
start artificial resuscitation. This assumes, of course, that the rescuer is trained in
modern methods of such resuscitation.

Protection

Insulation. Electrical cables consist of one or more metal cores, which may be
single wires but are more usually stranded wire and surrounded by insulation. The
insulation serves to contain the flow of current and prevent a person from touching
the live metal and thereby receiving a shock.

Fuses. A fuse is a device which will melt when the current exceeds a predeter-
mined value. In operation, fuses serve as current-limiting devices, and they are used
for overload protection of electrical equipment. Two types of fuses are generally
available: rewirable and cartridge.

Fuses are specified by the maximum current that they can transmit and the
correctly rated fuse must be used at all times. A high-rating fuse must never be
substituted for a low-rating one.

Circuit Breakers. A circuit breaker is a mechanical device in the form of a switch
which opens automatically if the circuit which it controls becomes overloaded.
Circuit breakers may be operated magnetically or thermally, and they can also be
manually reset and adjusted. Plug-in circuit breakers are available and are recom-
mended for use with small electric power tools.

Earth-Leakage Protection. Normally there is no net flow of electricity to an elec-
trical device. The flow in from the live wire is exactly balanced by the return flow
in the neutral cable. If an earth fault develops, however, a leakage current will
result, and this can be detected by the earth-leakage apparatus. Modern earth-
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leakage devices are so sensitive that the supply is immediately disconnected before
a lethal current can be drawn from the mains. It should be noted that earth leakage
protection will operate only when the fault occurs between line and ground.

Isolation. Effective means of disconnecting cables or apparatus from the source
of supply must be provided so that maintenance, repair or alteration may be carried
out safely. This is achieved by isolating switches which have no automatic features.
Various circuits and motors should not share an isolation switch unless it is clear
that under no circumstances will it be necessary, or convenient, to use one circuit
while the other is being serviced.

Isolation switches should be capable of being locked in the OFF position but
not in the ON one. If the isolation switch cannot be locked it should be possible
to remove the fuse on the power line so that the line cannot be energized by
inadvertent closing of the isolation switch.

Earthing

The external metal casing of electrical apparatus and cables must be earthed for
three reasons:

1. To prevent the casing rising to a dangerous voltage if there is a fault such as a
short circuit between the conductor and the casing

2. To conduct any current away by a safe path

3. To ensure that the faulty circuit is automatically disconnected from the supply
by drawing sufficient current to blow the protective fuse or operate the circuit
breaker

Earthing consists of connecting the metal casing by means of a conductor to an
earth electrode. The earth electrode may be a buried pipe or other such conductor
which is known to be making an effective connection to the general mass of the
earth. Where the earth connection to a casing is made with a nut and bolt, a spring
washer or other similar locking device must be used. Earthing is a legal requirement
and must be effective at all times.

Double Insulation

Although the electricity regulations require all portable apparatus used at normal
mains voltage to have an earthing conductor, these can introduce their own hazards.
As a result, double-insulated or all-insulated apparatus is made which does not
require earthing. Double insulation means what its name says, and all live conduc-
tors are separated from the outside world by two separate and distinctive layers of
insulation. Each layer of insulation would adequately insulate the conductor on its
own, but together they virtually negate the probability of danger arising from in-
sulation failure. Double insulation avoids the requirement for any external metal-
work of the equipment to be protected by an earth conductor.
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Low-Voltage Supplies

Portable tools (particularly hand inspection lamps) can be a source of danger be-
cause they are subject to severe wear and tear and are likely to be used in confined
spaces where the skin resistance could easily be reduced by damp conditions. In
cases where work is carried out within confined metal enclosures, mains voltage
equipment must not be used. A double-wound transformer with a secondary center
tap to earth is allowable in these cases. This transformer gives 50 V for lighting
and 100 V for portable tools.

These few notes on general electricity safety are by no means extensive or
authoritative. Reference should always be made to the full guide to the regulations
(Health and Safety Executive 1989). Further recommended reading on electrical
safety guidelines can be obtained from Imperial College of Science and Technology
(1976) and Reeves (1984).
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SECTION 5
COMPUTING

Section Editor: Gordon Young
Author: lan Robertson

5.1 INTRODUCTION

Although the advent of computers in our everyday lives may seem very recent, the
principles of the modern computer were established before the existence of any
electronic or electromechanical technologies as we know them today, and electronic
computers were beginning to take shape in laboratories in 1945.

The work of Charles Babbage, a Cambridge mathematician of the nineteenth
century, in attempting to build an “‘analytical engine’” from mechanical parts, re-
markably anticipated several of the common features of today’s electronic com-
puters. His proposed design, had he been able to complete it and overcome
mechanical engineering limitations of the day, would have had the equivalent of
punched-card input and storage registers, the ability to branch according to results
of intermediate calculations, and a form of output able to set numeric bits in type.

Many purely mechanical forms of analog computer have existed over the last
few centuries. The most common of these is the slide rule, and other examples
include mechanical integrators and even devices for solving simultaneous equations.
Much of the development leading to modern electronic computers, both analog and
digital, began during World War II with the intensified need to perform ballistics
calculations. The development of radar at this time also provided the stimulus for
new forms of electronic circuits that were to be adopted by the designers of com-
puters. A further development of momentous importance to the technology of com-
puters, as it was for so many branches of electronics, was that of the transistor in
1949. Continued rapid strides in the field of semiconductors have brought us the
integrated circuit, which allows a complete digital computer to be implemented in
a single chip.

5.2 GENERATIONS OF DIGITAL COMPUTERS

Beginning with circuits consisting of relays, the history of the digital computer can
be seen as having fallen into four generations between the 1940s and today.

5.1
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First Generation

These computers were built with valve circuits and delay-line storage, physically
very massive, taking up complete rooms, requiring very large amounts of electricity
with corresponding high heat dissipation and low overall reliability, requiring ex-
tensive maintenance often resulting in engineers being on-site 24 hours per day.
Input/output was rudimentary (teleprinters, punched cards) and programming very
laborious, usually in a binary form that the machine could understand without
further interpretation.

Second Generation

Developed during the 1950s with transistorized circuits, these computers were fas-
ter, smaller, and more reliable than the first generation, but still large by today’s
standards. Magnetic core main stores with magnetic drums were used with tapes
as back-up, and line printers were employed for faster printed output. Programming
language translators emerged, resulting in the widespread use of Assembler-type
languages.

Third Generation

Developed during the mid-1960s, these computers were heralded by the integrated
circuit, allowing more compact construction and steadily improving speed, relia-
bility and capability. The range and capabilities of input/output and mass stor-
age devices increased remarkably. In the software area, high-level languages (e.g.,
FORTRAN, COBOL, BASIC) became common and manufacturers offered oper-
ating system software developed, for example, to manage time-sharing for a large
number of computer users or real-time process control.

Most significantly, a trend of downward cost for given levels of performance
was established. The minicomputer, aimed at providing a few users or even one
single user with direct access to and control over his own computing facility, began
to gain in numbers over the large, centrally managed computer system.

Fourth Generation

The semiconductor technology of large-scale integration (LSI) of the 1970s brought
complete computers on a chip, known as microprocessors, allowing further refine-
ment and enhancement of third-generation equipment.

Semiconductor memory has completely replaced core memory, and the contin-
uing reduction in size and cost has brought the personal computer, numbered in
millions of units supplied, truly within the reach of individuals in their own homes
or offices. The 1980s saw the arrival of very large scale integration (VLSI) and
ultra large scale integration (ULSI) applied to semiconductor memory and processor
circuit design. This has resulted in a scalar increase in the density of memory
capacity that can be packed onto a single chip, as well as the proliferation of
multiprocessors on a single board. Many computers of power and memory capacity
equal to or greater than that of the earliest minis can now be found on a single
board.
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The turn of the decade also saw the introduction of surface mount technology,
which broke through the previous barrier of physical limitation of the number of
connections that could be built between the memory or processor chip and the
outside world with which they communicated. This has also permitted closer pack-
ing of chips onto each board.

Fifth Generation

People disagree as to what will be the fifth generation of computer development
but some feel it will be the development of a “‘thinking computer” using techniques
developed from artificial intelligence research. Artificial intelligence techniques
have been used in specialized applications to develop what is known as expert
systems, but these cannot be regarded yet as thinking computers.

5.3 DIGITAL COMPUTER SYSTEMS

Digital computers in various forms are now used universally in almost every walk
of life. In many cases unseen, computers nonetheless influence people in activities
such as travel, banking, education and medicine. There is also a very wide range
of computers designed for use by people without technical skills or training in their
own homes. These are generally used for some form of entertainment or for intro-
duction to the wider subject of computing, but some are large enough and powerful
enough to support small businesses. There is also a growing range of truly portable
computers now available that will fit into briefcases or even pockets. As can be
imagined from the variety of applications, computers exist in many different forms,
spanning a range of price (from the smallest personal system to the largest super-
computer). Yet there are certain features that are common to all digital computers:

1. Construction from circuits that have two stable states, forming binary logic
elements.

2. Some form of binary storage of data.

3. Capability to receive and act on data from the outside world (input) and to
transmit data to the outside world (output).

4. Operation by executing a set of discrete steps or instructions, the sequence of
which can be created and modified at any time to carry out a particular series
of tasks. This ability to be programmed, with a program stored in the system
itself, is what gives great flexibility to the digital computer. Recent advances
have enabled changes to be made to a program dynamically while it is in op-
eration. In addition, modern techniques permit processing to be carried out on
the same set of discrete steps on more than one CPU at the same time within
the same logical computer. This technique is referred to as parallel processing.

The computer has also given rise to a whole new series of professions—those of
the computer programmer, systems analyst, data specialist, business analyst, and
computer operator—as well as the industry of designing, building and maintaining
computers themselves.
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Central Processor Unit

The CPU is where instructions forming the stored program are examined and ex-
ecuted and is therefore in control of the operation of the system. Instructions and
data for immediate processing by the CPU are held in main memory, which is
linked directly to the CPU. This general term covers the units that perform logic
decisions and arithmetic, collectively known as the arithmetic and logic unit (ALU).
See Figure 5.1.

In recent years considerable progress has been made on computers that contain
more than one discrete CPU. These are referred to as multiple processor computers.
The main area of difficulty in the development of these machines has not been in
the physical co-location of processors but rather in the design of the operating
system. It has to know which instructions can be operated upon simultaneously and
which require prior instructions to be completed. It should also be noted that
multiple processor computers could operate in two distinct modes. In parallel proc-
essing each processor is operating on the same instruction at the same time. This
is particularly useful in fail-safe or nonstop critical applications. In multiprocessing,
each processor is operating on a different instruction and each instruction is pro-
cessed once only. This does not give the fail-safe advantages but does provide large
gains in speed of processing overall.

Input/Output

This is the structure, which provides optimum communication between the CPU
and other parts of the system.

Peripherals

These are the devices external to the CPU and memory, which provide bulk storage,
human/machine interaction, and communication with other electronic systems.

Memory

CPU < | >

peripheral peripheral

FIGURE 5.1 Components of a computer system.
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BUS Paths

These act as the vehicle for the passing of data and program instructions between
all other parts.

5.4 CATEGORIES OF COMPUTER SYSTEMS

Several distinct categories of computer system can be identified. Going from least
to most comprehensive and powerful, these are described in subsequent sections.

Microcomputers

Microcomputers are the most widely available computers, with today’s microcom-
puter being much more powerful than mainframes of even 5 years ago. Very few
people in Western society have not come into contact with microcomputers. They
are not only in use in direct applications but can also be found in domestic appli-
ances, automobiles, etc.

The first microcomputers were appearing in the mid-1970s and were mainly
intended for use by specialist engineers requiring computing power remote from
central resources for large and intricate calculations. However, they were still large
and expensive by modern standards and so did not come into general use.

The second half of the 1970s saw the introduction of mass-produced (and hence
cheap) microcomputers, often with an integral screen, such as Apple, Nascom, and
the Commodore PET. These were aimed initially at the personal market and great
numbers were sold on the basis of video games provided for them. This quickly
led to microcomputers being developed for the business sector. These possess mem-
ories and facilities far exceeding those of early minicomputers and, in some cases,
on a par with smaller mainframes.

The late 1990s saw the rapid adoption of microcomputers by society in general
with considerable home ownership of computers.

Microcomputers fall into two basic categories—desktop and portable.

Desktop computers (also called personal computers) are small enough to fit onto
the desk. They usually consist of at least a keyboard, mouse, display screen, mem-
ory, processor, and disk drive although more and more home computers also have
multimedia peripherals to enable sound and video output. Mostly they are used to
run a set of purchased easy-to-use application software. Some desktop computers
are referred to as workstations, but the distinction between a workstation and a
basic desktop computer has become blurred. Workstations were designed to run
more advanced applications (such as engineering design software) and consequently
were much more powerful versions of desktop computers. However the develop-
ment of the desktop computer, particularly to meet the demands of the home video
game market, has meant that there is little to distinguish between the desktop com-
puters and workstations.

Portable computers are microcomputers that are both small enough and light
enough to carry around. Although names such as notebook computer and sub-
notebook computer are still used, there are really only two types of portable com-
puters—the notebook and the personal digital assistants (PDA).
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Notebook computers weigh between 1 and 4 kgs and usually consist of the same
configuration as the desktop computer but are made with components that are much
lighter in weight (and generally more expensive). They can run the same applica-
tions software as the desktop computers and use the same operating system soft-
ware. The price of notebooks is such that a number of people are purchasing
notebook computers in preference to desktop computers to save space on their desks
or because they want to use the same computer at work and away from the office.

Personal digital assistants (PDAs) also known as palmtop computers, handheld
PCs, or mass access devices (MADS), are very small computers that usually fit into
the pocket and run a restricted set of applications—usually diary management, task
list management, note taking and e-mail.

Minicomputers

Since its introduction as a recognizable category of system in the mid-1960s, with
machines such as the Digital Equipment Corporation PDP8, the minicomputer has
evolved rapidly. It has been the development that has brought computers out of the
realm of specialists and large companies into common and widespread use by non-
specialists.

The first such systems were built from early integrated-circuit logic families,
with core memory. Characteristics were low cost, ability to be used in offices,
laboratories, and even factories, and simplicity of operation allowing them to be
used, and in many cases programmed, by the people who actually had a job to be
done, rather than by specialist staff remote from the user. These were also the first
items of computer equipment to be incorporated by original equipment manufac-
turers (OEMs) into other products and systems, a sector of the market that has
contributed strongly to the rapid growth of the minicomputer industry. They led to
the development of the microcomputer with early microcomputers being formally
minicomputers but now made onto a single chip.

Applications of minicomputers are almost unlimited in areas such as laborato-
ries, education, commerce, industrial control, medicine, engineering, government,
banking, networking, CAD/CAM, CAE, and CIM.

There is now no real distinction between a minicomputer and a microcomputer.
A better definition is to use the term midrange computer. These are usually used
to support a number of people simultaneously for applications such as data proc-
essing or research.

Mainframes

The mainframe is the class of system typically associated with commercial data
processing in large companies where a centralized operation is feasible and desired
and very large volumes of data are required to be processed at high process speeds,
or where a large user base (often in excess of 100 simultaneous users) requires
immediate responses during interactive sessions. Today’s mainframes, all products
of large, established companies in the computer business (except for systems that
are software-compatible emulators of the most popular mainframe series) are the
successors to the first and second generation. They inherit the central control and
location, emphasis on batch processing and line printers, third- and fourth-
generation programming, and the need for specialized operating staff.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



COMPUTING

COMPUTING 5.7

Mainframes are capable of supporting very large amounts of on-line disk and
magnetic tape storage as well as large main memory capacity, and data commu-
nications capabilities supporting remote terminals of various kinds. Although some
of the scientific mainframes have extremely high operating rates, most commercial
mainframes are distinguished more by their size, mode of operation, and support
than by particularly high performance.

Supercomputer

The most powerful type of computer is referred to as a supercomputer. These com-
puters are generally specially built to perform large numbers of calculations very
fast and are used for such applications as weather forecasting, mathematical mod-
elling, etc.

5.5 CENTRAL PROCESSOR UNIT

This part of the system controls the sequence of individual steps required for the
execution of instructions forming a program. These instructions are held in storage
and, when executed in the appropriate order, carry out a task or series of tasks
intended by the programmer.

Within any particular computer system, the word length is the fixed number of
binary digits of which most instructions are made up. Arithmetic operations within
the CPU are also performed on binary numbers of this fixed word length, normally
8,16, 24, 32, 36, 64 binary digits or bits. The CPU is connected via a memory bus,
as in Figure 5.2, to a section of memory organized as a number of randomly
accessible words, each of which can be written to or read from individually. The
time for reading one word from or writing one word into main memory is typically
in the range of nanoseconds or microseconds, depending upon CPU and memory
BUS speed. Each word or location of memory can contain either an instruction or
data. Apart from simple systems, some form of magnetic tape or disk memory
peripheral is present on a system as file storage and back-up to main memory.

Control and timing circuits in the CPU enable instructions and data to be fetched
from memory for processing and the results of any instructions required to be stored
for further processing to be written into memory. The program counter holds the
memory address of the next instruction to be fetched after each instruction has been
processed. Frequently, the next instruction is held in the next location in memory
and the counter need simply be incremented by one. However, some systems work
by placing one or more parameters for the instruction immediately after it in mem-
ory, thereby causing the next instruction to be displaced further down memory. At
other times the sequence of the program dictates that a new value be written into
the program counter. Instructions, which alter the sequence of a program, calculate
and insert a new value into the program counter for the next instruction are called
branch instructions.

In order to start the CPU when no programs are already in memory, the program
counter is loaded with a predetermined address, usually by the action of switching
power onto the system, and a simple loader program held in ROM is loaded into
memory. Its function is to load a comprehensive general-purpose loader, which
automatically loads user or system programs. This process is known as bootstrap-
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FIGURE 5.2 CPU block diagram.

ping, or booting the system, and the initial ROM program is known as the bootstrap
loader. However, today most systems perform all these functions as a result of
switching on the power automatically and are ready for use almost immediately,
requesting date and time only if they are not held in any form of battery backed-
up memory.

Instruction Set

The number and complexity of instructions in the instruction set or repertoire of
different CPUs varies considerably. The longer the word length, the greater is the
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variety of instructions that can be coded within it. This means, generally, that for
a shorter word-length CPU a larger number of instructions will have to be used to
achieve the same result, or that a longer word-length machine with its more pow-
erful set of instructions needs fewer of them and hence should be able to perform
a given task more quickly.

Instructions are coded according to a fixed format, allowing the instruction de-
coder to determine readily the type and detailed function of each instruction pre-
sented to it. Digits forming the operation code in the first byte (sometimes also the
second) are first decoded to determine the category of instruction, and the remaining
bytes interpreted in a different way, depending into which category the instruction
falls. There are variations to the theme outlined above for CPUs from differing
manufacturers, but generally they all employ the principle of decoding a certain
group of digits in the instruction word to determine the class of instruction, and
hence how the remaining digits are to be interpreted.

The contents of a memory location containing data rather than an instruction
are not applied to the instruction decoder. Correct initial setting of the program
counter (and subsequent automatic setting by any branch instruction to follow the
sequence intended by the programmer) ensures that only valid instructions are de-
coded for execution. In the cases where operands follow the instruction in memory,
the decoder will know how many bytes or words to skip in order to arrive at the
next instruction in sequence.

Logic and arithmetic instructions perform an operation on data (normally one
or two words for any particular instruction) held in either the memory or registers
in the CPU. The addressing modes available to the programmer define the range
of possible ways of accessing the data to be operated on. This ranges from the
simple single-operand type of CPU (where the accumulator is always understood
to contain one operand while the other is a location in memory specified by the
addressing bits of the instruction) to a multiple-operand CPU with a wide choice
of how individual operands are addressed.

In some systems instructions to input data from (and output data to) peripheral
devices are the same as those used for manipulating data in memory. This is
achieved by implementing a portion of the memory addresses at the high end as
data and control registers in peripheral device controllers,

Certain basic data transfer, logical, arithmetic and controlling functions, must be
provided in the instruction sets of all CPUs. This minimum set allows the CPU to
be programmed to carry out any task that can be broken down and expressed in
these basic instructions. However, it may be that a program written in this way will
not execute quickly enough to perform a time-critical application such as control
of an industrial plant or receiving data on a high-speed communications line.
Equally, the number of steps or instructions required may not fit into the available
size of memory. In order to cope more efficiently with this situation (i.e., to increase
the power of the CPU), all but the very simplest CPUs have considerable enhance-
ments and variations to the basic instruction set. The more comprehensive the in-
struction set, the fewer the steps required to program a given task and the shorter
and faster in execution the resulting programs.

Basic types of instruction, with the examples of the variations to these, are
described in the following sections.

Data Transfer. This loads an accumulator from a specified memory location and
writes the contents of the accumulator into a specific memory location. Most CPUs
have variations such as adding contents of memory location to the accumulator and
exchanging the contents of the accumulator and memory locations.
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CPUs with multiple registers also have some instructions that can move data to
and from these registers, as well as the accumulator. Those with 16-bit or greater
word lengths may have versions of these and other instruction types that operate
on bytes as well as words.

Boolean Logical Function. This is a logical “AND” function on a bit-by-bit basis
between the contents of a memory location and a bit pattern in the accumulator. It
leaves ones in accumulator bit positions that are also one in the memory word.
Appropriate bit patterns in the accumulator allow individual bits of the chosen word
to be tested.

Many more logical operations and tests are available to more powerful CPUs,
such as “OR,” exclusive “OR,” complement, branch if greater than or equal to
zero, branch if less than or equal to zero, branch if lower or the same. The branch
instructions are performed on the contents of the accumulator following a subtrac-
tion of comparison of two words, or some other operation that leaves data in the
accumulator. The address for branching to is specified in the address part of the
instruction. With a skip, the instruction in the next location should be an uncon-
ditional branch to the code that is to be followed if the test fails, while for a positive
result, the code to be followed starts in the next but one location.

Branch or skip tests on other status bits in the CPU are often provided (e.g., on
arithmetic carry and overflow).

Input/Output. CPUs with memory-mapped input/output do not require separate
instructions for transferring data and status information between CPU and peripheral
controllers. For this function, as well as performing tests on status information and
input data, the normal data transfer and logical instructions are used.

Otherwise, separate input/output instructions provide these functions. Their gen-
eral format is a transfer of data between the accumulator or other registers and
addressable data, control or status registers in peripheral controllers. Some CPUs
also implement special input/output instructions, such as:

1. Skip if “ready” flag set. For the particular peripheral being addressed, this in-
struction tests whether it has data awaiting input or whether it is free to receive
new output data. Using a simple program loop, this instruction will synchronize
the program with the transfer rate of the peripheral.

2. Set interrupt mask. This instruction outputs the state of each accumulator bit to
an interrupt control circuit of a particular peripheral controller, so that by putting
the appropriate bit pattern in the accumulator with a single instruction, interrupts
can be selectively inhibited or enabled in each peripheral device.

Arithmetic

1. Add contents of memory location to contents of accumulator, leaving result in
accumulator. This instruction, together with instructions for handling a carry bit
from the addition and for complementing a binary number, can be used to carry
out all the four arithmetic functions by software subroutines.

2. Shift. This is also valuable in performing other arithmetic functions, or for se-
quentially testing bits in the accumulator contents. With simpler instruction sets,
only one bit position is shifted for each execution of the instruction. There is
usually a choice of left and right shift, and arithmetic shift (preserving the sign
of the word and setting the carry bit) or logical rotate.
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Extended arithmetic capability, either as standard equipment or a plug-in option,
provides multiply and divide instructions and often multiple-bit shift instructions.

Control. Halt, no operation, branch, jump to subroutine, interrupts on, interrupts
off, are the typical operations provided as a minimum. A variety of other instruc-
tions will be found, specific to individual CPUs.

CPU Implementation

The considerable amount of control logic required to execute all the possible CPU
instructions and other functions is implemented in one of two ways.

Random Logic. Random logic uses the available logic elements of gates, flip-
flops, etc., combined in a suitable way to implement all the steps for each instruc-
tion, using as much commonality between instructions as possible. The various
logic combinations are invoked by outputs from the instruction decoder.

Microcode. This is a series of internally programmed steps making up each in-
struction. These steps or microinstructions are loaded into ROM using patterns
determined at design time, and for each instruction decoded, the microprogram
ROM is entered at the appropriate point for that instruction. Under internal clock
control, the microinstructions cause appropriate control lines to be operated to effect
the same steps as would be the case if the CPU were designed using random logic.

The great advantage of microcoded instruction sets is that they can readily be
modified or completely changed by using an alternative ROM, which may simply
be a single chip in a socket. In this way a different CPU instruction set may be
effected. In conjunction with microcode, bit-slice microprocessors may be used to
implement a CPU. The bit-slice microprocessor contains a slice or section of a
complete CPU, i.e., registers, arithmetic, and logic, with suitable paths between
these elements. The slice may be 1, 2, or 4 bits in length, and by cascading a
number of these together, any desired word length can be achieved. The required
instruction set is implemented by suitable programming of the bit-slice microproc-
essors using their external inputs controlled by microcode.

The combination of microcode held in ROM and bit-slice microprocessors is
used in the implementation of many CPU models, each using the same bit-slice
device.

CPU Enhancements

There are several areas in which the operating speed of the CPU can be improved
with added hardware, either designed in as an original feature or available as an
upgrade to be added in-field. Some of the more common areas are described below.

Cache Memory. An analysis of a typical computer program shows that there is a
strong tendency to access repetitively instructions and data held in fairly small
contiguous areas of memory. This is due to the fact that loops (short sections of
program reused many times in succession) are very frequently used, and data held
in arrays of successive memory locations may be repetitively accessed in the course
of a particular calculation. This leads to the idea of having a small buffer memory,
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of higher access speed than the lower-cost technology employed in main memory,
between CPU and memory. This is known as cache memory. Various techniques
are used to match the addresses of locations in cache with those in main memory,
so that for memory addresses generated by the CPU, if the contents of that memory
location are in cache, the instruction or data are accessed from the fast cache instead
of slower main memory. The contents of a given memory location are initially
fetched into cache by being addressed by the CPU. Precautions are taken to ensure
that the contents of any location in cache that is altered by a write operation are
rewritten back into main memory so that the contents of the location, whether in
cache or main memory, are identical at all times.

A constant process of bringing memory contents into cache (thus overwriting
previously used information with more currently used words) takes place com-
pletely transparently to the user. The only effect to be observed is an increase in
execution speed. This speeding up depends on two factors: hit rate (i.e., percentage
of times when the contents of a required location are already in cache) and the
relative access times of main and cache memory. The hit rate, itself determined by
the size of cache memory and algorithms for its filling, is normally better than 90%.
This is dependent, of course, on the repetitiveness of the particular program being
executed. The increased speed is achieved by using faster, more expensive memory.
The additional expense for the relatively small amount of memory being used is
more than offset by the speed advantage obtained.

RISC Computers. Most computers require an instruction set of considerable size
and complexity in order to provide all the facilities contained in the operating
systems that support and manage them. This arrangement has many advantages,
especially for commercial organizations, but also suffers from a distinct disadvan-
tage—the more complex the instruction set, the more processor time and effort is
required to decode and carry out each instruction. This can (and does) lead to
significant reductions in overall processor performance for very large and complex
operating.

Research into ways of solving this problem began in the late 1970s, principally
in the United States, but it was not until 1984 that the first commercially available
computer with a reduced instruction set was sold by Pyramid Technology. This
design gave rise to the term reduced instruction set computer, or RISC, as it is
more commonly referred to today. In order to distinguish between these processors
and the normal complex instruction set computers that preceded them, the term
complex instruction set computer (CISC) was also brought into general use.

Within a RISC processor all superfluous or little-used instructions are removed
from the operating system. All instructions will generally be of the same length
and take the same amount of time to process. Both of these characteristics enable
pipelining and other techniques to be used to effect savings in the time taken to
execute each instruction. Typically, all instructions are hardwired in the processor
chip (also faster than resorting to microcode). Much use is made of a higher number
of registers than normal, thus there are many more instructions address registers as
opposed to main memory. Where memory is addressed, it is often within the very
large cache memories that are another feature of RISC processors. All these char-
acteristics contribute to the faster processing speed per instruction with a RISC
architecture. However, since the instructions are simpler and microcode is not used,
some functionality requires many more instructions on RISC than on CISC pro-
CEssors.
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Most RISC processors run under the UNIX operating system (or one of its
clones) since this system is simpler and easier to gain entry to than most proprietary
operating systems. An important player in the RISC arena is Sun Microsystems
Inc. with its open SPARC (Scalable Processor ARChitecture) RISC architecture.

Fixed and Floating-Point Arithmetic Hardware

As far as arithmetic instructions go, simpler CPUs only contain add and subtract
instructions, operating on single-word operands. Multiplication, of both fixed and
floating point numbers, is then accomplished by software subroutines, i.e., standard
programs that perform multiplication or division by repetitive use of the add or
subtract instructions, which can be invoked by a programmer who must perform a
multiplication or division operation.

By providing extra hardware to perform fixed-point multiply and divide, which
also usually implements multiple place-shift operations, a very substantial improve-
ment in the speed of multiply and divide operations is obtained. With the hardware
techniques used to implement most modern CPUs, however, these instructions are
wired in as part of the standard set.

Floating-point format provides greater range and precision than single-word
fixed-point format. In floating-point representation, numbers are stored as a fraction
times 2", where n can be positive or negative. The fraction (or mantissa) and ex-
ponent are what is stored, usually in two words for single-precision floating-point
format or four words for double precision.

Hardware to perform add, subtract, multiply, and divide operations is sometimes
implemented as a floating-point processor, an independent unit with its own reg-
isters to which floating-point instructions are passed. The floating-point processor
(sometimes called co-processor) can then access the operands, perform the required
arithmetic operation, and signal the CPU, which has meanwhile been free to con-
tinue with its own processing until the result is available.

An independent floating-point processor clearly provides the fastest execution
of these instructions, but even without that, implementing them within the normal
instruction set of the CPU, using its addressing techniques to access operands in
memory provides a significant improvement over software subroutines. The inclu-
sion of the FTP into standard CPUs has become standard.

Array Processors

Similar to an independent floating-point processor described above, an optional
hardware unit that can perform complete computations on data held in the form of
arrays of data in memory, independent from the CPU and at high speed, is known
as an array processor. These are used in specialized technical applications such as
simulation, modeling, and seismic work. An example of the type of mathematical
operation that would be carried out by such a unit is matrix inversion. The ability
of these units to perform very high-speed searches upon text keys has also led to
a growing use of them for the rapid retrieval of data from large data banks, partic-
ularly in areas such as banking, where real-time ATM terminals require fast re-
sponse to account enquiries from very large data sets.
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Timers and Counters

For systems that are used in control applications, or where elapsed time needs to
be measured for accounting purposes (as, for example, in a time-sharing system
where users are to be charged according to the amount of CPU time they use), it
is important to be able to measure intervals of time precisely and accurately. This
measurement must continue while the system is executing programs, and must be
real-time, i.e., related to events and time intervals in the outside world.

Some CPUs are equipped with a simple real-time clock that derives its reference
timing from 50—60-Hz mains. These allow a predetermined interval to be timed by
setting a count value in a counter that is decremented at the main’s cycle rate until
it interrupts the CPU on reaching zero.

More elaborate timers are available on some CPUs. These are driven from high-
resolution crystal oscillators and offer such features as:

1. More than one timer simultaneously

2. Timing random external events

3. Program selection of different time bases
4. External clock input

The system supervisory software normally keeps the date and time of day up to
date by means of a program running in the background all the time the system is
switched on and running. Any reports, logs, or printouts generated by the systems
can then be labeled with the date and time they were initiated. To overcome having
to reset the data and time every time the system is stopped or switched off, CPUs
have a permanent battery-driven date and time clock which keeps running despite
stoppages and never needs reloading once loaded initially (with the exception of
change to and from Daylight Savings Time).

Counters are also useful in control applications to count external events or to
generate a set number of pulses (for example, to drive a stepping motor). Counters
are frequently implemented as external peripheral devices, forming part of the dig-
ital section of a process input/output interface.

5.6 MEMORY

Computers recognize two states—on or off, electrically charged or not. These two
states are represented by the binary digits 0 and 1. Various combinations of 1’s and
0’s can represent numbers, letters, and symbols and form the memory of the com-
puter. Each individual O or 1 is called a binary digit (bit). Grouping of bits that
represent characters are called bytes. For example, the character A is represented
by the binary byte 1000001. The size of a computer’s memory is expressed as the
number of bytes of storage that it can hold, usually expressed as kilobytes or
megabytes—a 34-megabyte memory chip holds 34,000,000 bytes of information.

The computer handles sequences of bytes as words, with a word being defined
as the maximum number of bits that can be handled as one unit by the CPU. Most
data processing computers will have a word size of 32 or 64 bits, but some signal
processing computers will still have small word sizes of only 8 bits.

In order to provide storage for program instructions and data in a form in which
they can be directly accessed and operated upon, all computers have main memory
that can be implemented in a variety of technologies and methods of organization.
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Memory Organization

Memory is organized into individually addressable words into which binary infor-
mation can be loaded for storage and from which the storage data pattern can be
read. On some systems, memory is arranged in such a way that more than one
word at a time is accessed. This is done to improve effective memory access rates,
on the basis that by accessing, say, two consecutive words, on most occasions the
second word will be the one that the CPU requires next. This is generally referred
to as interleaved memory.

A memory controller is required between the memory arrays and the CPU to
decode the CPU requests for memory access and initiate the appropriate read or
write cycle. A controller can only handle up to a certain maximum amount of
memory, but multiple controllers can be implemented on a single system. This can
be used to speed up effective memory access by arranging that sequentially ad-
dressed locations are physically in different blocks of memory with different con-
trollers. With this interleaved memory organization, in accessing sequential memory
locations the operation of the controllers is overlapped, i.e., the second controller
begins its cycle before the first has completed. Aggregate memory throughput is
thus speeded up. In some more complex computer systems all or part of the memory
can be shared between different CPUs in the multiprocessor configuration. Share-
able memory has a special form of controller with multiple ports allowing more
than one CPU access to the memory.

It is sometimes appropriate to implement two types of memory in one system:
random access or read/write memory (RAM) and read-only memory (ROM). Pro-
grams have to be segregated into two areas:

1. Pure instructions, which will not change, can be entered into ROM.

2. Areas with locations that require to be written into (i.e., those containing variable
data or modifiable instructions) must occupy RAM.

Read-only memory is used where absolute security from corruption of programs,
such as operating system software or a program performing a fixed control task, is
important. It is normally found on microprocessor-based systems and might be used,
for example, to control the operation of a bank’s cash dispenser.

Use of ROM also provides a low-cost way of manufacturing in quantity a stan-
dard system that uses proven programs that never need to be changed. Such systems
can be delivered with the programs already loaded and secure, and do not need any
form of program-loading device.

Memory Technology

The most common technologies for implementing main memory in a CPU are
described in the following sections.

MOS Random Access Memory (RAM). MOS (metal oxide semiconductor) tech-
nology is very widely used, with abundant availability from the major semicon-
ductor suppliers. Very high density has been achieved, with up to 256 megabytes
of memory available on a single chip. Dynamic MOS RAMS require refresh cir-
cuitry that, at intervals, automatically rewrites the data in each memory cell. Static
RAM, which does not require refreshing, can also be used. This is generally faster,
but also more expensive, than dynamic RAM.
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Semiconductor RAMs are volatile, i.e., they lose contents on powering down.
This is catered for in systems with back-up storage (e.g., disks) by reloading pro-
grams from the back-up device when the system is switched on, or by having
battery back-up for all or part of the memory.

In specialized applications requiring memory retention without mains for long
periods, CMOS (complementary metal-oxide semiconductor) memory can be used.
CMOS memory is powered by a battery and does not lose its contents when the
power is turned off. Although it has a very low current drain, it has the disadvantage
of being more expensive than normal MOS memory. Where it is essential to use
CMOS, circuit boards with on-board battery and trickle charger are now available.

ROM. Read-only memories, used as described above, can be either erasable
ROMs or a permanently loaded ROM.

ROM BIOS. The ROM Basic Input and Output System (BIOS) is a special chip
that holds special software for the computer. This software at switch on first checks
that the computer is working correctly and then loads the operating system from
the disk into the RAM.

Flash BIOS. Most modern computers use flash BIOS rather than ROM BIOS;
they both are used to hold the same type of software, but flash BIOS has the
advantage that the software on the chip may be upgraded. This upgrade is achieved
by running a program supplied by the manufacturer of the computer system.

Registers. The CPU contains a number of registers accessible by instructions,
together with more that are not accessible but are necessary part of its implemen-
tation. Other than single-digit status information, the accessible registers are nor-
mally of the same number of bits as the word length of the CPU.

Registers are fast-access temporary storage locations within the CPU and im-
plemented in the circuit technology of the CPU. They are used, for example, for
the temporary storage of intermediate results or as one of the operands in an arith-
metic instruction. A simple CPU may have only one register, often known as the
accumulator, plus perhaps an auxiliary accumulator or quotient register used to hold
part of the double length result of a binary multiplication.

More sophisticated CPUs typically have many more general-purpose registers
that can be selected as operands by instructions. Some systems use one of the
general-purpose registers as the program count and can use any register as a stack
pointer. A stack in this context is a temporary array of data held in memory on
last-in, first-out basis. It is used in certain types of memory reference instructions
and for internal housekeeping in interrupt and subroutine handling. The stack
pointer register is used to hold the address of the top element of the stack. The
address, and hence the stack pointer contents, are incremented or decremented one
at a time as data are added to or removed from the stack.

Memory Addressing. Certain instructions perform an operation in which one or
more of the operands is the contents of a memory location (for example, arithmetic,
logic, and data-movement instructions). In most sophisticated CPUs various ad-
dressing modes are available to give, for example, the capacity of adding together
the contents of two different memory locations and deposit the result in a third.
In such CPUs instructions are double operand, i.e., the programmer is not re-
stricted to always using one fixed register as an operand. In this case, any two of

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



COMPUTING

COMPUTING 5.17

the general-purpose registers can be designated either as each containing operand
or through a variety of addressing modes, where each of the general-purpose reg-
isters selected will contain one of the following:

1. The memory address of an operand

2. The memory address of an operand, and the register contents are then incre-
mented following execution

3. The memory address of an operand, and the register contents are then decre-
mented following execution

4. A value to which is added the contents of a designated memory location (this
is known as indexed addressing)

5. All of the above, but where the resultant operand is in the address of the final
operand (known as indirect deferred addressing)

This richness of addressing modes is one of the benefits of more advanced CPUs,
as, for example, it provides an easy way of processing arrays of data in memory,
or of calculating the address portion of an instruction when the program is executed.

Further flexibility is provided by the ability on many processors for many in-
structions to operate on multiples of bits (known as a byte), on single bits within
a word and some more comprehensive CPUs, on double- and quadruple-length
words and also arrays of data in memory.

Memory Management. Two further attributes may be required of memory ad-
dressing. Together they are often known as memory management. This is the ability,
particularly for a short word-length system (16 bits or less), for a program to use
addresses greater than those implied by the word length. For example, with the 16-
bit word length of older minicomputers the maximum address that can be handled
in the CPU is 65,536. As applications grew larger this became a limitation. Ex-
tended addressing operates by considering memory as a number of pages. Asso-
ciated with each page at any given time is a relocation constant that is combined
with relative addresses within its page to form a longer address. For example, with
extension to 18 bits, memory addresses up to 262,144 can be generated in his way.
Each program is still limited at any given time to 65,536 words of address space,
but these are physically divided into a number of pages that can be located any-
where within the larger memory. Each page is assigned a relocation constant, and
as a particular program is run, dedicated registers in the CPU memory management
unit are loaded with the constant for each page.

Thus, many logically separate programs and data arrays can be resident in mem-
ory at the same time, and the process of setting the relocation registers, which is
performed by the supervisory program, allows rapid switching between them, in
accordance with a time-scheduling scheme that is usually based upon resource
usage quota, time allocation, or a combination of both. This is known as multi-
programming. Examples of where this is used are a time-sharing system for a
number of users with terminals served by the system, or a real-time control system
where programs of differing priority need to be executed rapidly in response to
external events.

Memory Protection. As an adjunct to the hardware for memory paging or seg-
mentation described above, a memory-protection scheme is readily implemented.
As well as a relocation constant, each page can be given a protection code to prevent
its being illegally accessed. This would be desirable, for example, for a page hold-
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ing data that are to be used as common data among a number of programs. Pro-
tection can also prevent a program from accessing a page outside of its own address
space.

Multiprogramming. Memory addressing and memory management are desirable
for systems performing multiprogramming. In such systems the most important area
to be protected is that containing the supervisory program or operating system,
which controls the running and allocation of resources for users’ programs.

Virtual Memory. Programmers frequently have a need for a very large address
space within a single program for instructions and data. This allows them to handle
large arrays and to write very large programs without the need to break them down
to fit a limited memory size.

One solution is known as virtual memory, a technique of memory management
by hardware and operating systems software whereby programs can be written using
the full addressing range implied by the word length of the CPU, without regard
to the amount of main memory installed in the system. From the hardware point
of view, memory is divided into fixed-length pages and the memory management
hardware attempts to ensure that pages in most active use at any given time are
kept in main memory. All the current programs are stored in a disk-backing store,
and an attempt to access a page that is not currently in main memory causes paging
to occur. This simply means that the page concerned is read into main memory
into the area occupied by an inactive page, and if any changes have been made to
the inactive page since it was read into memory, then it is written out to disk in its
updated form to preserve its integrity.

A table of address translations holds the virtual physical memory translations
for all the pages of each program. The operating system generates this information
when programs are loaded onto the system, and subsequently keeps it updated.
Memory protection on a per-page basis is normally provided, and a page can be
locked into memory as required to prevent it being swapped out if is essential for
it to be immediately executed without the time overhead of paging.

When a program is scheduled to be run by the operating system, its address
translation table becomes the one in current use. A set of hardware registers to hold
a number of the most frequent translations in current use speeds up the translation
process when pages are being repeatedly accessed.

Input/Output. In order to perform any useful role, a computer system must be
able to communicate with the outside world, either with human users via keyboards,
display screens, printed output, etc. or with some external hardware or process being
controlled or monitored. In the latter case, where connection to other electronic
systems is involved, the communication is via electrical signals.

All modern computer systems have a unified means of supporting the variable
number of such human or process input/output devices required for a particular
application, and indeed for adding such equipment to enhance a system at the user’s
location. As well as all input/output peripherals and external mass storage in the
form of magnetic tape, compact disk, and disk units, some systems also commu-
nicate with main memory in this common, unified structure. In such a system there
is no difference between instructions that reference memory and those that read
from and write to peripheral devices. The benefits of a standard input/output bus
to the manufacturer are:
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1. It provides a design standard allowing easy development of new input/output
devices and other system enhancements.

2. Devices of widely different data transfer rates can be accommodated without
adaptation of the CPU.

3. It permits development of a family concept.

Many manufacturers have maintained a standard input/output highway and CPU
instruction set for as long as a decade or more. This has enabled them to provide
constantly improving system performance and decreasing cost by taking advantage
of developing technology while protecting very substantial investments in peripheral
equipment and software. For the user of a system in such a family, the benefits are:

1. The ability to upgrade to a more powerful CPU while retaining existing periph-
erals

2. Retention of programs in moving up- or down-range within the family

3. In many cases the ability to retain the usefulness of an older system by adding
more recently developed peripherals, and in some cases even additional CPU
capacity of newer design and technology

Input/Output Bus. The common structure for any given model of computer sys-
tem is implemented in the form of an electrical bus or highway. This specifies the
number, levels, and significance of electrical signals and the mechanical mounting
of the electrical controller or interface that transforms the standard signals on the
highway to ones suitable for the particular input/output or storage device con-
cerned. A data highway or input/output bus needs to provide the following func-
tions.

Addressing. A number of address lines are provided, determining the number
of devices that can be accommodated on the system. For example, six lines would
allow 63 devices. Each interface on the bus decodes the address lines to detect
input/output instructions intended for it.

Data. The number of data lines on the bus is usually equal to the word length
of the CPU, although it may alternatively be a submultiple of the word length, in
which case input/output data are packed into or unpacked from complete words in
the CPU. In some cases data lines are N-directional, providing a simpler bus at the
expense of more complex drivers and receivers.

Control. Control signals are required to synchronize transactions between the
CPU and interfaces and to get address and data signals to and from the bus. Al-
though all the bits of an address or data word are transmitted at the same instant,
in transmission down the bus, because of slightly different electrical characteristics
of each individual line, they will arrive at slightly different times. Control signals
are provided to get these skewed signals at a time when they are guaranteed to
have reached their correct state.

Types of Input/Output Transactions. Three types of transaction via the input/
output bus between CPU and peripheral device are required, as described below.
Control and Status. This type of transfer is initiated by a program instruction
to command a peripheral device to perform a certain action in readiness for trans-
ferring data or to interrogate the status of a peripheral. For example, a magnetic
tape unit can be issued with a command to rewind, the read/write head in a disk
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unit to be positioned above a certain track on the disk, the completion of a con-
version by an analog-to-digital converter verified, or a printer-out-of-paper condition
may be sensed.

Normally, a single word of control or status information is output or input as a
result of one instruction with each bit in the word having a particular significance.
Thus multiple actions can be initiated by a single control instruction and several
conditions monitored by a single status instruction. For the more complex peripheral
devices, more than one word of control or status information may be required.

Programmed Data Transfer. For slow and medium-speed devices (for example,
floppy disk units or line printers) data are input or output one word at a time, with
a series of program instructions required for every word transferred. The word or
data are transferred to or from one of the CPU registers, normally the accumulator.
In order to effect a transfer of a series of words forming a related block of data (as
is normally required in any practical situation) a number of CPU instructions per
word transferred are required. This is because it is necessary to take the data from
(or store them into) memory locations. As a minimum, in a simple case at least six
CPU instructions are required per word of data transferred.

In some systems where instructions can reference equally memory locations,
peripheral device registers, and CPU registers, the operation is simplified since a
MOVE instruction can transfer a word of data directly from a peripheral to memory
without going through a CPU register. This applies equally to control and status
instructions, with a further advantage that the state of bits in a peripheral device
status register can be tested without transferring the register contents into the CPU.

The rate of execution of the necessary instructions must match the data transfer
rate of the peripheral concerned. Since it is usually desired that the CPU continue
with the execution of other parts of the user’s program while data transfer is going
on, some form of synchronization is necessary between CPU and peripheral to
ensure that no data are lost. In the simplest type of system, the CPU simply sus-
pends any other instructions and constantly monitors the device status word, await-
ing an indication that the peripheral has data ready for input to the CPU or is ready
to receive an output from it. This is wasteful of CPU time where the data transfer
rate is slow relative to CPU instruction speeds, and in this case the use of interrupt
facilities provides this synchronization.

Direct Memory Access. For devices that transfer data at a higher rate (in excess
of around 20,000 words per second) a different solution is required. At these speeds,
efficiency is achieved by giving the peripheral device controller the ability to access
memory autonomously without using CPU instructions. With very fast tape or disk
units that can transfer data at rates in excess of 6 million bytes per second, direct
memory access (DMA) is the only technique that will allow these rates to be
sustained.

The peripheral controller has two registers that are loaded by control instructions
before data transfer can begin. These contain:

1. The address in memory of the start of the block of data
2. The number of words that it is desired to transfer in the operation

When the block transfer is started, the peripheral controller, using certain control
lines in the input/output bus, sequentially accesses the required memory locations
until the specified number of words has been transferred. The memory addresses
are placed on address lines of the input/output bus, together with the appropriate
control and timing signals, for each word transferred. On completion of the number
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of words specified in the word-count register, the peripheral signals to the CPU that
the transfer of the block of data is completed.

Other than the instructions required initially to set the start address and word-
count registers and start the transfer, a DMA transfer is accomplished without any
intervention from the CPU. Normal processing of instructions therefore continues.
Direct memory access (more than one peripheral at a time can be engaged in such
an operation) is, of course, competing with the CPU for memory cycles, and the
processing of instructions is slowed down in proportion to the percentage of mem-
ory cycles required by peripherals. In the limit, it may be necessary for a very high-
speed peripheral to completely dominate memory usage in a burst mode of
operation, to ensure that no data are lost during the transfer through conflicting
requests for memory cycles.

Interrupts. The handling of input/output is made much more efficient through
the use of a feature found in varying degrees of sophistication on all modern sys-
tems. Known as automatic priority interrupt, it is a way of allowing peripheral
devices to signal an event of significance to the CPU (e.g., in some systems a
keyboard having a character ready for transmission, or completion of DMA transfer)
in such a way that the CPU is made to suspend temporarily its current work to
respond to the condition causing the interrupt. Interrupts are also used to force the
CPU to recognize and take action on alarm or error conditions in a peripheral (e.g.,
printer out of paper, error detected on writing to a magnetic tape unit).

Information to allow the CPU to resume where it was interrupted (e.g., the value
of the program counter) is stored when an interrupt is accepted. It is necessary also
for the device causing the interrupt to be identified and for the program to branch
to a section to deal with the condition that caused the interrupt.

Examples of two types of interrupt structure are given below, one typical of a
simpler system such as an 8-bit microprocessor or an older architecture minicom-
puter, the other representing a more sophisticated architecture such as the Pentium.
In the simpler system a single interrupt line is provided in the input/output bus,
onto which the interrupt signal for each peripheral is connected. Within each pe-
ripheral controller, access to the interrupt line can be enabled or disabled, either by
means of a control input/output instruction to each device separately or by a
“mask” instruction that, with a single 16-bit word output, sets the interrupt enabled/
disabled state for each of up to 16 devices on the input/output bus. When a con-
dition that is defined as able to cause an interrupt occurs in a peripheral, and
interrupts are enabled in that device, a signal on the interrupt line will be sent to
the CPU. At the end of the instruction currently being executed this signal will be
recognized.

In this simple form of interrupt handing the interrupt servicing routine always
begins at a fixed memory location. The interrupt forces the contents of the program
counter (which is the address of the next instruction that would have been executed
had the interrupt not occurred) to be stored in this first location and the program
to start executing at the next instruction. Further interrupts are automatically inhib-
ited within the CPU, and the first action of the interrupt routine must be to store
the contents of the accumulator and other registers so that on return to the main
stream of the program these registers can be restored to their previous state.

Identification of the interrupting device is done via a series of conditional in-
structions on each in turn until an interrupting device is found. Having established
which device is interrupting, the interrupt-handling routine will then branch to a
section of program specific to that device. At this point or later within the interrupt
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routine an instruction to re-enable the CPU interrupt system may be issued, allowing
a further interrupt to be received by the CPU before the existing interrupt-handling
program has completed. If this “nesting” of interrupts is to be allowed, each in-
terruptible section of the interrupt routine must store the return value of the program
counter elsewhere in the memory, so that as each section of the interrupt routine is
completed, control can be returned to the point where the last interrupt occurred.

A more comprehensive interrupt system differs in the following ways from that
described above:

1. Multiple interrupt lines are provided, and any number of devices can be on each
line or level.

2. The CPU status can be set to different priority levels, corresponding to different
interrupt lines. Only interrupts on a level higher than the current priority are
immediately serviced by the CPU. This provides a more adaptable way of deal-
ing with a wide range of devices of different speeds and with different degrees
of urgency.

3. When an interrupt is accepted by the CPU the interrupting device sends a vector
or pointer to the CPU on the input/output bus address lines. This points to a
fixed memory address for each device, which holds the start address of its in-
terrupt routine, and in the following memory word, a new status word for the
CPU, defining its priority level and hence its ability to respond to other levels
of interrupt during this interrupt routine. Avoiding the need for the CPU to test
each device until it finds the interrupting one means that response to interrupts
is much faster.

4. The current value of the program counter and processor status word are auto-
matically placed on a push-down stack when an interrupt occurs. A further
interrupt accepted within the current interrupt routine will cause the program
counter and status word to be stored on the top of the stack and the existing
contents to be pushed down into the stack. On return from an interrupt routine,
the program counter and status word stored when that interrupt occurred are
taken from the top of the stack and used by the CPU, allowing whatever was
interrupted to continue as before. This can take place for any number of inter-
rupts, subject only to she capacity of the stack. Thus, nesting to any level is
handled automatically without the need for the programmer to store the program
counter at any stage.

5.7 PERIPHERALS

Peripheral devices fall into the following three categories.

Interactive

These are designed to allow humans to interact with the system by outputting
information in the form of voice, readable alphanumeric text, or graphics, either on
paper or on a display screen, and accepting information from humans through
manual devices such as keyboards or voice-recognition devices or by scanning

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



COMPUTING

COMPUTING 5.23

printed text or images. The general function performed by devices in this class is
sometimes referred to as human—machine interaction.

Storage

These act as a back-up form of storage to supplement the main memory of the
system. The most simple of these (now superseded) was punched paper tape or
cards, and the most complex range up to very large disks and magnetic tapes, each
capable of holding up to millions of millions of characters of information. Periph-
erals of this type are generally known as mass-storage devices.

Developments in mass storage include compact disk (CD) and digital versatile
disk (DVD). The CD used is essentially the same material and technique employed
for the commercial recording of music. Most personal computers are now equipped
with both readable and writable CD drives. The advantage is the considerable in-
crease in data-storage density over conventional magnetic tape or disc.

Communication

These are interfaces between the computer system and other systems or electronic
devices. Analog/digital converters, digital input/output, and communication line
interfaces are good examples.

5.8 OUTPUT DEVICES

Either interactive or communications peripherals (or both) are required in every
system. The existence of storage depends on the need for additional storage over
and above main memory. All peripheral devices in a system are connected via the
input/output structure to the CPU, memory, and in some systems a separate input
/output processor.

The throughput rates and flexibility of the input/output structure determine the
number and variety of peripheral devices which can be handled in a system before
the input/ output requirements begin to saturate the system and prevent any proc-
essing of instructions being done by the CPU. In deciding on the configuration of
a particular system it is important to analyze the throughput requirement dictated
by peripheral devices, to ensure the system does not become input/output bound
and that data from any peripheral devices are not lost due to other devices taking
too many of the input/output resources.

Historically, in the computer industry independent manufacturers as well as the
large computer systems companies have developed and manufactured peripherals.
The products of the independent manufacturers are either bought by system man-
ufacturers for design into their systems or sold by the independent manufacturers
directly to users of the more popular computers, with an interface providing com-
patibility with the input/output bus of the system. This has fostered the develop-
ment of many of the widely used, cost-effective peripherals available today, such
as floppy disks and printers.
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Certain storage devices with removable storage media, where the format record-
ing data on the media have been standardized, can be used for exchanging data
between systems from different suppliers. This is important where data may be
gathered on one system and need to be analyzed on a different one more suitable
for that purpose. However, due to the very large growth of networking in the 1980s,
even between equipment from different manufacturers, the moving of data from
one machine to another is most commonly achieved by file transmission, though
for massively large files magnetic tapes are still sometimes used for this purpose.

5.9 TERMINALS

A data terminal is essentially an input/output device at which a computer user sits,
either to receive data in alphanumeric or graphic form or to input data through a
keyboard or other form of manual input, or both, to a computer system (sometimes
called a host computer or a server). There are four types of terminals in common
usage:

1. A dumb terminal is used to input and receive data only. It cannot process any
data independently of a host computer system. Such terminals are used at airline
reservation desks and banking applications.

2. An intelligent terminal includes a local processing unit, memory, and some form
of secondary storage. Such a device is normally a microcomputer with some
communications software to enable access to a host computer and a communi-
cations link such as a modem or network connection.

3. A network terminal/computer (also known as a thin client) is similar to an
intelligent terminal but does not normally have any secondary storage. Any data
used by the network computer is kept on a host or server computer. In large
institutions this reduces the management problem of maintaining many indepen-
dent disks of data on personal computers.

4. An Internet terminal (also known as a Web terminal) provides access to the
Internet for email and Web browsing. These devices generally use a TV screen
for the display and are directed at the home market.

Most applications in industry that still require the use of a terminal generally
use a personal computer emulating the characteristics of a terminal.
Specialized terminals are common in areas such as:

1. Stores, as point-of-sale terminals, i.e., sophisticated cash registers linked to an
in-store computer that is often adjusting a stock control system at the same time
as registering the sale and debiting the customer’s bank or credit card account.
These are referred to as EFTPOS (Electronic Funds Transfer at Point of Sale)
terminals.

2. Banking for customer cash dispensing, enquiries, and other transactions, or for
teller use, including the ability to print entries in passbooks or to read a card’s
magnetic strip containing details of the customer’s account and so eliminate the
need for completion of a check or deposit slip.

3. Manufacturing for shop floor data collection and display.
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These typically use features found in the terminals described above and, in addition,
may have the capability to read magnetic stripes on credit cards, punched plastic
cards, or identity badges, or bar codes on supermarket goods or parts in a factory.

5.10 PRINTERS AND PLOTTERS

Printers are categorized by how they produce characters on a page. There are two
methods of impacting characters onto a page—direct impact and non-impact. An
impact printer produces characters when a hammer, pin, or complete character
strikes an ink ribbon, which in turn presses against a sheet of paper and then leaves
an impression of the character on the paper. An example of such a device is a
typewriter. Large computer installations still use line printers to produce large
amounts of output, but the use of direct impact devices for personal computers has
now largely been replaced by non-impact devices, which are generally much qui-
eter.

Impact Printers

Dot Matrix Printer. The print head of a dot matrix printer consists of seven or
more needles held in a vertical plane in the head assembly, which is positioned
with the needles perpendicular to the paper and spaced a short distance from it,
with carbon ribbon interposed between. Each needle can be individually driven by
a solenoid to contact the paper through the ribbon, thus printing a dot. A complete
character is formed stepping the head through five or more positions horizontally
and at each position energizing the appropriate solenoids. The head is then stepped
onto the position for the next character.

When the end of a line is reached the paper is advanced one line and the print
head either returns to the left margin position or, in some faster printers, prints the
next line from right to left. This is possible where the printer is provided with
storage for a line or more of text and the characters can be extracted from this store
in the reverse order. Throughput speed is improved where this technique is used,
by saving redundant head movement. The 7 X 5 dot matrix within which this type
of printer forms each character allows an acceptable representation of alpha and
numeric characters.

Better legibility, particularly of lower-case characters with descenders, can be
achieved by using a larger matrix such as 9 X 7, i.e., a head with nine needles
stepping through seven positions for each character. Manufacturers can also supply
24-pin dot matrix printers in order to provide higher-quality print and a larger
character set.

Character codes are received for printing on a line driven by a data-
communications interface in the computer, whose transmission speed determines
the overall printing throughput. Buffer storage of many millions of characters is
provided in printers that use serial data communications, to make the most efficient
use of communication lines, and in printers with built-in intelligence, to allow look-
ahead so that the print head can skip blanks and take the shortest route to the next
printable character position.

Character sets can be readily changed by replacing the ROM chip that contains
the dot patterns corresponding to each character code or, more usually, by sending
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the character patterns over the network to the printer from the host CPU, often
referred to as downline loading. The latter method has the advantage of character
selection at any time under program control and without any human intervention.
Some printers already contain inbuilt multiple character sets.

Line Printer. For greater volume of printed output than can be achieved with
serial printers, line printers that can produce a whole line of characters almost
simultaneously are available. Using impact techniques, speeds up to 3500 full lines
(usually 13 characters each) per minute are possible. Continuous paper fan-fold
form, which may be multipart to produce copies, is fed through the printer a line
at a time by a transport system consisting of tractors that engage sprocket holes at
the edges of the paper to move it upwards and through the printer from front to
rear. A paper tray at the rear allows the paper to fold up again on exit from the
printer.

As well as advancing a line at a time, commands can be given to advance the
paper to the top of the next page or to advance a whole page or line. This is
important, for example, where preprinted forms are being used.

Two types of line printer are in common use: drum printers and band printers.
Both use a horizontal row of hammers, one per character position or, in some eases,
shared between two positions. These are actuated by solenoids to strike the paper
through a carbon film against an engraved representation to print the desired char-
acter. In a drum printer, a print drum the length of the desired print line rotates
once per print line. In each character position the full character set is engraved
around the circumference of the drum. A band printer has a horizontal revolving
band or chain of print elements, each with a character embossed on it. The full
character set is represented on the band in this way. To implement different char-
acter fonts involves specifying different barrels in the case of a drum printer,
whereas an operator changing bands can make a change readily on a band printer,
or individual print elements in the band can be replaced.

The printer has a memory buffer to hold a full line of character codes. When
the buffer is full (or terminated if a short print line is required) a print cycle is
initiated automatically. During this print cycle the stored characters are scanned and
compared in synchronism with the rotating characters on the drum or band. The
printer activates the hammer as the desired character on the drum or band ap-
proaches in each print position.

Nonimpact Printers

Laser Printers. These are available to meet three different types of printing re-
quirements:

1. Very high volumes of output at speeds exceeding 200 pages per minute. Those
requiring a constant high-volume printing service, since this equipment is ex-
pensive to buy, run, and service, normally use them.

2. Departmental printing requirements, usually consisting of medium to high vol-
umes on an ad hoc basis. This equipment would normally be networked to many
CPUs and shared by a group of common users. They print at speeds of up to
40 pages per minute.

3. Desktop printing uses laser printers small enough to fit on an individual’s desk,
designed for intermittent low-volume personal printing requirements, usually at
10 pages per minute.
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However, the technology used is common to all three. The principle used is that
of the everyday photocopier, the difference being that the image to be copied is set
up according to digital signals received from the host CPU instead of from a pho-
toscan of the document to be copied. The main advantage of this form of output
is the clarity and quality of the image printed. It is so good that it is possible not
only to print data but also to print the form or letterhead of the paper at the same
time, thus avoiding the cost of preprinted stationery. The disadvantage is that it is
currently not possible to print multiple copies simultaneously.

Inkjet Printers. Inkjet printing, like laser printing, is a non-impact method. Ink
is emitted from nozzles as they pass over a variety of possible media. Liquid ink
in various colors is squirted at the paper to build up an image. A print head scans
the page in horizontal strips, using a motor assembly to move it from left to right
and back as another motor assembly rolls the paper in vertical steps. A strip of the
image is printed, then the paper moves on, ready for the next strip. To speed things
up, the print head prin