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Foreword

Structural Dynamics in Aeronautical Engineering by Maher N. Bismarck-Nasr
from the Institute Tecnologico de Aeronautica at the Centro Tecnico Aeroespacial
in Sao Paulo, Brazil, is a comprehensive introduction to the modern methods of
dynamic analysis of aeronautical structures. The text is particularly suitable for
undergraduate students. For advanced students, the text provides numerous refer-
ences on seminal work in structural dynamics that can be used for graduate-level
research. The text represents carefully developed course materials used at the au-
thor's institute. It starts with an introductory chapter on matrix algebra and methods
for numerical computations, followed by a series of chapters discussing specific
aeronautical applications. In this way, the student can be guided from the simple
concept of the single-degree-of-freedom structural system to the more complex
multiple-degree-of-freedom and continuous systems, including random vibrations,
nonlinear systems, and aeroelastic phenomena. Among the various examples used
in the text, the chapter on aeroelasticity of flight vehicles is particularly noteworthy
with its clear presentation of the phenomenon and its mathematical formulation
for structural and aerodynamic loads.

The Education Series of textbooks and monographs published by the American
Institute of Aeronautics and Astronautics embraces a broad spectrum of theory
and application of different disciplines in aeronautics and astronautics, including
aerospace design practice. The series includes also texts on defense science, engi-
neering, and management. The complete list of textbooks published in the series
(more than 60 titles) can be found at the end of this volume. The series serves as
teaching texts as well as reference materials for practicing engineers, scientists,
and managers.

J. S. Przemieniecki
Editor-in-Chief
AIAA Education Series
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Preface

This book is a textbook on the fundamental concepts of structural dynamics and
aeroelasticity. It is intended to be used for senior undergraduate and first-year
graduate students in aeronautical and aerospace engineering courses. The book
can also be used as a reference book by practicing engineers in these related fields.
The prerequisites for the material presented are the mathematical courses included
in the usual engineering curriculum.

The book starts with an introductory chapter on matrix algebra and techniques,
where the basic principles and the main matrix operations involved in the sub-
sequent text are presented. Chapter 2 presents, in a detailed and organized man-
ner, the fundamental concepts, basic properties, and methods of analysis of the
single-degree-of-freedom linear mechanical system. Chapter 3 is devoted to the
multidegree-of-freedom linear system. The modal transformation and numerical
integration methods are treated in detail. Several case studies are given for the prac-
tical estimation of the dynamic properties of complex structural configurations in
aeronautical and aerospace engineering applications. Chapter 4 deals with the dy-
namic behavior of continuous elastic bodies. Chapter 5 addresses the nonlinear
structural dynamic system, and Chapter 6 is concerned with random vibration
problems.

The second part of the book is concerned with aeroelasticity. Chapter 7 addresses
in detail the typical section aeroelasticity, where the basic concepts and fundamen-
tals of aeroelastic stability are presented. Classical extension to three-dimensional
lifting surfaces using the strip theory is given for the solution of aeroelastic stability
and control reversal problems. Chapter 8 addresses the problem of aeroelasticity
of complex flight vehicle configurations using numerical discrete methods. The
book ends with Chapter 9, which is devoted to the problem of aeroelasticity of
plates and shells.

The problem of gust loads determination and gust response of flexible flight
vehicles has not been addressed in the present text because a modern and excellent
textbook by F. M. Hoblit, published in the AIAA Education Series, completely
devoted to the subject is available. Special topics on aeroelasticity, such as ground
and flight vibrations experimental techniques, whirl flutter analysis, rotary wing
aeroelasticity, and stall flutter predictions, have not been treated because the present
book is concerned with fundamentals and, furthermore, such topics to be covered
will need more than one additional volume, and they are already available else-
where.

This book complements, and the author is indebted to, the authors of previous
textbooks on structural dynamics and aeroelasticity, among which must be cited

Xili

Purchased from American Institute of Aeronautics and Astronautics  

 



XIV

the books of Scalan and Rosenbaum, Fung, Bisplighoff, Ashley and Halfmann,
Bisplinghoff and Ashley, Mazet, Dat, Petre, Forshing, Dowell, Librescu, Dowell,
Curtis, Scalan, and Sisto.

Maher N. Bismarck-Nasr
February 1999
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1
Matrix Algebra and Techniques

This chapter on matrix algebra and techniques is not intended to be an exhaustive
or rigorous treatment of the subject. Instead, it is limited to the presentation of the
basic principles and main matrix operations involved in applications considered
in subsequent text. For more details the reader may consult available standard
textbooks on the subject.1"3

1.1 Notations and Definitions
1.1.1 Matrix

A matrix is a rectangular array of symbols or numbers arranged in a formation
of m rows and n columns, as given below

a\\

(1-1)

The symbol [a] stands for the whole array; an individual element will be denoted
by ciij, where / stands for the /th row and j stands for the jih column. Such an
array will be defined as a matrix of order mn.

1.1.2 Row Matrix
When m = 1, the matrix will be defined as a row matrix, or a vector of the first

kind, and will be denoted by

1.1.3 Column Matrix
When n = 1, the matrix will be called a column matrix, or a vector of the second

kind, point, or simply vector, and will be denoted by

a\
(1-3)
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2 STRUCTURAL DYNAMICS IN AERONAUTICAL ENGINEERING

1.1.4 Transposed Matrix
If we make a complete interchange of the rows and columns of a matrix [a], we

will obtain its transposed matrix, which will be denoted by [a]T, or

[af = [aji] (1.4)

1.1.5 Null or Zero Matrix
We define a null or zero matrix as a matrix with all its elements equal to zero,

which will be denoted by [0].

1.1.6 Square Matrix
When the number of the rows m is equal to the number of the columns n, the

matrix is defined as a square matrix of the order n.

1.1.7 Special Types of Square Matrices
Diagonal matrix. A diagonal matrix is a square matrix whose elements are

defined as
Oij = 0 for i ^ j 5)

and will be denoted by fa J.

Scalar and unit matrix. If in a square matrix, the elements are defined as
«,=0 for /* , ;
dij = d for / = j v '

Where a is a scalar quantity, the matrix is called a scalar matrix, and, if the value
of a is equal to one, the matrix is defined as a unit or identity matrix and will be
denoted by [I].

Symmetric and skew symmetric matrices. If the elements of a square
matrix are defined by

dfj = dji for all values of / and j (1.7)

the matrix is said to be symmetric, and we can write the following for a symmetric
matrix:

WT = M (1.8)
If the elements of a square matrix are defined by

aij = -aji for/ ^j
d^ = 0 for / = j v ' '

the matrix will be called a skew symmetric matrix. Furthermore, if some of the
elements of the main diagonal are not equal to zero, the matrix will be called a
skew matrix.
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MATRIX ALGEBRA AND TECHNIQUES 3

Triangular matrices. A square matrix whose elements are defined by

a,7=0 fori>j (1.10)

is called an upper triangular matrix, and a square matrix whose elements are defined
by

aij=0 fori<j (1.11)

is called a lower triangular matrix. We notice that a diagonal matrix is both a lower
and upper triangular matrix. Upper and lower triangular matrices are often denoted
by [U] and [L], respectively.

Band matrix. A square matrix of order n, whose elements are defined by

a{j = 0 for | / - j \> Jfc, k<n (1.12)

is called a band matrix, and we define the bandwidth of the matrix as a 2k -f 1 and
the half bandwidth as k -f 1.

1.2 Matrix Algebra
1.2.1 Equality of Matrices

Two matrices [a] and [b] of the same order are said to be equal to each other if
and only if

dij = bjj for all values of / and j (1.13)

and we write [a] = [b].

1.2.2 Matrix Addition and Subtraction
Two matrices [a] and [b] of the same order can be added or subtracted, and the

result is a matrix [c] of the same order, whose elements are given by

cij=aij±bij (1.14)

for all values of / and j, and we write [c] = [a] ± [b].

1.2.3 Multiplication of Matrices
Scalar multiplication. We define the multiplication of a matrix [a] by a scalar

k as

k[a] = [b] (1.15)

where fe/y = ka^ for all values of / and j.
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4 STRUCTURAL DYNAMICS IN AERONAUTICAL ENGINEERING

Matrix multiplication. Two matrices [a] and [b] can be multiplied if and only
if the number of columns of the first one is equal to the number of rows of the second
one, and we say that the matrices are conformables, and we write [c] = [#][£],
where

Cy = §fl'^ (1.16)
i = 1 ,2 , . . . , w j = 1 , 2 , . . . , «

and the order of the matrices [a], [b], and [c] are mp, pn, and mn, respectively.
Now from the definition of the equality of two matrices, we know that the two
matrices are equal to each other if and only if they have identical elements; hence,
we conclude that, in general, if the product [b][a] exists, it will be different from
[#][&]. In the case when the two products are equal, i.e., [a][b] = [b][fl], we say
that the matrices [a] and [b] commute with each other. In particular, we notice that
a scalar matrix commutes with any square matrix of the same order. The operation
of matrix multiplication can be extended to the product of more than two matrices,
provided that the adjacent matrices of the chain are conformables.

7.2.4 Positive Power of a Square Matrix
For a square matrix [d], we define the positive power of [a] as

[a]n = [a][a][a] - " [ a ] n factors (1.17)

where n is a positive integer number.

1.2.5 The Inverse of a Square Matrix
For a square matrix [a], if there exists a matrix [b] such that the relation

[a][b] = [b][a] = [I] (1.18)

is satisfied, we say that [b] is the inverse of [a] and vice versa, and we write

[b] = [a]~l and [a] = [b]~l (1.19)

We will see that not every square matrix has an inverse; however, if the inverse
exists, it can be easily shown that it is unique. We call a matrix [a], for which an
inverse exists, a nonsingular matrix. Now, if for a square matrix [a] there exists an
inverse and the following relation is satisfied

[a](a]T = [l] (1.20)

i.e., [a]T = [a]~l, the matrix [a] is called an orthogonal matrix. Furthermore, if
for a square matrix [a] the following is satisfied

la][a] = m (1-21)

i.e., [a] = [a]~l, the matrix [a] is called an involutory matrix. The unit matrix,
for example, is an involutory matrix. Now, let [a] be a square matrix, for which an
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MATRIX ALGEBRA AND TECHNIQUES 5

inverse exists, say [b], i.e., [a]~l = [b]\ then from the definition for Eq. (1.18) we
have

lb][a] = [I] (1.22)

Performing the matrix multiplication [b][a] and using the definition of matrix
equality, we can write for the first row

b\\a\\ 4- b\2a2\ + • • • 4- b\nan\ = 1
b\\a\2 4- 612^22 4- • • • 4- b\nan2 = 0

b\\a\n 4- &i2#2rt 4~ • • • 4~ b\nanm = 0
where n is the order of the matrices. Making use of Cramer's rule, we obtain

bu = Di/D, bn = D2/D, . . . ,&!„ = Dn/D (1.24)

where D is the determinant of the matrix [a] (notice that, from the properties of
the determinants, the following relation is satisfied, \afj \ = |0//1) and is given by

fli,,

(1.25)

and Dr is the determinant obtained by replacing the row ar\ar2 • - - arn in Eq. (1.25)
by the right-hand side of Eq. (1.23), i.e., 1, 0, 0 , . . . , 0. We notice that Eq. (1.24)
exists if and only if D ^ 0, giving the condition for the existence of the inverse
of [«]; furthermore, the values of Dr are the cofactors of the elements ar\ in the
determinants in Eq. (1.25); thus we can write

b-, • = A '} / \Q\ 7 = 12 n (1 26)
where Aj\ are the cofactors of a-}\ of the determinant in Eq. (1.25) and \a\ is the
determinant of the matrix [a]. Now if we perform the multiplication in Eq. (1.22)
for the / th row and using the definition of the matrix equality, we will obtain

bij=Ajt/\a\ 7 = 1 ,2 , . . . , n (1.27)
Thus, we can write the inverse of [a] as

The matrix [Ajt] is called the adjoint of the matrix [a], and a typical element of
it is equal to the cofactor of the corresponding element in the determinant of the
transposed [fl]. We notice that the adjoint matrix exists always and is independent
of [a] being singular.

1.2.6 Negative Power of a Matrix
If a square matrix [a] is nonsingular, its inverse exists, and we define the negative

power of [a] as
[a]-" = [a]~l • • • [a]~l n factors (1.29)

or [a]~n = ([a]~l)n, where n is a positive integer.
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6 STRUCTURAL DYNAMICS IN AERONAUTICAL ENGINEERING

1.2. 7 The Reversal Law in Transposed and Inverse Products
Transposition. Let [a] and [b] be two matrices of orders mn and np, respec-

tively; then from the definition of the matrix multiplication, we can write

[c] = [d\[b] (1.30)
where [c] is of the order mp, with a typical element given by

n

°ij =^,aikbkj (1-31)
fc=l

Now, transposing [a] and [b], we will obtain [a]T and [Z?]T of orders nm and pn,
respectively, and the product [&]T[a]T exists, and we can write

[rf] = [*]W (1.32)
with a typical element of [ d] given by

n
djj = ^bkidjk (1.33)

k=l

Comparing Eqs. (1.31) and (1.33), we conclude that dtj = c//, or

[d] = WT (1.34)

and making use of Eqs. (1.32) and (1.30), we get

= [flW (1.35)
Similarly, if [a], [b], and [c] are three matrices and the product [<z][£][c] exists,
we can write

([a][b][c]f = [c]T[[a][fe]]T = [c]T[fe]T[«]T (1.36)
We conclude that, when a matrix chain product is transposed, the result is equal
to the product of the transposed matrices in the reverse order, i.e.,

[[ai][a2] • • • [an]]T = [anf • • • feT^i]1 (1.37)

Inverse. Consider the matrix equation
[c] = [a](b] (1.38)

where [c], [a], and [b] are square nonsingular matrices of order n. Premultiplying
both sides of Eq. (1.38) by [b]~l [a]"1, we get

[brl[<*rl[c] = [b]-l[arlW[b] = [I] (1.39)
Postmultiplying Eq. (1.39) by [c]"1, we obtain

[brl[arlic][crl = [crl

or [fe]""1^]"1 = [c]"1, and making use of Eq. (1.38) we obtain

(1.40)
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Similarly, for a chain product of nonsingular square matrices of order n, we can
write

i fai • • • fair1 = fa • fa (1.41)

The relations (1.37) and (1.41) are known as the reversal laws in transposed and
inverse products.

1.2.8 Partitioned Matrices
A partitioned matrix is one that is subdivided into submatrices or minor matrices.

As an example, consider the matrix [0] partitioned as

011 0i2 ' 01;
021 022 ' 02:

033 _

[An]

_[A 2 i ] [A22]J

-t
[A2i] = (031 032) and

023

[A22] = [033]

(1.42)

and let [b] be another matrix of the same order and partitioned in the same manner
as [0], i.e.,

[*] =

foi l
[«12] (1.43)

Then, by addition and multiplication, it can be shown that

" [An] + [fin] [Ai2] + [fii2]'
W + [b] =

and

[A21][fi12]
[A12][fi22]l
[A22][JB22] J

(1.44)

(1.45)

We notice that the resulting matrices are of the same order and partitioned in
the same manner as the original matrices. We have seen that matrix multiplication
can be performed if and only if the matrices are conformable; thus, if [0] and [b]
are conformable for the multiplication [a][b] and, furthermore, if [0] and [b] are
partitioned into submatrices such that the grouping of the columns of [0] agrees
with the grouping of the rows of [b], we can easily prove that the product [a][b]
can be obtained by considering the submatrices as elements while applying the
rule of multiplication. Indeed, in forming the product [0][&], where [0] is of order
mn and [b] of order np, we have partitioned [0] into n row matrices and [b] into
p column matrices. The use of the matrix partitioning while performing matrix
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8 STRUCTURAL DYNAMICS IN AERONAUTICAL ENGINEERING

operations can be very useful if some of the submatrices are of special types, e.g.,
null, scalar, or diagonal matrices.

1.2.9 Definite Positive Matrix
A quadratic form for the variables (x} , ;c2, . . . , xn) is defined as an expression

containing the sum of all the quadratic terms of (jci , *2, . . . , *«), or

jXtXj (1.46)
1=1 7 = 1

In matrix notation, we can write Eq. (1.46) as

F(xi,x2,...,xn) = {x}T[a]{x} (1.47)

Now, given a square matrix [a] and if the relation

[ x } r [ a ] { x } > 0 (1.48)

is satisfied, for any vector {x} different from the null vector, we call the matrix [a]
a positive definite matrix.

1.3 Differentiation and Integration of Matrices
If the elements of a matrix [a] are functions of a scalar variable/, i.e.,#/7 = 0//(0»

and if the derivatives

and the definite integrals

ft
dij(t)dt

fp
I

Ja

exist for all values of / and y , we define the differentiation and the integration of
the matrix [a] as

(1.49)

where D = d/dt and

fft' f fft 1/ [*(0]d/ = / a(t)dt\ (1.50)
Jet LJa J

It is thus seen that the differentiation and integration of a matrix, whose elements
are functions of a scalar variable, are obtained by differentiating and integrating
each of its corresponding elements, provided that such operations exist. The above
definitions are extended when the elements of the matrix are functions of more
than one variable, provided the respective operations exist.
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MATRIX ALGEBRA AND TECHNIQUES 9

1.4 Transformations
1.4. 1 Linear Transformation

Let (x\ , X2, . . . ,xn) and (y\ , y2, • • • , ym) be two sets of independent variables
(coordinates) that define uniquely the state or configuration of a system. Because
of the uniqueness of the relation, every variable, say ys, of the set (y\ , y2, . . . , ym)
can be expressed as a unique function of the set (jq , x2, . . . , xn\ and we can write

y\ = y\(x\, x2, . . . , xn)
x2, . . . ,*„)

Similarly, we can write the inverse relations, or

x\ =x\(yi, y2, . . . , ym)
X2 = x2(yi, y2, . . . , ym)

Xn =*n(y\, y2, • • • , ym)

The differentials of Eq. (1.51) read

-f yud*2 + • • • + y\.n fan
+ V2,2d^2 + • • - + J2,n fan

dym = ym.\Ax\ + ym,2d^2 + • • • + ym.nfan

where y\,\ = dy\/dx\ . Now, in matrix notation we can write Eq. (1.53) as

(1.530

where {y} = (y\,y2,..., ym^{x} = (x\9x2,...9 xn)T and [T,7] = [y/;]. From
Eq. (1.53'), we observe that the matrix [T] represents the transformation of the
differentials of the coordinates {y} into the differentials of the coordinates {x}.
Now, if all the partial derivatives in [T] were constants, i.e., independent of the
coordinates, we can integrate Eq. (1.53) to obtain

(1.54)

where fy = dyt/dxj and fe/ are the constants of the integration. Now if it is required,
as is the usual case that yf = 0 for x\ = x2 = • • • = xn = 0, the constants of the
integration b\ in Eq. (1.54) drop out, and we can write

{y} = MW (1-55)
In this case, we define the matrix [t] as a linear transformation matrix.
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10 STRUCTURAL DYNAMICS IN AERONAUTICAL ENGINEERING

1.4.2 Translation Matrix
We consider two sets of orthogonal Cartesian unit base vectors e\x, 62X, £3*

and eiy,e2y,e3y parallel to each other as shown in Fig. 1.1. Furthermore, let
(*i, JC2, . . . , xn) be the set of independent variables (coordinates) related to the
base x and (y\ , yi, . . . , yn) be the set of the independent variables (coordinates)
related to the base y. For example, yqeyq may represent a displacement in the eyq
direction of magnitude yq and xpexp may represent a rotation in the exp direction of
magnitude xp. Now, let a small change in the coordinate yq be given by dyq, while
all the other coordinates of the set y are held as constants. Because of this change,
small changes will correspond in all the coordinates related to the base x ; in par-
ticular, in the coordinate xp, a change will correspond given by dxp. Furthermore,
if we consider yp as a displacement and xp as a rotation, then from the geometry
of Fig. 1.1 we can write

where AI is as given in Fig. 1.1. Now, using Eq. (1.56), we can write

(1.56)

(1.560

and because the change yq was made while keeping all the other coordinates ys of
the set y held fixed, Eq. (1.56') reads

dxp I
dyq A!

Similarly, we can obtain all the other elements dxt/dyj and we can write

(1.57)

(1.58)
where [t] in this case is called a translation matrix. We notice that, when AI = 0
corresponding to a change dyq, there will be no change in xp, i.e., dxp will be zero;
hence dxp/dyq = 0 for AI =0.

Fig. 1.1 Translation.
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MATRIX ALGEBRA AND TECHNIQUES 11

7.4.3 Rotation Matrix
We consider two sets of orthogonal Cartesian unit base vectors e\x, e%x, e-$x

and e\y, eiy, e^y having the same origin as shown in Fig. 1.2. Furthermore, let
(jci, ;c2 , . . . , Jtn) be the set of independent variables (coordinates) related to the
base x and let (yi, yi,..., yn) be the set of independent variables (coordinates)
related to the base y. Now, let a small change dxs be given to the variable xs while
all the other variables of the set x are held fixed. Because of this small change
in the variable xs, small changes will correspond in all the variables of the set y,
given by the components of the vectors dxsesx in the respective direction in y.
And, in particular, in the ery direction we will have change given by ery • esxdxs
and because no change occurred in the other variables of the set x, this change will
be equal to dyr. Hence we write dyr = ery - esxdxs, or

= e™ • es- (1.59)

and because the change was made while keeping all other variables of the set x
fixed, Eq. (1.59) reads

ay.

Similarly, we can obtain all the other elements and write

{y} = [R]{x]

where [R] is called a rotation matrix with elements given by
/?.. — p. . P.ij — iy j x

and it can be shown by expansion that

]T = [R]T(R] = [I]

(1.60)

(1.61)

(1.62)

Therefore, we conclude from Eq. (1.20) that the rotation matrix is an orthog-
onal matrix, i.e., [R]~l = [R]T- The extension to successive transformations is

Fig. 1.2 Rotation.
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12 STRUCTURAL DYNAMICS IN AERONAUTICAL ENGINEERING

straightforward. For example, if we have {x} = [t\]{y] and {y} = [t2]{z}> we can
write

M = [t]{z] (1.63)

where [t] = [ti][t2].

1.5 Solution of Large Systems of Linear Equations
In linear analysis, using numerical methods as a final step of the solution of the

problem, we will be faced with the problem of solving a large system of linear
simultaneous equations cast in matrix notation as

[A]{x} = {/>} (1.64)

The matrix [A] often presents the special character of being symmetric and banded.
The solution of the system of Eq. (1.64) using Cramer's rule, as given in Section
1.2, shows that we will have to perform arithmetic operations of the order of
(n + 1)! (Refs. 2 and 4), where n is the number of the equations. Fortunately, using
other methods of solutions summarized below, it can be shown that the number of
arithmetic operations involved in the solution will be about /i3/3 for a full matrix
and much less for a banded symmetric system. Furthermore, the solution of the
system of Eq. (1.64) falls into two categories, known as direct methods,2-4'5 and
iterative methods.4*6 In direct methods after a given number of operations, we will
obtain the exact solution if roundoff errors in the computations are disregarded.
In iterative methods, an initial start for the iteration process must be guessed, and
successive iterations will be performed for obtaining better approximations for
the solution. The iterations will be stopped when a desired accuracy is attained.
Generally, we see that in iterative methods, the number of operations required in
the solution will be a function of the initial guess and accuracy desired. Sometimes,
iterative methods have been used in the solution of large systems of simultaneous
equations generated in numerical analyses; however, with the improvements made
in digital computer hardware, direct methods prove to be a more powerful tool for
such solutions. Thus, only direct methods will be summarized below. For iterative
methods, the reader can consult the available literature on the subject.4'6 Basically,
direct solutions reside on the fact that the matrix [A], if it is nonsingular, can be
decomposed as

[A] = [L][D][U] (1.65)

where [L] is a lower triangular matrix with unit values on the main diagonal,
[D] is a diagonal matrix, and [U] is an upper triangular matrix with unit values
on the main diagonal. The difference in the various methods lies in the way of
incorporating [D] in one or both of the triangular matrices, and thus the corre-
sponding main diagonal elements of the affected matrix will be different from
unity. We will begin this section by studying the triangularization process and the
solution of triangular systems. Several methods of solving Eq. (1.64) will then be
given.
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MATRIX ALGEBRA AND TECHNIQUES 13

7.5.7 Triangularization
If [A] is nonsingular, we can write Eq. (1.65) as

[A] = [/][«] (1.66)
where [D] is now incorporated in [/] or [u] or both. Performing the multiplication
and using the matrix equality property, we get

minQ'J)

Atj = ]T likukj (1.67)
k=\

Now Eq. (1.67) represents n2 relations for determining the (n2 + n) unknowns,
namely (n2 + n)/2 values for //;- and (n2 + ri)/2 values for utj. However, there will
be always n values of the unknown specified; namely if [D] is totally incorporated
to [w], all the diagonal elements of [/] are unity and vice versa. Thus we will be
left with n2 relations for determining n2 unknowns. In other methods as explained
below, we will require that the corresponding diagonal elements in [u] and [/]
be set equal and again we will have n2 relations for determining n2 unknowns.
Explicit formulas for the elements of [u] and [/] are given in the following sections
using various methods.

7.5.2 Solution of Triangular Systems
Upper triangular system. Consider an upper triangular system written as

[U][X] = [B] (1.68)
where, in general, [X] and [B] are rectangular matrices composed of a set of
unknown vectors and a corresponding set of known vectors, respectively. The
solution of Eq. (1.68) is given by

Y _ D / /7 j _ 19 r**nj — Dnj I u nn J ~~ * > ^» • • • •> f

**j ~ ~<J z_^ -IK — KJ / -*.

where n is the order of the system and r is the number of vectors in [X] and
[B]. Now, if [B] is a unit matrix of order n, we will obtain the inverse of [U] or
[U]~l = [X], with the elements of [X] given by

Xu =

/' (1.70)
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14 STRUCTURAL DYNAMICS IN AERONAUTICAL ENGINEERING

and we observe that the inverse of an upper triangular matrix is an upper triangular
matrix. Furthermore, if [U] is banded, with a semibandwidth given by (/ -f 1), the
solution of (1.69) reads

Xnj = Bnj/Unn

^ " / (1.71)
2^, ik kj I ii

k=\+i *

where

i = (n - 1), (n - 2 ) , . . . , 1

7 = 1 ,2 , . . . . r

X = / + i f or / + 1 < ft

A = rc for / + 1 > n

and ft and r are as given before.

Lower triangular system. Consider a lower triangular system written as

[L][X] = [B] (1.72)

where, in general, [X] and [B] are rectangular matrices composed of a set of
unknown vectors and a corresponding set of known vectors, respectively. The
solution of Eq. (1.72) is given by

X\j = BIJ/LH j = 1 ,2 , . . . , r

/ La
(1.73)

r /~ i i /= BIJ ~ / , LikXkj I LH
L *=i J '

/ = 2, 3,

j = 1,2,

where n is the order of the system and r is the number of vectors in [X] and [B].
Again, for the case [B] being a unit matrix, we will obtain the inverse of [L] or
[L]"1 = [X], with the elements of [X] given by

XH = I/La i = 1,2, . . . , f t

(1.74)

/ = 2, 3, . . . , ft 7 < /

and we conclude that the inverse of a lower triangular matrix is a lower triangular
matrix. Furthermore, if [L] is banded with a semibandwidth given by (/ + !), the
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MATRIX ALGEBRA AND TECHNIQUES 15

solution to Eq. (1.73) reads

Xtj = *,-!> /
(1.75)

where

i =2,3, . . . , w

7 = 1,2,. . . . r

A, = 1 for / < /

A. = / — / for / > /

7.5.3 The Gauss Method
In the Gauss method of solution, successive eliminations are performed in such

a way as to reduce the original matrix to an upper triangular form. The product of
the matrices affecting the row operations is a lower triangular matrix [L] with unit
values on the main diagonal so that we can write [L][A] = [U], or

[A] = (L]-}(U] (1.76)

and because, as has been explained in the last section, the inverse of a lower
triangular matrix is also a lower triangular matrix, we conclude that the procedure
of the Gauss elimination is equivalent to a decomposition in the form [A] =
[L ][D][U] in which [D] is totally incorporated [U], Furthermore, we notice that
we do not have to find to [L] explicitly; only [U] is calculated. The procedure of the
elimination will consist of eliminating the first column of [A] for / = 2, 3, . . . , « ;
then we eliminate the second column for / = 3, 4, . . . , w; and so on until getting an
upper triangular matrix whose solution was given in the previous section. During
the elimination, the elements of the transformed matrix will be given by

*-'> i = l,2,...,k 1=1,2,. ...r
and

A f f = 0 for y = 1,2, . . . , £ / = 7 + !, . . . ,«

(1.77)

where w is the order of the system, r is the number of vectors in the unknown
set [X], and k = 0 represents the original [A] and [B] matrices. The elimination
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1 6 STRUCTURAL DYNAMICS IN AERONAUTICAL ENGINEERING

procedure will begin at the stage k = I and terminate at the stage k = (n — 1). The
back substitution, i.e., the solution of the upper triangular system, will furnish the
values of the unknown [X], and this is given by Eq. (1.69) for the case of a full
matrix and Eq. (1.71) for a banded matrix. Now, for the case of a banded matrix
with a semibandwidth / + 1, Eq. (1.77) reads

(1.78)

where 77 and r are as defined before and

A, = * + / - 1 for A: + / - 1 < H

A = w for A: + / - 1 > ft

Furthermore, we notice that, if [A] is positive definite, as is the usual case in finite
element analysis, no pivoting will be necessary during the decomposition.

1.5.4 General Choleski-Crout Method
In this method of solution, the diagonal matrix [D] is incorporated to one of

the triangular matrices. For example, if it is incorporated to [/], the decomposition
will be given by

= 1
k-l

A: = 1,2, . . . , / i

m=\

and

Ukj
f *~! /

= akj - ̂  kmUmj I lkk

L w=i _ /
j = (1.79)

where A = n and /z = 1 for a full matrix, or

A = £ + /-l for A: + / - 1 < w

A = n for k + l-l>n

IJL = I for / < / -f 1

//, = k - I + / for i > / + 1

for a banded matrix with semibandwidth = (/ + !). From Eq. (1.79), we see that
the order of the computation will be as follows: the first column of [/] is computed,

Purchased from American Institute of Aeronautics and Astronautics  

 



MATRIX ALGEBRA AND TECHNIQUES 1 7

then the first row of [u] is calculated, then the second column of [/], followed by the
second row of [u], etc. After making the decomposition, we will have to perform
two triangular solutions, i.e., after obtaining [/] and [u] we can write [a][X] = [B]
as

[l][u][X] = [B] (1.80)

Now let

[£] = [«][*] (1-81)

Then, Eq. ( 1.80) reads

[«] (1-82)

The system of Eq. (1 .82) represents a lower triangular system (whose solution was
treated before), with [£] regarded as the unknown vectors. When [£] are obtained,
the upper triangular system (Eq. 1.81) will be solved for the unknowns [X]. The
first step of the solution is known as the forward substitution step and the second
as the back substitution step. Furthermore, we notice that if [A] is symmetric, the
elements of [u] will not be calculated during the decomposition because the /th
row of [u] will be equal to the /th column of [/], with all its elements divided by
the diagonal value, i.e., /„, because when [A] is symmetric the decomposition of
[A] reads

[A] = (L](D][L? (1.83)

1.5.5 The Square Root Method
(Symmetric Choleski Decomposition)

In this section, we consider the solution of the system

[A][X] = [B] (1.84)

where [A] is a symmetric and a positive definite matrix, which thus can be decom-
posed as

[A] = (L][L]T = IU]T(U] (1.85)

where [L] and [U] are unique upper and lower matrices with the diagonal elements
given by /// = w / / . Working with [U] and writing Eq. (1.67) as

min(/,y)

UikUkj (1.86)

the elements of [U] can be calculated from

7 =2, 3,
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18 STRUCTURAL DYNAMICS IN AERONAUTICAL ENGINEERING

and

*=<*
i = 2 , 3 , . . . , n

Uij = [Aii-^UkiUkj_/Uii

with A. = x = r c , a = ^ =

j = / + 1 , . . . , X

case of a full matrix, and

(1.87)

ct = i — I for / — / > 1 or =0

0 = ; - / for 7 - /> 1 or =1

= / -f / — 1 for i + I — I < n or =«

for i - / < 1

for j - I < 1

for / + / - 1 > /i

where (/ +1) is the half bandwidth for the case of a banded matrix. After obtaining
[U], the forward and backward substitutions will be performed as given in the last
section. We notice that, because [A] was assumed to be a positive definite matrix,
all the expressions under the square root sign will be positive real numbers. To
prove it, we substitute «&/ in terms of #// and we notice that the resulting expression
will be a quotient of the determinants of the upper left minors of [A], which are
positive if [A] is a positive definite matrix.

7.5.6 Tridiagonal Systems
Consider the following system,

matrix in the form
= [/?], with [A] being a tridiagonal

which can be decomposed as

'hi
hi /22

#22 #23

#32 #33 #34

#n,n-l

(1.88)

<33

1 "12

(1.89)
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The elements of [/] and [w] are given by

/n =MU

un = a^a\2

li+u=aw.i i = - 1 , 2 , . . . , n (1.90)
la = OH - aU-\Ui-\.i i = l,2,...,n
uu+i = l^afj+i i = 2, 3, . . . , n-l

The forward substitution [Eq. (1.82)} reads

and the back substitution [Eq. (1.81)1 reads

Xij = &j ~ uij+ixi+ 1./ r = « - 1 , . . . , 1 y = 1 , 2, .
where n is the order of the system and r the number of columns in [X] and [B].
The above procedure can be extended to the case of banded matrices if these are
partitioned in the form of blocks of tridiagonal submatrices, and the elements in
Eqs. (1.88-1.92) will thus be replaced by the corresponding submatrices, on the
condition that the required inverses of /// exist. Furthermore, if [A] is symmetric,
fewer operations will be required during the decomposition.

1.6 The Eigenvalue Problem
If [A] is a square matrix of order n and X is a scalar parameter, we define the

eigenvalue problem written in the standard form as

(1.93)

The matrix [[A] — A./ [I]] is called the characteristic matrix of the matrix [A], A/
represents the eigenvalues of [A], and the vectors {*/ } are called the eigenvectors of
[A]. Furthermore, the system of Eq. (1.93) represents a set of linear homogeneous
equations in the unknowns {*/}. Except for trivial solutions, i.e., {;c/} = {0}, we
must have \[A] — A./[I]| = 0, and this is an equation of nth degree in A., whose
solution will give the n eigenvalues A./ of the problem. We call this equation
the characteristic equation of the matrix [A]. In this section, various methods of
eigenvalue and eigenvector extraction techniques will be discussed. For a detailed
study on the subject, the reader is referred to standard textbooks on the subject.5'7"9

The solution of the eigenvalue problem in the standard form [Eq. (1.93)] can be
performed using direct or iterative methods. In direct methods, all the eigenvalues
will be obtained at once, while in the iterative methods we can obtain needed values
of eigenvalues. Depending on the problem to be solved and its order, one of the two
methods will be preferable. For instance, in elastic stability analysis, we will be
interested in determining only the lowest critical load, and, in dynamic analyses,
we will be interested in the determination of the lowest modes; in such cases,
iterative methods will be advantageous, principally if the order of the matrices
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20 STRUCTURAL DYNAMICS IN AERONAUTICAL ENGINEERING

is large. In other situations, for instance in aeroelastic analyses, we will need to
determine all the eigenvalues of the problem, and, in such cases, direct methods
would be advantageous.

1.6. 1 Determinantal Solution
For a nontrivial solution of Eq. (1.93), we write

|[A]-A[I]|=0 (1.94)

which can be written as

= r + cil?-1 + c2Xn~2 + • • • + Cn^X + cn = 0 (1.95)

Now, defining the trace of a square matrix as the sum of the elements on its main
diagonal and denoting it as Tr[A], i.e.,

n
AI-/ (1.96)

we can show by expansion of Eq. (1.94) that

ci = -Tr[A] (1.97)

Furthermore, if we write s, as the trace of the /th power of [A], i.e.,

5, = Tr[A], s2 = T r [ A f , ...,*„ = Tr[A]n

it can be shown by expansion that the coefficients cr of Eq. (1.95) are given by

c\ = -Tr[A] = -si

s2]/2

+ • • • + cisn-i + sn]/n

or
c0 = 1 ci = -s}

1 - (1.98)
Cr = — — 2. cr-isi r = 2, 3, . . . , n

r 1=1
This process enables us to calculate in an efficient manner the coefficients of the
characteristic equation, whose solution will determine the n eigenvalues, and these,
when substituted in Eq. (1.93), will determine the corresponding eigenvectors of
[A]. We notice that this process is lengthy and can be used only for matrices of
very small order.

Purchased from American Institute of Aeronautics and Astronautics  

 



MATRIX ALGEBRA AND TECHNIQUES 21

1.6.2 Von Mises Power Method
The von Mises power method is an iterative method for determining the eigen-

values and eigenvectors of a matrix [A]. Consider Eq. (1.93), which can be written
as

(D]{x} = ^ { x } (1.99)
A

where [D] = [A]"1. Assume now any approximate value for {*}, say {XQ}, which
when substituted in the left-hand side of Eq. (1.99) and through multiplication by
[D], a vector [x\ } is obtained, given by

{*i} = [D]{*o} (1-100)

If we normalize {;ci } by dividing all its elements by the largest element o
and denoting the result by {**}, i.e.,

1 1 J max[D]{*0}

it can be shown9 that {x*} is a better approximation for the eigenvector {x} than the
initial trial vector {jc0}. If we repeat the process of multiplication and normalization,
taking now {x*} as the initial trial vector, it is clear that a closer approximation will
be obtained. Continuing the iteration until the convergence to a desired accuracy,
i.e.,

i-'^ <u°2)
and comparing Eqs. (1.99) and (1.102), we see that {x*+l } converges to an eigen-
vector of [D], thus of [A], and the scaling factor, i.e., max[D]{;c5}, will converge
to I/A, i.e., the corresponding eigenvalue. Furthermore, it can be shown9 that
this eigenvalue corresponds to the highest of [D], i.e., the lowest of [A]. Now, in
some eigenvalue problems, e.g., in linear elastic stability analysis, we will be in-
terested only in determining the lowest characteristic value; therefore, the solution
of the problem will be obtained at this stage. However, in other applications, e.g.,
free vibrations, we will be interested in general in determining not only the first
mode but also few other modes above the lowest. To determine the second eigen-
value using the von Mises method, we use the property of orthogonality of the
eigenvectors in relation to the matrix [A]. If we designate the first eigenvector,
already calculated by {x\}, and the second one to be found by {^2}, the orthogo-
nality condition reads

} = 0 (1.103)

Setting

{B}T = {*,}T[£>] (1.104)

we get

{£}T{;t2} = 0 (1.105)
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Now, choosing arbitrary values for *(2)2, • - •»*(2)«, we can calculate from Eq.
(1.105) the value of x@)\ to satisfy the condition of {x2} being orthogonal to {x\}.
In matrix form, this condition is written as

X(2)n

o -B2/B} -B3/o i o

o o o

-Bn/Bl

0

1 X(2)n

(1.106)

We call the matrix in Eq. (1.106) a "sweeping matrix" and denote it by [s\]. Now,
taking {x2} as an initial trial vector for the iterative process, we will converge to the
second eigenvector and eigenvalue of [A]. The process of orthogonalization must
be performed during each cycle of the iteration. However, this can be avoided if
we postmultiply the matrix [D] by [s\] and write the result as [D2], i.e.,

[D](Sl]{x2} = [D2]{x2] (1.107)

We notice that the first column of [D2] is composed of zero elements so that the
matrix [D2] can be reduced to [Df

2] of order (n — 1) and {x2} to {xf
2} of order (n — 1).

Iterating now on [D2] we will converge to the first eigenvalue and eigenvector of
[D2]. Finally, using Eq. (1.106), the first element of {x2} is determined, and thus
the second eigenvalue and eigenvector of [D2] are obtained. The above proce-
dure is then extended to calculate higher eigenvalues by choosing initial vectors
orthogonal to the already calculated ones by constructing [$(„)] and iterating on

1.6.3 The Inverse Iteration Method
We notice that the von Mises power iteration method described in the previous

section needs the inversion of the matrix [A] as a first step in the solution if the
eigenvalues are required in ascending order, and this is a time-consuming process.
A more efficient process will be iterating directly on the matrix [A] for obtaining
the eigenvalues in ascending order. Such a process is called the inverse iteration
method. Consider the eigenvalue problem written in the standard form as

[A]{x] = M*l (1.108)
Assuming now an initial trial vector {XQ}, the first step in the inverse iteration
method will be the solution of the system of equations

[A]{z\} = {XQ} (1.109)

with {z\} regarded as the unknown vector. An improved approximation for the trial
vector will be given by

which is then used in the solution of the system of equations

[A]{Z2] = {**}

(1.110)

(1.111)
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to obtain a better approximation given by

{4} = — V- rte) (L112)
1 Z J max{z2}

The process of iteration will be continued until the desired accuracy is reached,
i.e.,

K) = — T-r^J = i**-il (L113)
1 j maxfe}

This will give the first approximate eigenvector, and the corresponding lowest
eigenvalue will be

(1.114)
maxfc}

To obtain subsequent eigenvectors and eigenvalues, the process of orthogonali-
zation and sweeping described in the previous section will be used. We notice that
the matrix [^4] will be triangularized only at the beginning of the solution, and,
during each step of iteration, we will have to perform only the solution of two
triangular systems.

1.6.4 Iteration Method Working Directly on the Eigenvalue Problem
[k]{x> = A[M]{x}

In many engineering problems, using numerical methods of solution, e.g., the
finite element method for the solution of free vibration problems and linear elastic
stability analyses, we will be faced with an eigenvalue problem cast in the form

[k]{x] = X[M]{x} (1.115)

where the matrices [k] and [M] are symmetric and banded matrices. Furthermore,
in free vibration problems, the matrix [M] is often a diagonal matrix if the lumped
mass technique is used in the problem formulation and sometimes with many zero
elements in the diagonal if the masses are concentrated only at a few nodal points
and few degrees of freedom of these nodes. The iterative methods described in the
last two sections work on the eigenvalue problem written in the standard form of
Eq. (1.93) so that a first step in the solution would be the transformation of Eq.
(1 . 1 15) to the standard form if the iteration methods are to be applied as described
in the last two sections. Now, if both [k] and [M] are symmetric and [M] is positive
definite, we can decompose [M] using the Choleski method to obtain

[M] = [L](Lf (1.116)

where [L] is a lower triangular matrix of the same bandwidth as [M]. Substituting
Eq. (1.116) into Eq. (1.115) and premultiplying both sides by [L]~], we obtain

x} (1.117)

Now, defining a vector {y} as

[L]r{x} = {y} (1.118)
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the eigenvalue problem in Eq. (1.1 17) transforms to

(1.119)

where [A] = [L]~l[k][LT]~l. We observe thatEq. (1.119) is now in the standard
form; however, the matrix [A] while still symmetric is no more banded. Further-
more, the process involves the inversion of the matrix [L]. Clough10 proposed an
iteration process working directly on Eq. (1 . 1 15) using a modified inverse iteration
method. The iteration begins by postmultiplying [M] by an initial trial vector {jc0}
to obtain a vector {WQ} given by

(1.120)

The second step in the iteration process is to solve the system of equations

0.121)

where {z\} is regarded as the unknown vector and the improved eigenvector is
given by

1} d-122)

The process of iteration is then continued until reaching the desired accuracy. We
observe that in each iteration cycle we will have to perform a symmetric banded
matrix multiplication [Eq. (1.120)] and two triangular banded matrix solutions
[Eq. (1.121)]. The multiplication step introduced here is more than compensated
because the banding nature of the matrices is conserved and the matrix inversion is
avoided. Now, if [M] is diagonal with no zero elements on the diagonal, the system
in Eq. (1.115) is easily transformed to a standard symmetric banded system. The
process starts by writing [M] as

[M] = [M*][M2] (1.123)

where [M1/2] stands for a diagonal matrix formed by the square roots of the respec-
tive elements of [M]. Substituting Eq. (1.123) into Eq. (1.115) and premultiplying
both sides by [M 1/2]~!, we obtain

Now, defining a vector {y} as

[M^]{;c} = {y} (1.125)

the eigenvalue problem in Eq. (1.124) transforms to

[A]{y}=X{y] (1.126)

where [A] = [M^2rl[k}[Ml/2rl. We observe that Eq. (1.126) is now in a
standard form and [A] is symmetric and banded. The solution of Eq. (1.126) will
give the eigenvalues A and the eigenvectors {y}. The system eigenvectors {x} are
obtained from Eq. (1.125). When the matrix [M] is diagonal with many zero
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elements in the diagonal, the system of Eq. (1.1 15) is efficiently solved using the
so-called selective inversion technique. The process starts by solving

[K]{fi} = {ei} (1.127)

where {^-} are unit vectors, having zero values in all locations except for the
position corresponding to the /th nonzero value on the main diagonal of [Af], and
{//} are regarded as the unknown vectors. The solution of Eq. (1.127) will produce
nr vectors {//} corresponding to the nr nonzero values on the main diagonal of
the mass matrix [M]. Selecting for each {/)•} the corresponding nr values, we can
form a matrix of influence coefficients of dimension nr, say [Ff]. This matrix by
definition is a reduced flexibility matrix and its inverse is a reduced stiffness matrix
so that we can write for Eq. (1.1 15) an equivalent reduced system as

[F'rl{S}=W]{$} (1.128)

where {£} is of dimension nr and [Mf] is a diagonal matrix of order nr, with all zero
elements of [M] dropped out. The system of Eq. (1.128) can now be transformed
to a standard form as follows. Premultiplying Eq. (1.128) by [F;], we obtain

(1.129)

writing as before [Af' ] = [M'1/2][M'1/2] and defining a vector {rj} as

[M'ty] = {«} (1.130)

the eigenvalue problem transforms to

(1.131)

where [A] = [M/1/2][F'][M/1/2]. The von Mises method of iteration can be applied
now to Eq. (1 . 13 1) to obtain the eigenvalues A in ascending order. Again, the system
eigenvectors will be obtained using Eq. ( 1 . 1 30). We observe that [A] is a full matrix;
however, it is of a smaller order compared to the original system.
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Problems
1.1 The matrices [A] and [B] are given by

y] and [B] =

Find the values of 0 that diagonalize the product |

1.2 Find the eigenvalues of the matrix
'2 -2 3
1 1 1
1 3 - 1

sin0 cos 0

1.3 The stiffness and mass matrices of a dynamic system are given by

" 2 - 1
r / i -1 2 -1 A[k] = 1 and

2 -1
-1 2 -1

-1 2 -1
-1 1

4 1
1 4 1

1 4 1
2 2

Find the first two natural frequencies and the corresponding mode shapes of free
vibration.

1.4 Show that for an orthogonal matrix [A] the determinant of [A] is 1 or —1.

1.5 Let [A] and [B] be two square matrices of order n. Show that

1.6 If [A] is a square symmetric matrix and given a matrix [T] of order nm,
verify that the product |T]T[A]|T] is a symmetric matrix.

1.7 Writing for a quadratic form

where [a] is a symmetric matrix, show that

where
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2
Single-Degree-of-Freedom Linear Systems

2.1 Equation of Motion
Consider the single-degree-of-freedom mechanical system shown in Fig. 2.1.

The system consists of a concentrated mass m (kg), a spring with a spring constant
k (N-m), and a dashpot having a viscous damping coefficient c (N-s/m). The
external applied load is F(t)(N) and the displacement x(t)(m) is measured from
the position of equilibrium. The potential energy stored at any instance of time t,
measured from the position of equilibrium, can be written as

U= I kxdx = -kx2 (2.1)
Jo 2

The kinetic energy of the mass m reads

T = |mjc'2 (2.2)

where xf — dx/dt. The system dissipation function can be expressed as

D = ^cx'2 (2.3)

Applying Lagrange's equation of motion,

[dL/djc']' - dL/dx '•+ dD/dxf = Q (2.4)

where L = T — U and Q is the generalized force corresponding to the degree of
freedom jc, we obtain

mx"+ cxf + kx = F(t) (2.5)

2.2 Free Vibration
We consider first the response of the system because of initial conditions x(0)

and Jc;(0) in free vibration, i.e., F(t) = 0. The equation of motion [Eq. (2.5)] reads

mx" + cx' + kx = Q (2.6)

Equation (2.6) is a homogeneous differential equation that admits solutions in the
form

x = x0ept (2.7)

where jc0 is an arbitrary constant to be determined from the initial conditions and
p is a parameter that depends on the system properties. Substituting the solution
to Eq. (2.7) into the equation of motion (2.6), we obtain

p2 + (c/m)p + (k/m) = 0 (2.8)

27
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Fig. 2.1 Single-degree-of-freedom mechanical system.

Equation (2.8) is the system characteristic equation and has solutions p\ and
P2, given by

p = -(c/2m) ± [(c/2m)2 - (&/m)p (2.9)
Consider first the undamped system, i.e., c = 0. For such a case, Eq. (2.9) reads

p = ±i(k/m)Li i =(-!)* (2.10)
The system response can be obtained using Eqs. (2.7) and (2.10) and reads

x = XQ\el(°nt 4- XQ2&~ia)nt (2.11)
where con = (k/m)1/2 and will be defined as the system undamped natural circular
frequency and has units of rad/s. Notice that because k and m are properties of the
system, it follows that a>n is also a property of the mechanical system. The values
of jc0i and jc02 can be determined from the initial conditions of the problem. Using
trigonometric relations, we can write Eq. (2.11) as

= A\ cosa)nt 4-

or

x = Acos(o}nt — 0)

(2.12)

(2.13)

= tan"1 I(XQI -
*02)/(*oi 4- ^02)- The constants A and 0 are called the amplitude and the phase of
the response of the system, respectively. Substituting initial conditions at t = 0,
we obtain

where A = [A2 4- A2]1/2 = 2[jc0i x02]l/2 and 0 = tan

= x(0)cosa>nt

= [*(0)2 + {jc; - tan" V(0)/o>»*(0)}] (2.14)

A plot of the solution [Eq. (2.14)] is shown in Fig. 2.2. We observe that the system
is performing a simple harmonic motion with a circular frequency a)n.

We define the time to complete a cycle as the period and denote it by 7, which
is given by

= l/fn (2.15)
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Fig. 2.2 Free vibration of an undamped single-degree-of-freedom system: T =
= l/fn,A = [*2(0) + JC'^O)/^2]1/2, and V = <t>/"n = Og' V(0)/[ccvt(0)]}/u;,,.

where /„ = a)n /2x and represents the number of cycles per second that the system
performs in free vibration and will be called the system undamped free vibration
frequency. Cycles per second is a unit commonly called hertz (Hz). Consider now
the damped case, i.e., c ^ 0. Using the definition a>n = (k/m)1/2, we can write
the roots of the characteristic Eq. (2.9) as

p = -(c/2m) ± [(c/2m)2 - a>$ (2.16)
Examination of Eq. (2.16) reveals that we can classify the solution into three

cases, depending on whether value of the expression [(c/2m)2 — co2] assumes a pos-
itive, negative, or zero value. We consider first the case when [(c/2m)2 — co2] = 0.
In such a case, we have two equal roots and the system response reads

x = [A + Bt}e~(c/2m}t (2.17)
Equation (2.17) represents a damped nonoscillatory motion as shown in Fig. 2.3.

The arbitrary constants A and B can be determined from the initial conditions of the
problem. In this case, we will define the damping constant as the critical damping

x(t) ^

Fig. 2.3 Damped nonoscillatory motion.
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coefficient cc which is given by

cc = 2ma)n = 2(&m)i (2.18)
Now, using Eq. (2.18) and the definition of the undamped natural frequency &>„,
the equation of motion [Eq. (2.6)] can be written as

x" + 2y(Dnxf + a)2x = 0 (2.19)
where y — c/cc and will be called the viscous damping ratio or simply the damping
ratio. The roots of the characteristic equation can now be written as

p = -ya>n ±ia>n(l - y V (2.20)
and we will be left with two cases to be considered, 1 — y2 < 0 and 1 — y2 > 0.

For 1 — y2 < 0, we have a nonoscillatory damped solution given by

x = ̂ ^'(Asinh^VV2- 1* - Bcoshwn^y2-lt) (2.21)
where A and B are arbitrary constants to be determined from the initial conditions.
We notice that for this case the damping constant c must have a very high value, not
common in practical applications; therefore, such cases will not be treated here.
Systems with 1 — y2 < 0 are called overdamped systems.

For 1 — y2 > 0, we have a damped oscillatory response given by

x =- e-ya)nt (xoleia}dt + x02e~ia}dt) (2.22)
where

a>rf=f t fc ( r»y 2 )* (2.23)
and will be called the damped circular natural frequency of the system. Notice
again that cod depends only on the properties of the mechanical system and there-
fore is a property of the system. Such systems with 1 — y2 > 0 represent the
majority of practical cases and are called damped systems. The constants XQ\ and
jco2 of Eq. (2.22) are determined from the initial conditions of the problem. Using
trigonometric relations, we can write Eq. (2.22) as

x — e~nxoi

= e-Ya)nt[Ai cosa)df+A2sma)dt}. (2.24)
or

x = e-ya)nt[A cos(a)dt - (/>)] (2.25)

where A = [Af -f A^]1/2 = 2[^0i ^O2l1/2 and 0 = tan"1 A2/Ai = tan"1 i(jc0i -
xQ2)/(xo\ +-^02)- In terms of the initial conditions x(0) and xf(0) the system re-
sponse reads

,00,,(2.26)
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T

31

Fig. 2.4 Free vibration of a single-degree-of-freedom damped system: T = 27r/u</
= l/fd (Curve is plotted for 7 = 0.15).

A typical response of a damped system is shown in Fig. 2.4. It is instructive to
observe that the response shown in Fig. 2.4 suggests a method for determining the
value of y experimentally. Let the amplitude at a time t = /i be x.\ and at a time
t = f2, separated from t\ by a Af equal to the period of oscillation T, be ;c2. Using
Eq. (2.25) we can write the ratio of the amplitudes x\jxi as

! COS(<W^i - 0)

Defining now the logarithmic decrement 8 as

and using Eq. (2.27) we obtain

or

(2.27)

(2.28)

(2.29)

(2.30)

For practical applications, the value of y is very small compared to unity, for
instance, for steel construction (y = 0.03) and for riveted aluminum structures
(y = 0.02). Therefore, in such cases we can make the approximation 1 — y2 = 1
in Eq. (2.29), and the relation [Eq. (2.30)] simplifies to

y = 8/2n (2.31)

Now if we examine Eq. (2.25) and Fig. 2.4, we notice that the product ywn is
responsible for the exponential damping of the system. Defining a — ya)n and
using the relation [Eq. (2.31)], we obtain

a = 8(t)n/2n (2.32)
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and because 1 — y2 = 1, we can approximate cod by con, and Eq. (2.32) reads

a = Scod/2n = 8fd (2.33)

Equation (2.33) represents a practical means to obtain the exponential damping a
experimentally.

2.3 Response to Harmonic Excitation
In this section, the response of a single-degree-of- freedom system to an external

harmonic excitation is studied. The external force F(t) can be written as

F(t) = PQ cos cot (2.34)

where P0 is the amplitude and co is the frequency of the excitation force. Using
Eqs. (2.5) and (2.19), we can write the equation of motion as

x" + 2ya)nxr + co2
nx = (PQ/m)coscot (2.35)

The solution of Eq. (2.35) will be composed of two parts. The first part is the
transient or homogeneous solution studied in the previous section and given by
Eq. (2.24). The second part is the permanent solution or the particular integral
solution. The solution of Eq. (2.35) can thus be written as

x — x\ + x2 (2.36)

where x\ is given by Eq. (2.24) and x2 reads

x2 = A cos(cot - 0) (2.37)

Applying the initial conditions at t = to, we obtain the complete solution as

x = e~Ya)nt | [jc0 — A cos 0]cos codt + — [jc0 -f ycon(xQ — A cos 0)
I <*>d

— co A sin 0] sin codt 1 + A cos(cot — 0) (2.38)

where A and 0 are the amplitude and the phase of the permanent solution and
can be determined by the substitution of Eq. (2.38) into Eq. (2.35). Depending on
the initial conditions and the damping of the system, the influence of the transient
solution will appear in limited first cycles of the response. We now concentrate
our attention on the permanent solution. Differentiating Eq. (2.37) and substituting
into Eq. (2.35), we obtain

sin cot [— Aco2 sin0 — 2concoy A cos 0 + co^A sin0] + cos cot [— A<w2cos0

+ 2concoA sin 0 + a%A cos 0 - (Po/m)] = 0 (2.39)

We notice that Eq. (2.39) is valid at any instant of time t\ therefore, the only con-
dition for that equation to be satisfied is that the bracket terms vanish individually
and we write

~A(co2 sin 0 -f- 2concoy cos 0 — co? sin 0) = 0 (2.40)
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and

= 0 (2.41)

Solving Eqs. (2.40) and (2.41), we obtain

and

A = (2.43)

where £2 = &>/&>„ .
The amplitude A given by Eq. (2.43) and the phase angle 0 given by Eq. (2.42)

define completely the permanent solution. The maximum response of the perma-
nent solution can be obtained using Eqs. (2.37) and (2.43) and reads

Po/k

Now, because [Po/k] represents a static displacement due to the application of a
static load PQ, we will denote this displacement by xst and write

(2.44)

The ratio f is called the dynamic magnification factor or the gain and is a function
of y and £2. Figure 2.5 represents a plotting of the gain £ vs & for different values
of y . From this figure, the following is observed:

1) For £2 = 0, i.e., o> = 0, all the curves have a unit value, i.e., the response is
equal to the static displacement.

2) For large values of &>, i.e., £2 tending to infinity, the gain £ tends to zero for
all values of y.

3) Differentiating £ with respect to £2 for a constant y , we obtain

and the maximum value of the gain is obtained at d£/d£2 = 0, or for

ft = Vl - 2y2 (2.45)

so that the maximum amplitude response will be obtained for an excitation fre-
quency given by

^Res = Wl~2y 2 (2.46)
We will define this frequency as the resonance frequency and we observe again
that this is a system property.

4) Examination of Eqs. (2.23) and (2.46) shows that

(On > 0)d > 0}R&S (2.47)
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Fig. 2.5 Curves of the dynamic amplification factor £ =Armax/JC5/ vs H for different
values of ~f.

5) When y > (2)~1/2, the phenomenon of resonance disappears.
6) Substituting Eq. (2.45) into Eq. (2.44), we obtain the maximum value of the

gain as

Smax =
1

(2.48)

and, for very small values of y, i.e., y2 <^ 1, we can write

(2.49)

The ratio 1 /2y is defined as the Q-factor and is a measure of the system damping
when y <$C 1 .Consider Fig. 2.6, which represents a typical curve of the amplitude
A vs the excitation frequency in turns of the resonance frequency. Let AR be the
maximum amplitude and A \ be an amplitude at a frequency &>j near the resonance
phenomenon. Using Eq. (2.44), we can write

1
Xst {[1 - («>R -

where Aco/2 = O)R — w\ and, for y2 <£ 1, we have Ao>2/&>2

(2.50)

1 so
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Fig. 2.6 Typical amplitude response A vs driving frequency u; in the vicinity of reso-
nance.

that we can write Eq. (2.50) as

Using Eqs. (2.49) and (2.51), we obtain

or
I

2*>n V/?2 - 1

and if we take R2 = 2, i.e., A\ = AR/(2)l/2 = 0.7 'AR, we have

y = ^—

(2.51)

(2.52)

(2.53)

(2.54)

Equations (2.49), (2.53), and (2.54) suggest methods for the determination of
the damping ratio y during ground vibration tests. Going back to the phase angle
0, we have

0 = tan~ (2.55)

Figure 2.7 presents plots of the phase angle 0 vs £2 for different values of the
damping ratio y.

From these curves, the following is observed:
1) For very small values of Q and y 2 <£ 1, we have tan 0 = 0. Thus the response

is in phase with the excitation.
2) For £2 = 1, independent of the value of y, tan0 = oo, or 0 = n/2, i.e., the

response is jr/2-phased in relation to the excitation. It is instructive to observe that
the passage of the response phase at n/2 is at the undamped natural frequency, while
the point of the maximum amplitude of the response is at the resonance frequency.
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-0.10 7 -0.05 7 -o.oo

7T

Fig. 2.7 Curves of the phase angle 0 vs O for different values of 7.

Therefore, during a ground vibration test, if £ and 0 are plotted simultaneously,
the departure of the point of maximum £ and the passage at n/2 for the phase is
an indication of how great the system damping is. Furthermore, this suggests a
method for the determination of the damping ratio y using Eq. (2.46).

3) When £2 ^> 1 and y2 <^ 1, we have tan 0 = 1, i.e., the response is n-phased
with respect to the excitation force.

2.3.1 Transmissibility Factor
Using the equation of motion [Eq. (2.5)], we can write the force transmitted to

the base as

Ft = ex' + kx = 2yconmxf + (t>2mx (2.56)

Substituting the permanent solution [Eq. (2.37)] into Eq. (2.56), we obtain

P° ' " ~-:n(cot - (f>) + cos(o)t-</))} (2.57)

or

(2.58)

where iff is a new phase angle. We define the amplitude of Ft/ PQ as the transmissi-
bility factor and we write

F' (2.59)
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(2)

Fig. 2.8 Curves of transmissibility factor 77 vs H for different 7.

Figure 2.8 shows plots of rj vs £2 for various values of y. From these curves, the
following can be observed:

1) When £22 = 2, we have 17 = I for any value of y, i.e., independent of the
system damping, the exciting force is totally transmitted to the base.

2) When £22 > 2, we have rj < I for any value of y, and, in this range, an increase
in y implies an increase in the force transmitted to the base.

3) Differentiating 77 with respect to Q at a constant y, we obtain

and

7? max

40y6

r l
|_4x2(l + (2.60)

2.3.2 Harmonic Oscillation of the Base
For the problem of accelerometer pickups, consider the dynamic system shown

in Fig. 2.9. The base has a prescribed motion given by

= XQ COS (t)t (2.61)

We will consider the motion of the mass relative to the base as the generalized
coordinate x and write

x = x\ — XQ = x\ — XQ cos art (2.62)

The expressions for the kinetic energy, the potential energy, and the dissipation
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Position of
equilibrium

Fig. 2.9 Representation of an accelerometer pickup.

function read

T = (l/2)mx{2 = (l/2)w(jc' + Jt£)2

U = (l/2)kx2 (2.63)

D = (l/2)c;c/2

Applying the Lagrange equation of motion [Eq. (2.4)], we obtain

mx" + ex' -f kx = —mxQ — mafXo cos o;r (2.64)

or

K' + a)2
nx = CO^XQ cos at (2.65)

Comparing Eq. (2.65) with Eq. (2.35), we conclude that the equation of motion
in the present case is identical to that of an external harmonic excitation with
PQ = wo>2Xo; therefore, using Eq. (2.43), we can write the maximum relative
amplitude A of the response as

A =

or

(2.66)

Curves of A/X0 vs £2 for different values of y are plotted in Fig. 2.10. From
these curves, the following can be observed:

1) When £2 = 0, independent of the value of y, all the curves have a zero value,
i.e., x\ = XQ.

2) When £2 is very large, all curves converge to A/XQ = 1, i.e., x\ = x -f XQ =
2X0.

3) Near Q = 1, a resonance phenomenon exists, but now the points of maximum
response are shifted to the right of Q = 1, and the maximum response values are
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Fig. 2.10 Curves of A/XQ vs J7 for different values of 7.

given at
(On (2.67)

4) Again, for y > (2)1/2, the resonance phenomenon disappears, i.e., there are
no peaks in the curves.

5) We define the sensitivity s as being the ratio of the product of the undamped
frequency squared and the relative amplitude divided by the acceleration of the
base, i.e.,

1
s = (2.68)

Comparing Eq. (2.68) with Eq. (2.44), we observe that the curves of the sensibility
are identical to those of the gain £, plotted in Fig. 2.5 and we have

CO, = (On (2.69)

Curves of s vs £2 for high values of y are shown in Fig. 2.11. From these curves,
we can observe that for the range 0.65 < y < 0.70 the values of s range between
1.01 and 0.99 when £2 is between 0 and 0.40. In other words, a measure of the
relative displacement of the mass will be proportional to the acceleration of the
base within an error less than 1 % for the range of the frequency 0 < £2 < 0.40
and a damping range of 0.65 < y < 0.70. This fact is used in the design of
acceleration pickups, i.e., if the damping ratio of the acceleration pickup is given
by 0.65 < y < 0.70, accelerations measured by this pickup will have an error less
than 1% if the natural frequency of the pickup is greater than 2.5 of the measured
frequencies.

2.3.3 Complex Frequency Response Function
We consider in this section the response of a single-degree-of-freedom system

to an external excitation force given by

F(t) = /V- (2.70)
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1.02

1.01

1.00

0.99

0.98

0.97

Fig. 2.11 Curves of the sensitivity s vs fi for high values of 7.

where co is real. The system being linear, the permanent solution will be exponential
and we can write

jc(0 = (2.71)

where H(co) is a function that will be defined as the complex frequency response
function. To determine //(&>), we substitute Eq. (2.71) into the equation of motion
[Eq. (2.5)] to obtain

or

Thus,

[-co2H(a)) + 2icoconyH(co) + Q%

H(co)[(l -

H(co) =

(2.72)

\/k

and from complex algebra, the modulus of //(ft/) reads

\/k
\H(co)\ =

Comparing Eq. (2.74) with Eq. (2.44), we conclude that

(2.73)

(2.74)

(2.75)
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Area-1

Fig. 2.12 Dirac-delta function definition.

2.4 Response to an Impulsive Excitation
A Dirac-delta function or a unit impulse function 8(t — a) (see Fig. 2.12) is

defined as
8(t - a) = 0 for t ̂  a

/

oo />fl+e/2
<5( f -a )d f = / 8(t-a)dt =

-oo Ja-£/2e^0

(2.76)

Observe that <5(f — #) has dimension [ l / t ] . Consider now, a single-degree-of-
freedom mechanical system excited at time t—a by an impulse F. Using the
above definition, we can write

F(t) = F8(t - a) (2.77)
We observe that F has dimension N-s. We will define the response of a single

degree of freedom to the application of a unit impulse at a time (t — a) as the
impulsive response and denote it by h(t — a). If the unit impulse is applied at
t = 0, we will have an impulsive response h(t). In the following, we will study
the response of a single-degree-of-freedom system due to the application of an
external force F(t) = F8(t\ with initial conditions *(0) and x'(0) equal to zero.
The equation of motion [Eq. (2.5)] can be written as

mx" + ex' + kx= F8(t) (2.78)
Integrating Eq. (2.78) between the time t = 0 and t = £, where s is the duration
of the impulse, we obtain

(mx" + ex' + kx) dt = FS(t) dt

Using Eq. (2.76), the right-hand side of Eq. (2.79) reads

I F8(t)dt = ¥ I 8(t)dt=F
JQS-+O Jo

Integrating the first term of the left-hand side, we obtain

rI mx" dt = m[x'(e) — jc/(0)]£^0 = 'mi
./0£_»o

(2.79)

(2.80)

(2.81)
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because at t = 0, jc'(O) = 0. In Eq. (2.81), jc;(0+) denotes the velocity of the
system just after the application of the impulse. Considering now that there is no
variation in the displacement during the application of the impulse, the second and
third terms of the left-hand side of Eq. (2.79) read

I
•/Oe

ex' dt = c[x(e) - jc(0)]e^0 - 0 (2.82)

and

kx dt = 0 (2.83)/*JOr-

Using Eqs. (2.80-2.83), we obtain

mx'(0+) = F (2.84)

i.e., just after the application of the impulse, we will have a single-degree-of-
freedom system in free vibration with initial condition ;c(0) = 0 and jc'(0) = F/m.
Using Eq. (2.26), the response of the system reads

^1 sin a)dt\ = ——e~ya)nt sin a>dt for t > 0
cod ] mo}d

= 0 for f ^ 0 (2.85)

Hence, if F = 1, we will have the impusive response h(t) given by

h(t) = —— e~Ya>nt sina)dt for t > 0
mo)d

= 0 for t x 0 (2.86)

and for a unit impulse applied at t = r, the response reads

h(t - r) = ^,e-Y^n(t-r) sin^(f _ T) for r > r
mcod

= 0 for t x r (2.87)

As an application of the impulsive response, we consider in the following the
response of a single degree of freedom due to the application of an arbitrary
deterministic external force F(t) as shown in Fig. 2.13, with null initial conditions.
We consider the applied load as being composed of a series of impulses applied at
t = r, and we write

F(r) = F(r)Ar (2.88)

Using Eqs. (2.85) and (2.86), we can write the increment of the response A* due
to the application of F(r) as

Ax = F(r)h(t -T) = F(r)Arh(t - r) fort>r

= 0 for t ^T (2.89)
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F(t)

Fig. 2.13 Deterministic function.

and considering the series of impulses until t = T, we write

J^ AJC = Y^ F(r)Arh(t - r)
Ar=l,2,...,n

Changing the summation by integration, we obtain

x(t)= I F(T)h(*-r)dr
Jo

(2.90)

(2.91)

Equation (2.91) is called the convolution integral or Duhamel's integral. Now
using Eq. (2.87), we can write the response given in Eq. (2.91) as

x(t)
1 f*= —— I F(T)e-ya}n(t-T)sina)d(t - r)dr for t > 0

ma)d JQ
= 0 for t -< 0 (2.92)

Notice that the response given by Eq. (2.92) is for initial conditions ;c(0) = Jc'(O) =
0. If these are different from zero, the complete solution of the system will be given
by the addition of the responses [Eq. (2.26) and Eq. (2.92)] to read

x(t) = e- + je(0)y (O

X COS — tan

'-IT
II

+ —— I F(r)e-Y(Dn(t-l} sina)d(t - r)dr
ma)d JQ

Returning now to Eq. (2.91) and making the transformation,

t-r =A.

(2.93)

(2.94)
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we obtain

j t(0=- / F(f-A)/i(A.)dA,= / F(f
Jt Jo

and because A. is the variable of the integration, we can write

x(t)= I F(r)/zO-r)dr = / F(r - r)/z(r)dr

(2.95)

2.5 Response to a Step Excitation
In this section, the response of a single-degree-of-freedom system due to the

application of an external force of a unit step function is studied. A unit step
function (see Fig. 2.14) is defined as

u(t - r) = 0 for r x r
u(t - r) = 1 for t > r

(2.96)

We observe that u(t — r) is a nondimensional function and that the multiplication
of an arbitrary function by a step function eliminates the function for t < r and
does not affect the function for t > r. We will call the response of a single-degree-
of-freedom system to the application of a unit step function the indicial response
and denote it by g(t). Applying Duhamel's integral for the case of a step function
applied at t = 0 with null initial conditions, we get

g(t)= I u(r)h(t-r)dr
Jo

I "
mcod

e-yc°n(t-r)smcod(t-T)dr (2.97)

Fig. 2.14 Definition of a unit step function.

Purchased from American Institute of Aeronautics and Astronautics  

 



SINGLE-DEGREE-OF-FREEDOM LINEAR SYSTEMS 45

making the transformation t — r = A and integrating, we obtain

g(t) = 71 1 - e~ya)nt (cos codt + —— sin codtif I \AC |_ \

The dimension of g(£) is m/N, and, if the step function has an intensity
the response will be

x(t) =

(2.98)

(2.99)

We notice that the response given by Eq. (2.99) is for null initial conditions. If the
initial conditions are different from zero, the complete solution will be obtained
by the addition of the responses given in Eqs. (2.26) and (2.99). We notice further
that an external arbitrary deterministic load can be represented by the summation
of a series of step excitations.

2.6 Response to Periodic Excitation (Fourier Series)
Figure 2.15 represents a periodic external applied load F(t) with a period T.

We call 2n/ T the fundamental frequency of excitation and denote it by &>0, i.e.,
(t)o = 2n/T (2.100)

Now, if the function F(t) is periodic and possesses a finite number of discontinuities
and if the following relation is satisfied:

/'«/o
\F(t)\dt < oo

then from the theory of Fourier analysis, we can write F(t) as
/•> / oo \«o , 2 /^-^ . i

F(t) = — + — I > an cosncoQt + bn sinnatnt
T T\£.

(2.101)

Fig. 2.15 Periodic function.
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The coefficients a/ and b\ in Eq. (2.101) have the dimension N-s and can be
determined by multiplying both sides of Eq. (2.101) by cosia>Qt and sinia>ot and
integrating both sides from 0 to T, to obtain

aQ= F(t)dt an = F(t)cosna)0tdt bn — I F (t)sin na)0t dt
Jo Jo Jo

(2.102)

Now, because the system is linear, the response will be obtained by the sum-
mation of the individual responses of the series. Applying the results obtained in
Section 2.3, we can write the permanent solution response as

x sinna)0t 4- [(l - &l)an - 2yQnbn]cosna)Qt} ) (2.103)

where

&n=na)o/a>n (2.104)

Now, returning to the trigonometric expansion [Eq. (2.101)] and omitting the
constant term a0, which can be analyzed alone, we can write the function F(t) as

F(t) = cnein^ n = ±1, ±2, ±3, . . . (2.105)
— 00

where cn is in general complex and is given by

1 CT
cn = - F(t)e-lna)* dt n = ±1, ±2, ±3, ... (2.106)

T Jo
The system being linear, the response will be given by the summation of the
individual exponential excitations; hence, using Eqs. (2.71) and (2.73), we obtain

CO

x(t) = J] Hn(na)o)cneina}Qt n = ±1, ±2, ±3, ... (2.107)
— oo

where

\/k
(2.108)

where Qn = ncoQ/a>n. Notice that Eqs. (2.103) and (2.107) are only the perma-
nent solutions. To obtain the complete solutions, we have to add to Eq. (2.103)
or Eq. (2.107) the transient solutions given in Eq. (2.24) and apply the initial
conditions of the problem in consideration.

Purchased from American Institute of Aeronautics and Astronautics  

 



SINGLE-DEGREE-OF-FREEDOM LINEAR SYSTEMS 47

2.7 Response to Aperiodic Excitation (Fourier Transform)
Consider again the exponential expansion:

00

c»eina)ot n = ±l ,±2,±3, . . . a)Q = 2n/T (2.109)

and the series coefficient given by

1 dt n = ±1, ±2, ±3, ... (2.110)1 (T
cn = - F(t)

T Jo
If we extend the period T from — oo to oo, the external applied force F(t)

can be considered as an aperiodic force. The discrete frequencies na>Q are now
transformed to a continuous function, and the exponential series is transformed to
an infinite integral that we call the Fourier integral. Writing now at the limit,

ncoo = a> (2.111)

and

(n + \)O)Q — na)Q = A&> = O)Q = 2jt/T (2.112)

we can write Eqs. (2.109) and (2.110) as
00 i i 00

7-1 / x ^ "̂  / rji x i(j)t ^ ^/T' \ l(i)t A /^ 1 1 O\F(t) = y —(Tcn)e = — 2_JT cn)e Aw (2.113)

and

(TcR)= I F(t)e~^dt (2.114)
Jo

Extending T from —oo to oo and tending A&> to zero, we obtain

F(t) = — I F(a))eiMt da> (2.115)

and
r°° Mdt (2.116)= I

«/— 0

The transformation in Eq. (2.1 16) will be called the Fourier transform of F(t),
while the transformation in Eq. (2. 1 15) will be called the inverse Fourier transform.
In a similar manner, we can write for the response x(t) the Fourier transform and
the inverse transform as

jc(<w)= / x(t)e~iQ)tdt (2.117)
J — 00

i r°°
x(t) = — I x(a))emt da) (2.118)
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but from Eq. (2.71), we have

i = H(co)F(t) (2.119)

Hence we can write

x((D) = H(a))F(a)) (2.120)

and substituting into Eq. (2.118), we obtain

1 f°°
x(t) =— I H(a))F(a))eia)t da) (2.121)

27T J-OQ

Notice that if the Fourier transform of the external force is known or has been
calculated, Eq. (2.121) can be used to obtain the system response in the time
domain and integrations can be performed analytically or numerically. Further-
more, Eq. (2.120) represents an algebraic relation between the three functions,
x(co>), F(OL>), and //(&>), i.e., if two functions are known, the third one can be de-
termined using this relation. This property is extensively used in Fourier analysis
experimental work. Finally, notice that co is a real quantity.

2.8 Laplace Transform (Transfer Function)
The Laplace transform of a function x(t) is defined as

/»00

x(s) = L[x(t)] = I e~stx(t)dt (2.122)
Jo

where 5- is in general complex. Using Eq. (2.122), we can obtain the Laplace
transform of the velocity and the acceleration as

Jo ui

= [*-J'*(0]o° + s I e~stx(t) dt
Jo

= sx(s)-x(Q) (2.123)

and

/
°° d2x(t}
e-s'^at*-

& J0

= s2x(s) - sx(0) - x'(0) (2.124)

Now, consider the equation of motion,

mx" + ex' + kx = F(t) (2.125)
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Applying the Laplace transform to both sides, we obtain

[ms2 + cs + k]x(s) - mx'(0) - (ms + j)jc(0) = F(s) (2.126)

Ignoring for the moment the initial conditions, we can write

x(s) = T—J-T^———-F(s) (2.127)(ms2 + cs + k)

or

x(s) = G(s)F(s) (2.128)

where

G(s) = l (2.129)(ms2- + cs + K)

We call G(s) the transfer function. We notice that Eq. (2.128) represents an
algebraic relation between x(s) and F(s). To obtain the response as a function of
time, we perform the inverse Laplace transform, i.e.,

x(t) = L~lx(s) = L~lG(s)F(s) (2.130)

and, for initial conditions different from zero, we write

x(t) = L~l [G(s)F(s) + mG(s)(s + 2ycon)x(0) + mG(s)x'(0)] (2.131)

Finally, notice that if s is purely imaginary, i.e., if s = ico, where a) is real, we have

1 I/A:G(-)=
[-^+^+.] =

 [(i-^)+^] = //(") (2J32)

i.e., when 5* is purely imaginary, the transfer function is equal to the complex
frequency response function.

Problems
2.1 The determination of the elasticomechanical properties of the control sur-
faces of airplanes with precision is a requirement for aeroelastic analysis. Math-
ematical models used to obtain such data with the precision required are very
complex and expensive. Such data can, however, be obtained using relatively sim-
ple ground vibration tests. To this end, the following ground vibration tests have
been performed:

(a) Determination of the moment of inertia /o of a statically balanced rudder
about its rotation axis. The test has been performed according to the drawing
shown in Fig. P2.1a. A variation of the external excitation frequency / was made
and a record of the amplitude at the point of excitation was obtained as given
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L-0.2m

k-125N/m

Fig. P2.1a

below
/HZ 9.00 29.20

30.40 30.60
JC/JCQ 13.14 15.28

20.57 17.42

29.40
30.80
17.95
14.73

29.60
31.00

21.04
12.60

29.80 30.00 30.20

23.87 25.00 23.50

From these data, obtain the value of /Q.
(b) Determination of the constant torsional stiffness K$ about the rotation axis,

the undamped natural frequency, the damped natural frequency, and the modal
damping ratio of the first rotational rudder mode. To obtain these data, the rudder
has been connected to its system in the airplane and the ground vibration test has
been repeated and executed as shown in Fig. P2.1b. The following data have been
recorded:
/HZ 29.5 29.6 29.7 29.8 29.9 30.0 30.1
x/xst 5.01441 5.02252 5.02519 5.02233 5.01393 5.00000 4.98063
/Hz 30.2 30.3 30.4 30.5 30.6 30.7
x/xst 4.95596 4.92617 4.89149 4.85219 4.80857 4.76097

From these measurements, determine Kg, a)n, &></, and y.

2.2 To decrease vibrations transmitted to instruments in aircrafts, the board panel
is mounted on slightly damped springs. In an aircraft, the board panel is mounted
on a spring that deflects 0.005 m in the vertical direction as a static deflection. The
aircraft has an external harmonic excitation of 1800 rpm in the vertical direction.
What is the percent of vibration transmitted to the panel?
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2.3 In an aircraft, a gas turbine of mass 450 kg is mounted on an elastic support
that deflects 0.002 m as static deflection. The turbine is running at 6200 rpm and
has an unbalance of 0.003 kg-m. What is the maximum amplitude of the force
transmitted to the aircraft if the suspension damping is neglected? Repeat the
calculation for a damping ratio of y = 0.10.

2.4 During a ground vibration test of a single-degree-of-freedom mechanical
system under a harmonic excitation of an amplitude of 200 N, the following has
been measured:

(a) o)\ = 16 rad/s, A\ = 0.20 mm, and 0 = 15 deg
(b) o)2 = 25 rad/s, A2 = 0.20 mm, and 0 = 55 deg

where CD is the excitation frequency, A is the amplitude of the displacement re-
sponse, and 0 is the response phase angle. From these results, calculate the damped
and undamped natural frequencies, the damping ratio y, the spring constant &, and
the mass m of the mechanical system.

2.5 Figure P2.5 is a simple mathematical model of a car running on a road
idealized as a single-degree-of-freedom mechanical system. Use the following
values: A. = 12 m, m = 1800 kg, k = 200,000 N/m, and y = 0.4. Find the value
of the amplitude of the permanent solution. Repeat the solution if the system is
undamped, i.e., c = 0.

x(t)

2a-60mm

Fig. P2.5
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3
Multidegree-of-Freedom Linear Systems

3.1 Equations of Motion
3.1.1 Position Vector

Let P0 be the space coordinates of a point of an elastic mechanical system at
a time to. Because of the application of an external force at t = to, the point in
consideration will occupy a new position P at a time t. The vector PPo will thus
represent the displacement of the point with initial position PQ. If we now consider
a discrete system, or a continuum that has been approximated as a discrete system
using a set of generalized coordinates q, we can write

P = *(q) (3.1)
where q is the set of the generalized coordinates that define completely the me-
chanical system and F is the transformation operator. For a linear system, the
transformation operator F does not depend on the generalized coordinates q, and
thus we can write for any point j of the mechanical system

dq2 dqn
(3.2)

where dPj/dqi are constants that do not depend on the generalized coordinates
for a linear system and that represent the variation in the displacement at the point
in consideration due to a unit variation in the generalized coordinate #/. In this
section, to simplify the notation, we will use Einstein's summation notation for
repeated indices, and we write Eq. (3.2) as

-
3.7.2 Velocity Vector

The velocity at any point j of the mechanical elastic system at a time t can be
written as

Vj=dPj/dt (3.4)
Using Eq. (3.2), we can write the velocity vector as

v,_dPi_d_pLdqL_d_pL
Vj~ dt ~ dqi dt ~ 9?,. *'• (3'5)

where q- = dqt/dt.

53
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54 STRUCTURAL DYNAMICS IN AERONAUTICAL ENGINEERING

3.1.3 Kinetic Energy Functional
The kinetic energy functional of the elastic mechanical system reads

T = l- I p(P)V(P) - V(P)dv (3.6)

where p ( P ) is the material density at point P, V(P) is the velocity vector at point
F, and v is the volume of the elastic mechanical system. For a discrete system we
can use Eqs. (3.5) and (3.6) and write the kinetic energy functional as

T = -q'A I p——.——dvlq'i (3.7)
2 7 l / , 3?> 9qt rl

or, in matrix notation, we can write

T = \{q'}T[M}{q'} (3.8)

We call [M] the mass matrix of the mechanical system. The elements of the
mass matrix are given by

dP
——dv (3.9)

We conclude from Eq. (3.9) that the mass matrix is a symmetrical real matrix
and because the expression {qf}T[M]{q'} represents an energy expression for any
vector {q'} different from the null vector, we further conclude that

{x}T[M]{x} > 0 V{jc} + {0} (3.10)

Therefore, [M] is a positive definite matrix.

3.1.4 Strain Energy Functional
The stress-strain relationship for an elastic linear continuum can be written as

(3.11)

where [C] is the material constitutive matrix and is a symmetric matrix be-
cause the stress and strain tensors are symmetric tensors. Writing now the strain-
displacement relationship as

{£} = [d]{P] (3.12)
where [d] is the differential operator relating the strains to the displacements, and
substituting Eq. (3.3) into Eq. (3.12), we obtain

{£} = [d](N]{q] (3.13)
where [N] has been used to denote the transformation matrix of the displace-
ments to the generalized coordinates. The strain energy functional of the elastic
mechanical system reads

I/ = i f{cr}T{e}dv (3.14)
^ Jv
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MULTIDEGREE-OF-FREEDOM LINEAR SYSTEMS 55

Using now the relation of Eqs. (3.11) and (3.13) and Eq. (3.14), we can write
the strain energy functional as

U = \{q}T f[N]T[d]T[C](d](N]dv{q} (3.15)
^ Jv

or

U = \{q}T[K}{q} (3.16)

where

[K]= f[N]T[d]T[C][d][N]dv (3.17)

We call [K] the stiffness matrix of the elastic mechanical system. Again, we
observe that [K] is a real symmetrical matrix because the constitutive material
matrix is a symmetric matrix and is real. Furthermore, from energy consideration
concepts, we conclude from Eq. (3.16) that [K] is a positive definite matrix for
a constrained mechanical elastic system or a semipositive definite matrix for an
elastic mechanical free body.

3. 1.5 Expression of the Dissipation Function
We consider in this section that the damping forces of the elastic mechanical

system are of viscous nature and are linearly related to the velocity vector, and we
write

FD(P)=d-^P<}'i (3.18)

where Fp(P) is the damping force of the elastic mechanical system at point P.
The variation in the virtual work of the damping forces in a virtual displacement
8P reads

/

r r) F ( P\
FD(P)SPdv = q'j I °, }SPdv

Jv dtfj

dFD(P)
= qi

Now,

qt = 9,'Af (3.20)

Thus

Sq( = Sq',At (3.21)

and substituting Eq. (3.20) into Eq. (3.19), we obtain

8WD - q'j I ̂  • ^-dv Sq'^t (3.22)1 Jv dq'j dqi
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56 STRUCTURAL DYNAMICS IN AERONAUTICAL ENGINEERING

or
SWD

At

Defining now a dissipation or a viscous damping function D as

which in matrix notation can be written as

(3.25)

we can write the variation in the dissipation function D caused by the variation in
the velocities q\ as

8D = q'jBtjSq'i (3.26)

where the elements of the matrix [B] are given by

« , _ / £ > . • £ „ , , (3.27)
JV fyj %

We call the matrix [B] the dissipation, or the viscous damping matrix.

3. 1.6 Equations of Motion
Applying Lagrange equations,

d / 3 L \ dL dD ^
-r I 7-7 ) " T~ + 1T> = & (3'28)
dfVdtf,'/ dqt dq[

where L = T — U, and using the kinetic energy functional [Eq. (3.8)], the strain
energy functional equation [Eq. (3.16)], and the dissipation function [Eq. (3.22)],
we obtain the equations of motion of a discrete elastic mechanical system of n
degrees of freedom written in matrix form as

[M]{q"} + [B]{q'} + (K]{q} = {Q} (3.29)

where {Q} is the column of the generalized external forces. The solution of the
equations of motion [Eq. (3.29)] will be studied in detail in the sequence.

3.2 Free Vibration: The Eigenvalue Problem
3.2. 1 Undamped Systems

Equations of motion [Eq. (3.29)] for undamped free vibration read

{0} (3.30)

The system of equations [Eq. (3.30)] is a system of second-order differential equa-
tions with constant coefficients, whose solution can be written as

{*} = {<7o}*f' (3.31)
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Substitution of Eq. (3.31) into Eq. (3.30) gives

{0} (3.32)

Defining

ki = -Pf (3.33)

we get

-MAf ]]{?<)} = {0} (3.34)

This represents an eigenvalue problem, whose solution was treated in Chapter 1 .
The solution of the eigenvalue problem will furnish the eigenvalues A./ and the
eigenvectors <2/. In the following section, some properties of the eigenvalues and
eigenvectors of undamped systems will be derived.

1) The eigenvalues A,/ (A./ = — Pf) are positive real numbers. Writing Eq. (3.34)
for the /th eigenvalue as

(3.35)

and premultiplying by [Qi}T we get

*-i{Qi}T[M][Qi} = {Qi}T[K]{Qi} (3.36)

or

, _
'~ ( }

But because {&•} ^ {0} and both {G/}7[M ]{Q/} and {Qi}T[K]{Q{} are positive
real numbers from physical considerations (since they represent energy expres-
sions), we conclude that A., are positive real numbers, and therefore Pf represents
pure imaginary numbers.

2) The eigenvectors are real vectors. Let us conclude that an eigenvector, say
[Qi}9 is a complex vector and we write it as

{Qi} = {Qi} + i{Qf!} (3.38)
where both {Q-} and [Q'f] are real vectors. Substituting Eq. (3.38) into Eq. (3.36),
we get

MM][{Q't] + i{Q'!}] = [Jf ][{fi{} + i{g;'}] (3.39)

Now, because [M], [K], and A./ are real, we can separate the real and the imag-
inary parts of Eq. (3.39) to read

' = K (
(3.40)

Thus, we have as eigenvectors { Q't } and { Q"}9 which are both real and proportional
because they correspond to the same eigenvalue A,/. We thus conclude that the
system of equations [Eq. (3.35)] admits only real eigenvectors.
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58 STRUCTURAL DYNAMICS IN AERONAUTICAL ENGINEERING

3) The eigenvectors are orthogonal vectors in relation to the mass and the stiff-
ness matrices. Writing for two different eigenvalues A./ and X;

and premultiplying the first equation by {Qj}T and the second by {<2/}r, we get

(3.41)

Transposing the second equation and noting that [M] and [K] are both symmet-
rical, we get

(3.42)

Subtracting the second equation from the first one, we obtain

=0 (3.43)

We thus conclude that
{Qj}T(M]{Qi} = 0 for A, ̂  A,

(3.44)
{ Q j } T ( M ] { Q i } ^ 0 for A,- = A,

Furthermore, using Eqs. (3.42) and (3.44), we also conclude that

{Qj}T[K]{Qi}=0 forX,^7 (3.45)
{ Q j } T [ K } { Q i } ^ Q for A, = Ay

Equations (3.44) and (3.45) represent the orthogonality relationships between the
eigenvectors of the modes of free vibration of an undamped system with respect
to the mass and stiffness matrices. Furthermore, we conclude that

tef [M][G] = r/^j
[Q]T(K](Q] = \y\

where both \y\ and |~/zj are diagonal matrices, and we call them the generalized
stiffness and generalized mass matrices, respectively. We notice that the numerical
values of /x// and yn wiM depend on the way the corresponding eigenvector { <2/ }
has been normalized. In the case when the eigenvectors are normalized in such a
way that the generalized mass matrix is an identity matrix, the eigenvectors are
called the normal vectors. To determine the scaling factor in such a case, we write
the following for a normal vector {Nt}:

{N,} = c,{Q,} (3.47)
where ct is the scaling factor. Using Eq. (3.46), we get
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Thus,

c, = ±—————————r = ±—r (3-48)

or

(3.49)

Furthermore, we conclude that in such a case, i.e., normalization for unit general-
ized mass, the corresponding generalized stiffness will be equal to A/ .

3.2.2 Damped Systems
For free vibration of a damped system, the equations of motion [Eq. (3.29)] read

[M]{q"} + [C}{q'} + [K]{q] = {0} (3.50)

Again the system of equations [Eq. (3.50)] admits solutions in the form
{q} = est{qo} (3.51)

where s and {q0} are in general complex. Substituting Eq. (3.51) into Eq. (3.50),
we obtain

*2[M]{<70} + s[C]{q0] + (K]{q0} = {0} (3.52)
This represents an eigenvalue problem of the second order. However, we can

easily transform it to a first-order eigenvalue problem by writing the identity
(3.53)[M}{q'} =

and combining Eqs. (3.50) and (3.53) to obtain

[0] [M]
[C]

[0]

[0] [K]
f] _ f0]

* ~t°J
(3.54)

Now,

(3.55)

(3.56)

[0] [A/] I -[M] [0]
[M] [C]J [S] = |_ [0] [K]_

The system of equations [Eq. (3.54)] reads

[A]{y'} + [B]{y] = {0}
Again the system of equations [Eq. (3.56)] admits solutions in the form

{y} = ^[yo} (3.57)
Substituting Eq. (3.57) into Eq. (3.56), we get

= {0} (3.58)
Again this is an eigenvalue problem whose solution was treated in Chapter 1 .

The eigenvalues of Eq. (3.58) s are, in general, complex. Examining Eq. (3.57), we
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60 STRUCTURAL DYNAMICS IN AERONAUTICAL ENGINEERING

conclude that, in the case of an eigenvalue being real and negative, we will have
an overdamped motion. If si is a complex number with a negative real part, we
will have an oscillatory stable motion. Furthermore, it can be shown that complex
roots will occur in conjugate pairs for this kind of eigenvalue treated here since
both [A] and [B] are real symmetric matrices. The imaginary part will give the
modal frequency, and the real part will give the corresponding damping.

3.3 Response to an External Applied Load
For an externally applied load, the equations of motion read

(3.59)

The solution of Eqs. (3.59) falls into two categories, the modal superposition tech-
nique and numerical methods. Both categories will be discussed in the following
sections.

3.3. 1 The Modal Superposition Technique
The modal superposition technique consists of transforming the equations of

motion [Eqs. (3.59)] into the modal base of the associated conservative system.
The associated conservative system is obtained by the elimination of the damping
from the equations of motion. For free vibration, the equations of motion of the
associated conservative system read

(M]{q"} + (K]{q} = {0} (3.60)
The solution of Eq. (3.60) will give the eigenvalue matrix [A] and the eigenvector

matrix [Q] as described in the last section. Making the transformation

[q] = [Q]M (3.61)
where {17} is the vector of the modal amplitude, the equations of motion [Eqs. (3.59)]
read

[M ][g]to"} + [C][g]to'} + [K](Q]{rj} = {F} (3.62)

Premultiplying Eq. (3.62) by [Q]7 ', we obtain

r/^J to"} + [Al to') + TxJ to} = (0} (3.63)
where

IXI = [gf[M][g]

\P\ = [gf[C][g]
FxJ = [Q]T[K](Q]

{0} = [Q]T{F]
The matrices |~/zj and fxj are diagonal matrices due to the orthogonality pro-

perties of the eigenvectors of the associated conservative system and are called the
generalized mass and the generalized stiffness matrices. The modal formulation is
very attractive in the study of dynamic response of structures with small damping,
e.g., aeronautical structures where the damping effect \f$\ {rj} is small in compar-
ison with the stiffness and inertia terms. Thus, we can make the simplification of
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assuming \f$\ to be diagonal, i.e., we neglect the damping coupling between the
modes. Doing so, Eq. (3.63) transforms to a system of uncoupled equations of a
single degree of freedom in the form

M» r)" + fa rl{ + x» *?/ = 0/(0 i = 1, 2 , . . . , n (3.64)

Each equation of the system of equations given in Eq. (3.64) can be integrated
using Duhamel's integral, and the result reads

-,,*, f * / - 1rjj (t) = e '5< — {/;,- (0) -f CD/£/ /;/ (0)} sin a)di t + ^/ (O)cos ̂ . ̂
L ̂ 4 J

l rf , r f .
+ ——— / e~a}i^i(t~a)(/>i(cr)sma}di(t -a)dcr i = 1, 2 , . . . , n (3.65)

where &>/ is the undamped natural frequency of the mode, £/ is the damping ratio
and is equal to $//2/z//w/, <w</. is the modal damped frequency, and ^'(0) and
r?/(0) are the initial modal values and can be obtained from the initial conditions
q'(0) and q(0) using Eq. (3.61). The integration in Eq. (3.65) can be evaluated
analytically or numerically depending on the input generalized forcing function.
When the modal amplitude functions rjj(t) have been obtained, Eq. (3.61) will be
used to obtain the physical displacement vector q(t\ Subsequently, the strains and
stresses can be determined as functions of time. In practice, generally we will not
incorporate all the modes in the transformation [Eq. (3.61)]; normally only the first
few modes will be used, and thus [Q] will be a rectangular matrix of dimension

3.3.2 Numerical Methods
The modal superposition technique described in the previous section needs the

determination of the modal values of the associated conservative system as a first
step in the solution procedure, which is a time-consuming process, especially if
such information will not be used in further analyses. Numerical methods, on the
other hand, work directly on the coupled equations of motion [Eqs. (3.59)] and
can be basically described as a step-by-step successive extrapolation procedure,
i.e., starting with the known initial values {q} and {q'} at t = to, we proceed
to calculate {q} and {q'} at t = to -f- h, where h = Af and is a suitably selected
interval of time. Using these calculated values, we proceed to calculate {q} and {q'}
at t = fo + 2h and so on. The numerical methods are classified into two categories,
the finite difference and numerical integration methods. In the first category, the
acceleration vector {q"} is written in terms of several successive displacement
values, while in the numerical integration procedure the velocity {q'} and the
displacement {q} vectors are obtained by integrating numerically the acceleration
in the interval of time h, which is approximated by a suitable polynomial within the
interval. Furthermore, both methods can be divided into two groups; the first group
is an explicit one in which the unknown values are explicitly written as functions
of the previous known values, and the second group is an implicit one in which
the unknown values are written as functions of the previous known values and the
new values, thus necessitating an iterative process. In the following section, some
of the numerical methods will be described.
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Fig. 3. la Central difference scheme.

Finite difference methods. If the values of {qQ} and {^} are given at / = f0,
the equations of motion [Eqs. (3.59)] can be solved for {q^}, and we write

1 [{F(0)J - [C]{q'(0)} - [K]{q(0)}] (3.66)
Writing the finite difference scheme for {g0.i } and {q^}, as shown in Fig. 3. la, as

and the accelaration as

and using Eq. (3.67), we obtain

Solving for {q\ }, we get

and using Eq. (3.66), we obtain

(3.67)

(3.68)

(3.69)

(3.70)

} - (K]{q0}} (3.71)

Equation (3.71) is a very simple recurrence relation to proceed to step i, once
steps i — 2 and i — 1 have been calculated. For the first step, we must calculate
{g_i}, and this can be obtained using the finite difference scheme of Fig. 3.1b,
given by
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Fig. 3.1b Central difference scheme for the first step.

Thus, for the first step, we can write

til] = {qo} + h(q'0] + (h2/2)[M]-l{{F0} - (C]{q0} - [K]{q0}} (3.73)

and, for successive steps, we write

{qt} = 2{qi.l] - te_2} + (h2/2)[Mrl({Fi-i} ~ [C]{qf-i} - [*]{?/_,}}

(3.74)

This method, despite being very simple, has the disadvantage of being potentially
unstable if the time interval h is greater than the minimum period of the system free
vibration frequency. Higher order finite difference schemes have been proposed;
however, they have the same deficiency for the limitation on the time interval and
need more computational requirements.

Numerical integration methods. For all the numerical integration variants,
perform the following two integrations for each step:

} = {?,_,}+ /' (q'
Jo

}At

(3.75)

(3.76)

The different variants of the numerical integration methods reside in the way of
approximating the acceleration in the integral [Eq. (3.75)]. Assuming the integrals
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in Eqs. (3.75) and (3.76) are a constant value given by the initial value through the
interval of the time, we obtain Euler expressions, which can be written as

{<?,'} = {<?,'-, } + MCi} (3.77)

{qi} = {qi-,} + h{q'i_l} (3.78)

with the initial value of the acceleration given by

/., } - [ATlte-i }] (3.79)
Equations (3.77-3.79) represent a very simple recurrence relation; however,

the errors are of the order O(h2) in the interval of time h. An improvement to
this method is to use the Gauss scheme for the numerical integration process by
assuming the average integrand to be given by the mean value in the interval, or

and substituting {q'.} in the second equation from the first one, we obtain

or

{<?/} = te-i) + M^-.i) + (h2/4)[{q?_l} + {<7f}] (3.80)
and {q"_i} is obtained from Eq. (3.79). We notice now that the errors are of the
order O(h3) and the process is an implicit one. Hence, we will have to use an
iterative algorithm for the solution. The iterations can be started by assuming
initially {q"} — {q"_i}, solving for {qt} and {#/}, and then calculating {q"}. This
new value is now used in Eq. (3.80), and the process is repeated until a required
accuracy is achieved. A further formula was proposed by Newmark1 for Eq. (3.80),
which is modified to read

{<?} = { * _ } + (i - *)*{*'-} + wqn
(3.81)

d) + fitften
where A. and ft are constants. We notice that the first equation reduces to that of
Euler when A = 1 and to that of Gauss when A. = 1/2, and the second equation
reduces to that of Gauss for ft = 1/4. It has been shown that values of A. -^ 1/2
lead to spurious damping effects in the response. Now if we take ft = 1/6, i.e., we
assume a linear variation for the acceleration into the interval of time, the relations
in Eq. (3.81) read

{<?;} = {?/_,} + (h/2){q»_l} + (h/2){q»}
(3.82)

te) = [qi_l} + h{qt_l} + (h2/3){q?-l} + (h2/6){q?}

Wilson2 transformed Eq. (3.82) into an explicit relation using the system's
equation of motion by writing the second equation as

,} (3.83)
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where

and by using Eq. (3.83) to write the first equation as

{<?,'} = (3//*){<?,-}-{fl«-i} (3.84)
where

Now, substituting Eqs. (3.83) and (3.84) into the equations of motion [Eqs.
(3.59)], we obtain

(3.85)

where

[*J = (6/h2)[M] + (3/A)[C] + [AT] (3.86)

and

!} (3.87)

The solution procedure will be as follows: {#/} is obtained by solving Eq. (3.85)
knowing the values at / — 1; these are used in Eqs. (3.83) and (3.84) to obtain
[q"} and {q'.}9 which are then used to calculate {A/} and {#/}, and the process is
repeated using Eq. (3.85) to get {#+1}, and so on. Furthermore, we notice that in
linear analysis the matrix \K] in Eq. (3.85) is constant; hence, the triangular de-
composition in the solution will be done only once at the beginning of the solution.
In nonlinear analysis we will have to perform the triangular decomposition in each
step of the solution.

Enhancement of the accuracy of numerical methods in dynamic re-
sponse problems. In this section, a method that has been shown to improve the
accuracy in response calculations when using numerical methods and at the same
time achieves a reduction in the computational cost in the problem solution is pre-
sented. Refer elsewhere for details of the method.3 The method is an application
of Richardson's extrapolation technique used in numerical analysis. Consider a
numerical solution of the displacement vector {q\ } of the second-order differential
equations of motion obtained using a time step Afi with an error in the solution
O(A/j") and a solution of the displacement vector {q2} for a time step increment
A/2 with an error in the solution O(At^). The Richardson extrapolation technique
consists in writing a better solution as

fet = (ftArj" - 0! Af2
m)/(Af,w - Af2

m) (3.88)

Thus, using Eq. (3.88), we expect to have a better value for the problem solution
than {#1} and {g2}- Furthermore, it can be shown that if the error in the solution
can be written as

+ .-> (3.89)
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where C/ are constant, and having obtained the sets of solution {q\ }, {qz}, and {#3}
for time step increments A/i, A/2, and A/3, respectively, we can write a better
solution for the displacement vector {q} as

Afj")

(3.90)

Equations (3.89) and (3.90) can be used efficiently in direct numerical integration
methods to enhance the accuracy of results and, at the same time, reduce the cost
of the solution. This has been demonstrated3 where solutions for coarse steps were
used to obtain more accurate results than the next finer time step size, and, at the
same time, these better accuracy solutions result in fewer solution steps. The cost
of the computation is thus directly reduced.

3.4 Damping Effect
To include a damping effect in the dynamic formulation, we need to consider

the work done by the damping forces and include it in Hamilton's principle. Damp-
ing forces are difficult, if not impossible, to calculate. However, two types of
damping forces have been extensively used and will be treated here, namely vis-
cous damping and structural damping.

3.4. 1 Viscous Damping
A viscous damping arises when a body is moving in a fluid (e.g., a dashpot); in

such a case, we can assume that the damping force is proportional to the velocity,
and we write

FD = yq' (3.91)

where FD is the damping force, q' is the velocity, and y is a constant determined
from experiments. The work done by the viscous damping force reads

W D = I (q}T{FD}dv (3.92)
Jv

and its variation is given by

8WD= f {8q}T{FD}dv (3.93)
Jv

The equations of motion of the whole structure read

{F} (3.94)

We notice that the matrix [C] is symmetric. However, such formulation is very
difficult to achieve in practice because it is difficult to determine the constant y for
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the structure. A formulation adapted to discrete formulation of a structural dynam-
ics problem for the incorporation of a constant viscous damping in the analysis was
proposed.2 The various methods proposed reconstruct a viscous damping matrix
[C], knowing the modal damping £/ (measured or assumed) of a number of natural
modes of vibration, A similar method was proposed4 to reconstruct the viscous
damping matrix [C] from knowledge or assumption of the modal damping £/ of a
number of natural modes, with [C] written as

where [0] of dimension nm is the mode shape matrix of the m modes considered
with damping, n is the total number of degrees of freedom of the system, and
[1/ft/J is a diagonal matrix with ft/ = 2£//<w///z// and &>// and //,// being the natural
frequency and the generalized mass of the mode in consideration. This formulation,
despite leading to a full matrix [C], has the advantage of attributing different
modal damping ratio values to an individual number of modes and can be used in
parametric studies with variation of the damping.

3.4.2 Structural Damping
Structural damping, also known as hysteretic or solid damping, is due to internal

friction or friction among components of the system and is proportional to elastic
internal forces and acts in the velocity direction. In such cases, if a harmonic
motion was assumed for the solution of the problem, we can write the damping
force as

FD = igFE (3.96)

where / = (—I)1/2 and g is a constant, which again can be determined from ex-
periments. Through calculation of the work done by the damping forces and vari-
ation, as was made in the previous section, we obtain a damping matrix written
as

[C] = ig[K] (3.97)

where [K] is the system stiffness matrix.

3.5 Applications
3.5.1 The Two-Degree-of-Freedom Mechanical System

In this section, we study the two-degree-of-freedom mechanical system. This is
a special case of the general multidegree-of-freedom mechanical system. However,
as will be seen in this section, this system presents a special application that has
an important role to play in practice, namely the mechanical vibration absorption
problem. This is the main reason for its study in mechanical vibration systems.
Consider the two-degree-of-freedom mechanical system shown in Fig. 3.2. The
kinetic energy functional, the strain energy functional, and the dissipation function
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F(t)

Fig. 3.2 Two-degree-of-freedom mechanical system.

of the mechanical system read

T =

U = \k2(x2 - (3.98)

Applying Lagrange's equations, we obtain the system equations of motion as

(ci + c2)x( + (*i + k2)xi - c2xf
2 - k2x2 = F(t)

-c2x{ - k2x\ + W2*2 + c2x'2 + k2x2 = 0
(3.99)

We consider first the free vibration problem, i.e., F(t) = 0. The system of equa-
tions [Eqs. (3.99)] admits solutions in the form

jd = xiQeXt and x2 = x20ext (3.100)

Substituting these solutions [Eqs. (3.100)] into Eqs. (3.99), we obtain

—c2X — k2 m2X2 + c2X + A/2 J I *20
(3.101)

and for a nontrivial solution of Eq. (3.101) we get

.(^+^ + ( t l+fe) -^-fe f =0 (3.102)
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+ a>\(\

Expanding the determinant given in Eq. (3.102) and arranging terms, we obtain

A4 + [2yia)i + 2/2^2(1 + AOJA.3

-f [2yia>ia)l + 1y^2(^\\ + a>\a>\ = 0 (3.103)

where

7i =

<*>\ = J ——
i

X2 =
m2

(3.104)

We consider now the free vibration undamped case, i.e., c\ = c2 = y\ — yi — 0.
In this case, Eq. (3.103) reads

= 0

and the natural frequencies of free vibration read

" 1 + u)l ± i. 2 =

(3.105)

(3106)

We further consider the special case where the isolated single-degree-of-freedom
systems have equal free vibration natural frequencies, i.e., we consider the special
case when (o\ = a)2 = a>a. In this case, the system undamped free vibration natural
frequencies are given by

(On

(3.107)

or

(3.108)

and we observe that

(3.109)

A plot of the system mass ratio /z vs the nondimensional natural frequencies £2 is
shown in Fig. 3.3. From this figure, we observe that the system natural frequencies
are one lower than the isolated single-degree-of-freedom frequency a>a and the
other is higher than coa. This is a general property of isolated mechanical systems
when coupled in a single dynamic system.

Consider now the forced vibration system with an external force applied to the
mass m\. Let the external force be a harmonic excitation with F(t) = FQ cos&tf.
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Fig. 3.3 Variation of the two-degree-of-freedom undamped natural frequencies vs
the mass ratio p,.

The equations of motion of the undamped system read

m\x" + (k\ + k2)x\ — ̂ 2*2 = ^b cos cot

For the steady-state response, we can write solutions in the form

x\ =.

*2 =.

Substituting these solutions [Eqs. (3.111)] into Eqs. (3.110), we obtain

Solving the second equation of the system of equations [Eqs. (3.112)], we obtain

_ Pi _ 2 / 21 /o i i o\

We observe that, if the isolated undamped natural frequency of the auxiliary
system, i.e., a>2 = &2/^2> is chosen to be equal to the external excitation frequency
co, the amplitude of the main mass m\ will be zero for all values of Jt2o- This is the
property of vibration absorption in a mechanical system. We now substitute X\Q

(3.110)

(3.111)

(3.112)

,*T_r;.K =° <3-102)
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from Eq. (3.113) into the first equation of the system [Eqs. (3.112)] to obtain

1 — —T — k2\ X2QCOS(cOt + (/))= FQ COS 0)t (3.114)
y.\-^ I

and we conclude that sin0 = 0 or 0 = 0 or JT, i.e., the responses are phased
or TT-phased with the excitation force. This was expected since we have assumed
that the damping in the mechanical system is zero. Now using Eqs. (3.113) and
(3.114), we obtain the amplitudes X\Q and x2o as

[l-%]*10

Fo

and
j_

—— = Tr————=5—————-————————————T (3-116)
JFn l i ft>2 I f 2 i 2 91 2" j 1 — ~2 ^i i ^7/^ — &* — COjfji \

and, at the absorption condition, we have co\ = a>2 = co and thus

jc10 = 0 and JC20 = —Fo/k2 (3.117)

The second equation permits us to size the stiffness of the mechanical absorber.
Finally, if a>\ = a)2 = &>fl, we can write for amplitudes X\Q and x2Q

(3.118)

and

(3.119)

Figure 3.4 shows a plotting of the amplitude of the main mass x\o/xst vs the
frequency ratio £2 = co/coa for a mass ratio \JL = m2/m\ = 0.1. As an example,
we consider that the original system was operating with an external frequency
excitation of 30 Hz, which is equal to its natural frequency and therefore is operating
at resonance. From the curves of Fig. 3.4, we observe that, if a mechanical absorber
has been designed for a mass ratio of /z = 0.1, we see that the coupled system
will have two natural frequencies of 25.5 and 35.1 Hz, respectively. At the external
excitation of 30 Hz, the main system will be completely attenuated and will have
an amplitude of the order of the static deflection for a variation of the external
excitation frequency between 28.5 and 31.5 Hz. Notice that damping effect has not
been considered in the above analysis. The system with damping can be analyzed
following the same paths as given above.
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XlO

1.5

Fig. 3.4 Curves of the amplitude x\^/xst of the main mass m\ for a dynamic absorber
vs 17 = cj/a;a for a value of mass ratio p, = m2/m\ = 0.1.

3.5.2 Determination of the Dynamic Properties of a
Winglike Structure

In this section, a practical application of the calculation of the dynamic charac-
teristics of a winglike structure, i.e., the calculation of the natural frequencies and
mode shapes, is presented. Nowadays, almost all practical applications of such
calculations are made using the finite element method. This section thus begins
with a brief description of the finite element method and its application to struc-
tural dynamic problems. The example in consideration is then presented, and the
results of the analysis are given.

The finite element method is a numerical analysis technique for obtaining ap-
proximate solutions of boundary value problems. In engineering applications, the
method was presented for the first time as an intuitive idea for extending the method
of matrix analysis of structures to the problems of elastic continuum in the pioneer
work of Turner et al.5 These authors considered the continuum as composed of
finite regions (called latter finite elements by Clough6) and described the properties
of each region in terms of a finite number of parameters, namely the displacements
at a prescribed number of points on the boundary of the region (called nodal points
or nodes); then applying the conditions of compatibility of the displacements at
these points, the elements were joined together, forming then a system of lin-
ear simultaneous equations with the displacements as unknowns. The solution
of these equations gave the nodal displacement values, which were subsequently
used to determine the stresses within each region. Nearly at the same period,
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Argyris7"11 began to publish a series of papers, covering the problem of two- and
three-dimensional linear structural analysis, with suitable techniques adapted to
automatic digital computations. Furthermore, early in 1943, the applied mathe-
matic literature12 formulated the mathematical bases of the method, describing it
as an application of the Rayleigh-Ritz method for subregions of the domain. In
the 1960s, numerous publications on the application of the finite element method
in structural mechanics appeared and began an iteration between the intuitive en-
gineering idea and the applied mathematic point of view to place the method on
rigorous mathematical bases. The application of the method was then extremely
rapid, passing from the simple linear structural analysis to nonlinear problems,
dynamic problems, flow problems, coupled problems, etc. Currently, more than
500 textbooks and conference proceedings devoted to the finite element method
exist in the scientific literature. To mention only a few examples, Refs. 13-25 are
cited.

Boundary value problems as encountered in engineering applications are, in
general, formulated in one of the following two ways. In the first way, differential
equations governing the problem are written based on the behavior of an infinitesi-
mal region of the domain and certain boundary relations are imposed. In the second
way, a variational stationary principle valid for the whole domain is formulated
and the exact solution of the dependent variables of the problem is that which
maximizes the principle's functional. Furthermore, from the mathematical point
of view, the two ways of the problem formulation are equivalent, i.e., the exact
solution of an approach is the exact solution of the other. Once the problem has been
formulated in one of these two ways, the finite element method can be invoked to
obtain an approximate solution of the problem in a piecewise manner. The domain
of interest is divided into smaller but finite subdomains called finite elements by
imaginary points, lines, or surfaces in one-, two-, or three-dimensional problems.
Approximate admissible solutions are then thought in each element and on its
boundary. Consider, for instance, the domain of Fig. 3.5, which is divided into finite
elements as shown. Let the dependent variables of the problem be represented by
the vector (u(x)} where x represents the space coordinates. Within the element (e)
and on its boundary, we can assume a set of admissible solutions {ue(x)}, and, for
each component (/) of the vector (ue(x)}, we can write

/ = 1, 2, . . . , n (3.120)

where n is the number of components of the vector {ue(x)}, <t>e
k(x) is an admissi-

ble function for u* (jc), C* are constants, and S/ is the number of the admissible
solutions taken for ue

t(x). In matrix notation, Eq. (3.120) for the complete vector
{ue(x)} can be written as

{«'(*)} =|>'WJ{C} (3-121)
where |~0e(;c)J is a partitioned diagonal matrix, with the diagonals composed of
row matrices of dimension S/, and {C} is a vector composed of all the coefficients C/
of Eq. (3.120). In principle, (f)e(x) can be any admissible solution, but usually they
are taken as polynomials, because these are easier to manipulate in subsequent
integration and differentiation operations. In finite element terminology, {C} is
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Boundary S

O Nodes

Interetement
boundary

Fig. 3.5 Domain divided into finite elements.

called the vector of the generalized coordinates. Now, if we choose a set of points
on the element (normally at its vertices and at specified ratios of its edges and
sometimes within the element), which we define as nodal points or simply nodes
in the finite element method, we can write a vector u'f(xj) as

(3-122)
k=\

where the subscript j stands for the node in consideration. Furthermore, if the
nodal values in consideration are taken equal to S/, Eq. (3.122) can be written in
matrix notation as

{<}s,xi=fofci**<C '-Uxi (3.123)

Now, if the inverse of [<z,-] exists (in some cases [#/] is singular, and other
techniques will be used), we can write

{Ci} = [air}{uf} (3.124)

and for all the components, we write

{C}= IXTV8} (3.125)
where [~AJ is a diagonal supermatrix, with diagonal matrices given by [0;]. Sub-
stitution of Eq. (3.125) into Eq. (3.121) gives

V") (3.126)
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or, if we define a matrix [N] as

(3.127)
Eq. (3.126) reads

{«<(*)} = (N]{u'e} (3.128)
In finite element terminology, the dimension of [u'e] is called the number of

degrees of freedom of the element. Using Eq. (3.128), we can write for each
component (/) the following expression:

and we conclude that, at x = Xj, the value of rjfj(x) assumes unit value for the
node in consideration j and zero value for the other nodes. The functions rjfj(x)
are defined as the interpolation functions; shape functions; mode functions; trial
functions; or, if dependent variables are the displacements, they are called dis-
placement functions. Hereafter, we will call 77,7 (*) the trial functions. As has been
stated before, the inverse of [a] does not always exist. Furthermore, the inversion
operation is a time-consuming process; thus it will be preferable to use Eq. (3.129)
to obtain u*(x) in terms of the nodal values. This can be done, either by inspec-
tion in simple cases or using adequate interpolation functions as is extensively
described in the finite element literature, for instance Ref. 24.

Consider now a boundary value problem for which a variational principle exists
and is written as

81 = 0 (3.130)
where the functional / is written as

/= [ f i ( u i , X j ) d R + I f2(Ui,Xj)dS (3.131)
J R JS

and HI are the field variables and Xj are the space coordinates. The problem is
defined in the domain R enclosed by the boundary S. Now, let the domain be
divided into finite elements and the field variables be approximated within each
element and on its boundary as

where Nf are the trial functions and u? are the nodal values and the superscript e
stands for the element in consideration. If the total number of the elements was n,
then for the whole domain we can write Eq. (3.131) as

(3.133)
Re

Substituting for the approximate solution Eq. (3.132) into Eq. (3.133) and per-
forming integrations, we obtain

I* = l(Hil>Ui2>--->u*m) (3-134)
e=l
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where m is the total number of the nodal points. Now the functional / has been
approximated by the function / (M^, ui2, . . . , w^) given in Eq. (3.134), and, for
the stationary condition of the principle, we write

—— =0 7 = 1,2, ...,m (3.135)

Furthermore, for a typical nodal point (say j\ the Eq. (3.135) reads

a/

where A is the total number of the elements connected to the nodal point in con-
sideration. Equation (3.136) represents a global formulation for each nodal point
of the domain. Examining Eqs. (3.132), (3.134), and (3.136), we conclude that
only nodal values of Xxs, where s is the total number of the field variables of the
problem, will be present in each equation of the system of equations [Eq. (3.136)],
characterizing the banding nature of the finite element equations. Furthermore,
Eq. (3.136) suggests an element formulation first, and then the contribution of
all the elements will be made by the simple addition of the contribution of each
element at the respective nodal points, a property well adapted to automatic digital
computations.

Thus, on an element level we can write Eq. (3.136) as

where n is the total number of the nodal points of the element in consideration.
The matrix [ke] is defined as the characteristic matrix of the element e and {/?} is
defined as the characteristic vector of the element e. In static elasticity problems,
using the principle of minimum total potential energy, the characteristic matrix is
called the stiffness matrix, the characteristic vector is called the consistent load
vector, and the field nodal values vector is called the generalized displacement
vector. Now using Eqs. (3.136) and (3.137), we can write for the whole domain

[K]{u} + {F} = 0 (3.138)

where [K] and {F} are defined as the characteristic matrix and the characteris-
tic vector of the whole domain, respectively. The matrix equation [Eq. (3.138)]
represents a set of simultaneous algebraic equations. These, with the application
of the appropriate boundary conditions of the problem, are solved to produce the
unknown nodal values of the field variable vector {u}.

Example 3.1
As an example, we consider the simple structural problem shown in Fig. 3.6. It

is composed of a rod clamped at one extremity and is subjected to a concentrated
axial load 2P at the other extremity, together with an axial load P at the middle of
the rod. It is required to find the axial displacements at the middle and the free end
of the rod. The problem can be solved using a finite element formulation based
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p 2P element!

——————=^—————~~*~ 0———————0

2 etementt

-G

2 3

Fig. 3.6 Simple structural problem.

on the principle of miminum total potential energy. The related functional for the
case at hand24 can be written as

7tp = - I aedV - I upds (3.139)2 Jv Jsa ~

Dividing the structure into two finite elements, as shown in Fig. 3.6, we write
Eq. (3.139) as

7Tp=7rl
p+7T2

p (3.140)

Now using the stress-strain and the strain-displacement relationships and assum-
ing a constant cross-sectional area, we get

£A [L(to\2,_ p

° (3.141)
„ EA

Because only derivatives of the first order appear under the integral sign and to
have convergence in the finite element formulation, we must have C° continuity
at the interelement boundary,24 i.e., only the displacements must be continuous at
the interelements. Trial functions achieving such requirements for the line element
can be written as24

«2« = [fi £]{^j (3.142)

where £1 = 1 — x/L and £2 = x/L.
Substituting Eq. (3.142) into Eq. (3.141) and performing the integrations, we

get

Xp = ̂ K + U2~ 2UlU2\ ~ U2P

(3.143)
EA
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Using Eq. (3.137) for stationary conditions, we get

du\
L

(3.144)

Using Eq. (3.138) for the whole structure, we get

EA [ 1 -1 I ( M , l f 0 ) f (M
£1 -i 2 -1 «2 - P = 0 (3.146)
L L -1 lJ UJ (2P\ l o j

Applying the forced boundary conditions, i.e., forcing u\ = 0, the system of
equations [Eq. (3.146)] reduces to

EA f 2 -]L [-1 ]

Solving for w2 and 1/3, we get

w2 = 3PL/EA and

P

=5PL/EA (3.148)

In structural dynamics problems using the finite element method, Hamilton's
principle is used for the problem formulation, and the same procedure as described
above is applied. Following this procedure, a matrix equation is obtained for each
element in the form

-

where [me] is called the consistent mass matrix and is given by

[ro<]= fp[N]T[N]dv
Jv

(3.149)

(3.150)

where p is the material mass density. The assembly technique for the whole struc-
ture is made in exactly the same manner as described above to obtain the system
equation of motion as

{u"} + ( K ] { u } - { F } = 0 (3.151)

As an example for the simple structure of Fig. 3.6, the mass matrix of the element
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reads

[me] =
pAL (3.152)

Applying the assembly technique and forcing the boundary conditions, we ob-
tain for free vibration of the simple problem of Fig. 3.6 the following system of
equations

pAL [4
1

2 -i o
(

from which we can calculate the free vibration undamped natural frequencies and
the corresponding mode shapes.

In the following section, the calculations of the dynamic properties of a wing-
like structure using the finite element method are presented. The structure studied
presents certain regularity and simplicity in the input data so that it can be easily
reproduced or modified for further developments. At the same time, the structure
considered possesses the main properties of winglike structures so that the con-
clusions drawn can be generalized. This same model was studied previously using
the finite element method26 and experimentally27 and was analyzed in detail using
various finite element models to study the adequacy of the elements used and the
convergence of the finite element method in Ref. 24. All these studies were per-
formed for static linear analysis. We now extend these calculations to the dynamic
properties determination of the related structure.

Figures 3.7a and 3.7b show the wing model studied. The structure is a model of a
swept-back wing of 24S-T aluminum construction. All dimensions used in the anal-
ysis are in inches. The wing has 30-deg sweepback and is untapered throughout.

35.43

2&61

11.81 11.81

11.81

all dimensions In Inches

Fig. 3.7a Configuration and general dimensions of the wing model.
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0.197

11.81

0.068
0.118 g.063 TI 2.48

0.118
al dbnenriont In Inches

section a-a

Fig. 3.7b Details of the wing model of Fig. 3.7a.

Five identical construction spars and three identical ribs are used and bonded to
the top and bottom skin sheets.

In this section, we will use the model designated as model number 2 in Ref. 24
for the present calculations. In this model, axial stress elements with two nodal
points are used to represent the spar and rib cups. Rectangular membrane elements
with four nodal points are used to model the spar and rib webs and the top and
bottom skins. The nodal points have been localized at the intersection of the spars
and the ribs and at the middle surface of the skins. A mesh of one element between
spars, one element between ribs, and one element between spar and rib cups was
used in the present investigation. The consistent mass technique as described in
the simple problem cited above was used in the calculation for obtaining the mass
matrix of the complete structure. Nastran finite element program was used for the
present analysis.

Figures 3.8a-3.8d show the first four modes of the analysis performed. Modes
one and four are predominantly bending modes. Mode two is the first fore-and-aft
mode, and mode three is the first torsion mode of the wing model. Eigenvalue
extraction is a time-consuming process. A method that tremendously reduces the
computational cost in dynamic analysis for eigenvalues extraction is the selective
inversion technique given in Chapter 1. We now apply this method to the problem
at hand and compare the results obtained with the full finite element solution where
the consistent mass technique was used. If, as is the usual case (for instance, the
modal extraction is made for the purpose of performing a subsequent aeroelastic
analysis), our interest is limited to the out-of-plane modes, we select the 15 nodal
points on the upper skin and apply unit loads in the z direction to obtain a reduced
flexibility matrix of the model. The masses are distributed on these 15 points, and
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V4
C1

Output Set: Mode 13.772042 Hz
Deformed(0.771): Total Translation

I/

Fig. 3.8a First mode of free vibration, first bending mode, / = 3.77 Hz.

the system mass matrix is therefore reduced to a diagonal matrix of order 15. The
dynamic analysis is then performed as explained in Chapter 1. The results of the
analysis are given in Table 3.1.

The results of Table 3.1 show that good agreement has been obtained using the
selective inversion technique compared to the full finite element method, while the
computational time has been tremendously reduced. If the in-plane modes are of
interest, unit load should also be applied in the y direction at the respective points
of the mass concentration in the formulation of the reduced flexibility matrix. In
this case, the selective inversion technique will reproduce also the second free
vibration mode, which is a fore-and-aft mode.

V4
C1

Output Set: Mode 2 11.4135 Hz
Deformed(0.781): Total Translation

Fig. 3.8b Second mode of free vibration, first fore-and-aft mode, / = 11.41 Hz.
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V4
C1

i/Y

Output Set: Mode 3 13.93595 Hz
Deformed(0.993): Total Translation

Fig. 3.8c Third mode of free vibration, first torsion mode, / = 13.93 Hz.

3.5.3 Free Vibration Analysis of a 15-deg Swept
Untapered Wing Model

The structural configuration to be analyzed is shown in Fig. 3.9. It consists of a
0.041-in. thick aluminum sheet and has a chord of 2 in. measured perpendicular
to the leading edge. The leading and trailing edges are beveled 0.25 in. to form
a symmetrical hexagonal airfoil section perpendicular to the leading edge. It is
required to perform a free vibration analysis to determine modal characteristics of
the structure. These data are intended to be used in a subsequent aeroelastic analysis
of the model. Experimental measurements of the frequencies and the mode shapes
of this structural configuration were performed in Ref. 28 and thus will be used
for the purpose of comparison with present analytical calculations.

Physical reasoning reveals that the lowest modes of this structural configuration
will be due to out-of-plane motion with a highly coupled bending-torsion effect

V4
C1

f -Y

Output Set: Mode 418.47944 Hz
Deformed(0.692): Total Translation

Fig. 3.8d Fourth mode of free vibration, second bending mode, / = 18.48 Hz.
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Table 3.1 Comparison of the free vibration frequencies
in Hz using the full finite element solution (FEM)

and the selective inversion technique (SIT)a

Method FEM SIT

Degree of freedom
First mode
Second mode
Third mode
Fourth mode

90
3.77

11.41
13.93
18.48

15
3.54

13.54
17.43

aFEM is with the consistent mass matrix formulation and SIT is with
concentrated mass method.

due to the sweepback of the wing model. Furthermore, previous experience shows
that the critical modes for aeroelastic analysis of this simple structural configu-
ration will be limited to the first few lower natural modes. For these reasons we
will use high-precision triangular bending elements, namely the T-18 element,24 to
represent adequately the stiffness part of the problem, and, for the inertia represen-
tation, we will use the lumped mass technique. The masses will be concentrated
at the nodal points and will be considered to act only in the transverse direction.
Rotary inertia effects will not be considered because their effect is considered to
be of secondary nature for the present formulation. The finite element model used
is shown in Fig. 3.9.

For the present configuration of the analysis, the best option to perform the
dynamic solution of the problem is to use the selective inversion technique used
in the previous example and described in Chapter 1. To this end, unit loads have

section a-a

t0.25 tt 0.25

2.0

5.72

all dimensions In Inches
a)

Fig. 3.9 Structural configuration and the finite element model of the 15-deg untaper-
ed swept-wing model.
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n = 1319r/s
2

measured NACA TN 4010

n-1402r/s
2

n-1605r/s
3

calculated FEM present

Fig. 3.10 First three natural free vibration modes of the structural model of the
15-deg untapered swept-wing model.

been applied at the 50 nodal points in the normal direction to obtain a reduced
50 x 50 flexibility matrix. This coupled with the 50 masses concentrated at the
corresponding nodal points provides the dynamic representation of the problem.
The direct iteration technique is then used to obtain the desired first eigenvalues and
eigenvectors. The results of the analysis in terms of the first three vibration modes
are shown in Fig. 3.10 and are compared with the experimental findings of Ref. 28.
From these results, the following conclusions can be made. First, in terms of the
precision attained, good achievements have been obtained. If we compare the cal-
culated frequencies and measured values, we can see that the discrepancy is about
7%. This is reasonable due to the simplification introduced to the analysis, e.g.,
lumping and distribution of the masses to represent the inertia, and also to the ex-
perimental model, e.g., exact representation of the built-in conditions. Therefore,
because of these limitations, no modifications or adjustments of the theoretical
models are required or justified, and the results obtained in this dynamic analysis
can be used directly in subsequent stability and response problems. Second, the
lumped mass method coupled with the selective inversion technique to solve such
dynamic problems is a powerful tool of analysis because the computational cost
is tremendously reduced in the eigenvalue extraction process and good precision
could be achieved when the method is used based on well-founded physical rea-
soning. Finally, from this simple example we can observe that the swept-back wing
presents, in its natural vibration modes, a high degree of coupling between bending
and torsion; therefore, the stiffness representation of such structures should reflect
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such property. For instance, if beam elements are used to represent the structure
configuration analyzed, these will never be capable of predicting adequately the
vibration modes shown in Fig. 3.10. These vibration mode shapes have an im-
portant role to play in subsequent aeroelastic stability and response problems,
where they are used in the calculation of generalized nonstationary airloads. Their
accurate prediction is therefore mandatory before any attempt to perform such
analyses.

3.5.4 Free Vibration Analysis of a T-Tail Model
In this section, a free vibration analysis of a T-tail model is presented. The main

purpose of this analysis is a presentation of the modal characteristics of T-tail
construction. These modal characteristics have an important role to play in sub-
sequent aeroelastic and response problems. Again, the structure studied presents
certain regularity and simplicity of the input data so that it can be easily reproduced
or modified for further developments. At the same time, the structure considered
possesses the main properties of T-tail construction so that the conclusions drawn
can be generalized.

To facilitate the preparation of input data, vertical, left, and right horizontal
tails have been considered of the same construction. Furthermore, each of these
structures has the same structural properties as that of the wing model analyzed in
Section 3.5.2. The three lifting surfaces have been joined by a boom. The boom
is made of metal sheet construction. The thickness of the skin of the boom is the
same as that of the tails. The boom has five spar elements equally spaced that are
normal to the first rib of the horizontal tail. This construction has been considered
to facilitate the preparation of input data. The finite element model made for this
T-tail construction is the same as that of the wing model previously analyzed. The
T-tail is fixed at the vertical tail root. Figure 3.11 presents the finite element model
used in the present analysis.

Fig. 3.11 Finite element model of the T-tail construction analyzed.
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V3
L1
C1

Output Set: Mode 1 0,807481 Hz
Deformed(0.487): Total Translation

Fig. 3.12a First mode of free vibration, / = 0.81 Hz, T-tail mode.

The Nastran finite element program has been used for the preparation of input
data and the eigenvalue extraction problem. The output of the analysis is shown
in Figs. 3.12a-3.12f. These figures correspond to the first six modes of free vi-
bration. Figure 3.12a represents the first mode of free vibration of the T-tail unit.
This mode is characterized by an asymmetric in-plane motion of the horizontal
tail accompanied by a fin torsion and is normally the first mode found in T-tail
construction. In aeroelastic analysis, this first mode has a very important role to
play since it can cause a static instability at low speeds due to fin divergence. The
second mode, shown in Fig. 3.12b, is mainly a fin bending with a one-node hori-
zontal tail motion. In this mode, the horizontal tail moves almost as a rigid body.
These first two modes are asymmetric modes. The third mode shape, depicted in
Fig. 3.12c, is a two-node horizontal tail bending accompanied by a fore-and-aft
motion of the fin and is a symmetric mode. The fourth mode, shown in Fig. 3.12d,

V3
L1
C1

Output Set: Mode 2 1.019493 Hz
Deformed(0.584): Total Translation

Fig. 3.12b Second mode of free vibration, / = 1.02 Hz, vertical tail first bending and
horizontal tail one node bending.
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V3
L1
C1

Output Set: Mode 3 2.659375 Hz
Deformed(0.59): Total Translation

Fig. 3.12c Third mode of free vibration, / = 2.66 Hz, vertical tail fore and aft and
two nodes bending horizontal tail.

V3
L1
C1

I-*
XY

Output Set: Mode 4 3.091983 Hz
Deformed(0.52): Total Translation

Fig. 3.12d Fourth mode of free vibration, / = 3.09 Hz, vertical tail torsion.

V3
L1
C1

L-X

Output Set: Mode 5 4.880728 Hz
Deformed(0.526): Total Translation

Fig. 3.12e Fifth mode of free vibration, / = 4.88 Hz, horizontal tail symmetric torsion
and vertical tail fore and aft.
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V3
L1
C1

X
Output Set: Mode 610.84013 Hz
Deformed(0.842): Total Translation

Fig. 3.12f Sixth mode of free vibration, / = 10.84 Hz, vertical tail torsion and hori-
zontal tail asymmetric torsion.

is an asymmetric mode with mainly a vertical tail torsion accompanied by an in-
plane and out-of-plane bending of the horizontal stabilizer. The next mode, shown
in Fig. 3.12e, is a symmetric mode with mainly a fore-and-aft motion of the fin
and a symmetric horizontal tail torsion. The next mode, given in Fig. 3.12f, is an
asymmetric mode characterized by a horizontal and vertical tail torsion. As can
be shown from this example, the T-tail construction is a very complicated config-
uration from the dynamic point of view since in all modes the in-plane motion is
almost accompanied by an out-of-plane motion, i.e., they are all coupled bending-
torsion modes. Notice further that, in practical applications, more complications
are introduced when the fuselage elasticity is introduced in the analysis.

References
^ewmark, N. M, "A Method of Computation for Structural Dynamics," Journal of the

Engineering Mechanics Division, ASCE, Vol. 85, No. EMS, 1959, pp. 67-94.
2 Wilson, E. L., and Penzien, J., "Evaluation of Orthogonal Damping Matrices," Interna-

tional Journal for Numerical Methods in Engineering, Vol. 4, No. 1, 1972, pp. 5-10.
3Bismarck-Nasr, M. N., and de Oliveira, A. M., "On Enhancement of the Accuracy in

Direct Integration Dynamic Response Problems," Earthquake Engineering and Structural
Dynamics, Vol. 20, No. 7, 1991, pp. 699-703.

4Bismarck-Nasr, M. N., "Finite Element Analysis of Aeroelasticity of Plates and Shells,"
Applied Mechanics Reviews, Vol. 45, No. 12, Part 1, 1992, pp. 461-482.

5Turner, M. J., Clough, R. W., Martin, H. C, and Topp, L. C, "Stiffness and Deflection
Analysis of Complex Structures," Journal of the Aeronautical Sciences, Vol. 23, No. 9,
1956, pp. 805-824.

6Clough, R. W., "The Finite Element Method in Plane Stress Analysis," Proceedings of
the 2nd American Society of Civil Engineers Conference on Electronic Comp., Pittsburgh,
PA, 1960.

7Argyris, J. H., "Energy Theorem and Structural Analysis," Energy Theorem and Struc-
tural Analysis, Butterworths, London, 1960.

8Argyris, J. H., "The Matrix Analysis of Structures with Cutouts and Modifications," Pro-
ceedings of the 9th International Congress of Theoretical and Applied Mechanics, Brussels,
Belgium, 1956.

Purchased from American Institute of Aeronautics and Astronautics  

 



MULTIDEGREE-OF-FREEDOM LINEAR SYSTEMS 89

9Argyris, J. H., "The Matrix Theory of Statics," Ingenieur Archiv, Vol. 25, 1957, pp.
174-192.

10Argyris, J. H., "On the Analysis of Complex Elastic Structures," Applied Mechanics
Review, Vol. 11, 1958, pp. 331-338.

HArgyris, J. H., "Continua and Discontinua," Proceedings of the 1st Conference on
Matrix Structural Mechanics, AFFDL-TR-66-80, 1965, pp. 11-189.

12Courant, R., "Variational Methods for the Solutions of Problem of Equilibrium and
Vibrations," Bulletin of the American Mathematical Society, Vol. 49, 1943, pp. 1-23.

13Zienkiewicz, O. C, The Finite Element Method, McGraw-Hill, New York, 1977.
14Desai, C. S., and Abel, J. F., Introduction to the Finite Element Method, Van Nostrand

Reinhold, New York, 1972.
15Oden, J. T., Finite Elements of Non-Linear Continua, McGraw-Hill, New York, 1972.
16Martin, H. C., and Carey, G. F., Introduction to the Finite Element Analysis, McGraw-

Hill, New York, 1973.
17Norrie, D. H., and De Vries, G., The Finite Element Method, Academic, New York,

1973.
18Strang, G., and Fix, G., An Analysis of the Finite Element Method, Prentice-Hall,

Englewood Cliffs, NJ, 1973.
19Cook, R. D., Concepts and Applications of the Finite Element Analysis, Wiley, New

York, 1974.
20Nath, B., Fundamentals of the Finite Elements for Engineers, Athlone Press, London,

1974.
21Gallagher, R. H., Finite Element Analysis—Fundamentals, Prentice-Hall, Englewood

Cliffs, NJ, 1975.
22Huebner, K. H., The Finite Element Method for Engineers, Wiley, New York, 1975.
23Bathe, K. J., and Wilson, E. L., Numerical Methods in Finite Element Analysis,

Prentice-Hall, Englewood Cliffs, NJ, 1976.
24Bismarck-Nasr, M. N., Finite Elements in Applied Mechanics, Abaete, Sao Paulo, 1993.
25Noor, A. K., "Bibliography of Books and Monographs on Finite Element Technology,"

Applied Mechanics Reviews, Vol. 44, No. 6, 1991, pp. 307-317.
26Turner, M. J., Martin, H. C., and Weikel, R. C., "Further Development and Applications

of the Stiffness Method," Matrix Methods of Structural Analysis, edited by B. Fraeijs de
Veubeke, Macmillan, New York, 1964.

27Eggwertz, S., and Noton, B., "Stress and Deflexion Measurements on a Multi Cell
Cantilever Box Beam with 30° Sweep," Aeronautical Research Institute of Sweden, Rept.
53, Stockholm, 1954.

28Hanson, P. W, and Tuovila, W. J., "Experimentally Determined Natural Vibration
Modes of Some Cantilever-Wing Flutter Models by Using an Acceleration Method,"
NACATN 4010, 1957.

Problems
3.1 The flexibility matrix of a wing built in at its root is given by

F = 1(T8
'10 40 60 80
40 120 200 300
60 200 400 600
80 300 600 1000

m/N
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20kg
80kg

40kg
60kg

Fig. P3.1 Idealization of a wing built in at its root.

The flexibility matrix has been calculated according to the station numbering given
in Fig. P3.1. The wing mass has been concentrated in the four stations as shown.

(a) Find the fundamental natural frequency of this idealized wing and the cor-
responding mode shape.

(b) Calculate the corresponding generalized mass and the generalized stiffness.
(c) Assuming a modal damping factor y — c/ccr = 0.02 for this mode, obtain

the modal damping coefficient c and the maximum value of the modal gain £ of
this mode.

(d) Given an external applied force in the form [F(t)}T = 1000 sin 20f [1 1.5 2
3]T N, calculate the generalized force of the first mode.

(e) Making the approximation of representing the structure by its first mode
of vibration as a single-degree-of-freedom system and for the generalized force
obtained in item (d), calculate the maximum displacements at the four points of
the model of Fig. P3.1.

3.2 In a turboprop project, the natural frequency of the rudder tab is 27 Hz. While
flying at Vc, the propeller induces a source of harmonic excitation with a forcing
frequency equal to the natural frequency of the rudder tab, causing discomfort to
the passengers and fatigue structural problems to the aircraft. To solve this problem,
the following modifications have been proposed:

(a) Change the material of the tab from aluminum to steel, while keeping the
same geometric properties of the tab (Hint: metallic materials have almost equal
E/p ratios).

(b) Introduce to the tab system a hydraulic damper to reduce the level of vibra-
tions.

(c) Project and include in the tab system a dynamic absorber.
Discuss the validity of these modifications.

3.3 The first bending and torsion mode shapes of the wing model analyzed in
Section 3.5.2 using the selective inversion technique are given by (0.770, 0.765,
0.760,0.753,0.745,0.383,0.380,0.374, 0.365, 0.356,0.093, 0.091, 0.084,0.072,

Purchased from American Institute of Aeronautics and Astronautics  

 



MULTIDEGREE-OF-FREEDOM LINEAR SYSTEMS 91

0.059) and (-0.763, -0.341,0.102,0.543,0.959, -0.761, -0.423, -0.063,0.293,
0.622, -0.391, -0.241, -0.086, 0.053, and 0.173). The mode shapes have been
normalized to unit generalized mass values. Consider now the application of a unit
impulse in the transverse direction, at t = 0, with initial null conditions at point
number seven, i.e., at the crossing of the second spar with the second rib. Because
of the application of this external load, obtain

(a) The generalized force for the bending and torsion modes.
(b) Assuming zero damping, calculate the maximum displacement at the leading

edge of the wing tip, considering that the structure is adequately represented by
its two first transverse modes.

(c) Repeat item (b), assuming a modal damping ratio y = 0.02 for both modes.
(d) From the results obtained, comment on the effect of damping on the response.

3.4 Repeat Problem 3.3 considering now that the external load is a unit step
function having a duration of 1 s. Comment on these results compared with those
of the previous case.
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4
Dynamics of Continuous Elastic Bodies

4.1 Introduction
In the preceding chapters, structural dynamic problems of discrete systems were

exclusively treated. This chapter, on the other hand, concentrates on the dynamic
behavior of continuous elastic bodies. This separation of structural dynamic prob-
lems into discrete and continuous systems does not mean that they have different
dynamic behavior. The separation is merely a mathematical tool for the represen-
tation of the same physical system. Discrete systems lend themselves to direct
application in practical problems of complex geometry and boundary conditions.
This is the reason for the great emphasis made on discrete systems in previous
chapters. On the other hand, some of the continuous elastic bodies problems have
exact, closed-form analytical solutions. In spite of the limitation of these solu-
tions to simple specific real problems, they have a great importance since they
are directly used for parametric studies and present, in a clear and definite way,
the effect of the different parameters involved in the problem. Furthermore, these
exact solutions form the bases of comparisons and studies of performance and
convergence of numerical discrete methods and therefore can predict the accuracy
of these methods when applied to complex problems having no exact solutions.
This chapter deals basically with free and forced vibrations of simple problems of
beams, plates, and shells. The beams treated in this chapter are limited to slender
beams; therefore, the effect of transverse shear and rotary inertias are not consid-
ered, and warping effects are neglected. The plates and shell structures considered
are limited to thin thickness constructions. The shells considered in this chapter are
of simple geometry so that only circular cylindrical and conical shells are studied.

4.2 Slender Beams
In this section, vibrations of slender beams are studied. The study will not

consider transverse shear deformations, warping effects, and rotary inertias. The
problem will be formulated using Hamilton's principle.

4.2.1 Equation of Motion
Strain energy of deformation. Consider the beam shown in Fig. 4.1. Three

generalized degrees of freedom are considered, namely the axial displacement u,
the transverse displacement w, and the rotation </> around the longitudinal axis x.
The beam is subjected to an initial state of stress NX9 positive in compression, and
rests on a continuous elastic foundation having a spring constant k per unit length, as
shown in Fig. 4.1. The beam has a constant cross-sectional area A, a constant cross-
sectional moment of inertia / about the axis y-y, and a constant cross-sectional
torsional rigidity GIt, where G is the shear modulus = E/[2(l + v)], E is Young's

93
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Fig. 4.1 Beam structure.

modulus, and v is Poisson's ratio. The strain energy of small deformations in the
axial direction reads

i [L ^ T a ^-u £% djc

where L is the beam length.
The bending strain energy of small deformations reads

The torsional strain energy of small deformations reads

(4.1)

(4.2)

to (4.3)

The strain energy of deformation due to the elastic foundation reads

1 [L
 1 2 j ,AA.Ue = - I kw dx (4.4)

2 Jo
The strain energy due to the initial load Nx reads

z
d* (4.5)

Kinetic energy. Considering the degrees of freedom « , w, and <j> and neglect-
ing the rotary inertia effects, the kinetic energy functional is expressed as

where m is the material mass density and Ip is the polar moment of inertia of the
cross-sectional area.
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Hamilton's principle. Hamilton's principle for the problem at hand can be
written as

I
Jt\

~U]dt = Q (4.7)

Substituting the functional given in Eqs. (4.1-4.6) into Hamilton's principle
[Eq. (4.7)] and applying the variational operation, we obtain the Euler-Lagrange
equations governing the problem, i.e., the equations of motion for the case at hand
as

32u mA d2u
• + = ° (4'8)

,
3*2 ^ GI, 3f2 ( '

d^w d2w 32w
£/__+,w + y V__+ m A__= 0 (4.10)

and the corresponding boundary conditions for the problem. The boundary condi-
tions will be treated in detail in subsequent sections.

Axial and torsional free vibrations. Examining Eqs. (4.8) and (4.9), we
notice that they represent the same differential equation; thus we can write both as

32v id2v
TT + a ^2 =° (4J1>dxz dtz

where v = w or 0 and a?2 = m /E or m Ip / G It and we notice that a2 is a real positive
quantity. The solution of the partial differential equation [Eq. (4. 1 1 )] can be made
by the method of separation of variables x and t for the case in consideration.
Furthermore, we can prove that the time dependence is harmonic; thus we can
write

v ( x , t ) = V(x)ei(Dt (4.12)

where V(x) is a real space function of x, co is a real positive quantity, and / =
(-1)1/2. Substituting Eq. (4.12) into the differential equation [Eq. (4.11)], we
obtain

d2V o o
— T-«VV = 0 (4.13)
dx2

The solution of Eq. (4.13) reads

V(x) = C\ sin cccox + Ci cos a cox (4. 14)

where C\ and €2 are arbitrary constants to be determined from the boundary and
initial conditions. In the sequel, several of these conditions will be analyzed.
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Both ends fixed. For this condition, we have V(x) = Oat;c = 0 and x = L.
Substituting these conditions in Eq. (4.14), we obtain €2 = 0 and C\ sin acoL = 0.
Disregarding the trivial solution C\ = 0, we obtain, sin acoL = 0; thus aa>L =
nn,n = 1,2,3, .... Therefore, the undamped natural frequencies of free vibration
for the case when both ends are fixed are given by

nn 1 o acon = — n = 1, 2, 3, . . .
aL

tin IE
= —J — for axial free vibrations

L V m

for torsional free vibrations (4.15)

and the mode shapes of free vibration read

(4.16)

where Cn are now arbitrary constants to be determined from the initial conditions.
Returning to Eq. (4.15), we observe that beams with the same geometrical proper-
ties will have their natural frequencies proportional to the speed of sound (£/ra)1/2.
The speed of sound at room temperature in several metallic materials used in aero-
nautical construction are approximately given in Table 4.1. Surprisingly, these are
close to each other. This is an important fact to be considered in design where, in
some circumstances, we are faced with problems of increasing or decreasing the
natural frequencies; thus changing the material used will not resolve the problem
in such cases. This fact obtained from this simple case of extensional and torsional
free vibrations will be extended in the sequel for other structures. Finally, it should
be noted that modern composite materials used in aeronautical constructions, in
general, do not possess this property of constant (E/m)1/2.

Both ends free. For this condition, the stresses at both extremities are null. Now,
the stresses are proportional to the strains, and these are proportional to dV/dx so
that we can write the boundary conditions for the case at hand as dV/dx = 0 at
x = 0 and x = L. Substituting these conditions in Eq. (4.14), we obtain

ao) [C\ cosctcox — €2 sinacox] = 0 for x = 0 and x = L (4.17)

Table 4.1 The speed of sound (E/m)l/l at room
temperature in several metallic materials used in

aeronautical construction

Material (£/w)1/2, m/s

Steels 4968
Aluminum alloys 5029
Magnesium alloys 5060
Titanium 4968
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From Eq. (4.17), the following conditions are obtained
aa) = 0 and [C\ cosctcox — C2 sina&x] ^0 for x = 0 and x = L

or
aa) ^ 0 and [C\ cos acox — C2 sin ao)x] = 0 for x = 0 and x = L

(4.18)

The first condition of Eq. (4.18) gives co = 0 and C\ ^ 0, which corresponds to a
rigid body motion. The second condition gives

0 (4.19)

Eliminating the trivial solution C2 = 0, we get
/ZTT

&>« = -7 n = 1, 2, 3, . . .orL
and the corresponding mode shapes read

= Cn cos /i = 1, 2, 3, ...

Thus, we can write the complete solution of the problem as

con = — n = 0, 1, 2, 3, ... (4.20)
(XL

and

VYjc) — (7 cos —— n == 0 1 2 3 (4 21)
L

One end clamped and the second end free. For this condition, we consider
at the end x = 0, V(x) = 0, and at the end x = L, the stresses equal to zero, thus
dV/djc =0. Substituting these conditions in Eq. (4.14), we obtain

C2 = 0 and — CictwcosctcoL = 0 (4.22)

Eliminating the trivial solution C\ — 0, we get, cos ctcoL = 0. Thus the modal
characteristics for the problem at hand read

con = (2"~1)7r n = 1, 2, 3, ... (4.23)

and

V(x) = Cn sin " ~ w = l, 2, 3, ... (4.24)

Transversal free vibrations. We consider first the case when k = Nx=0,
whose effect will be studied in the sequel. Under such conditions, Eq. (4.10) reads

d o
W

-mA—T=0 (4.25)
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Using the method of separation of variables and for a harmonic solution, we can
write

w(x, t) = W(x)[c}eia» + c2e-iMt] (4.26)

Substituting Eq. (4.26) into Eq. (4.25), we obtain

d4W
d*4 (4.27)

wherea4 = [m A /EI]w2. Writing W(x) = CeXx, in Eq. (4.27), we get A.4 -a4 = 0.
Thus, A.i,2 = ifl and ^3,4 = db'a. Hence we can write W(x) as

W(x) = C\ sin ax + Ci cos ax -\- C3 sinhajc + €4 cosh ax (4.28)

where Ci , C2, C3, and €4 are constants to be determined from the boundary and
initial conditions of the problem. In the sequel, these conditions will be analyzed.

Both ends simply supported. For this condition, we have W(x) = 0 and Mx =
EI[d2W/dx2] = 0 at* =0 and x = L. Substituting the conditions for x = 0 into
Eq. (4.28), we obtain

W(0) = C2 + C4 = 0

W"(Q) = -C2 + C4 = 0

Thus, C2 = C4 = 0, and Eq. (4.28) reads

W(x) = C\ sin ax + C3 sinh ax (4.29)

Substituting the conditions for x = L into Eq. (4.29), we obtain

W(L) = Ci sinaL + C3 sinhaL = 0
(4.30)

W"(L) = a2 [-Ci sinaL + C3 sinh a L] = 0

or C3 sinh aL=0 and C\ sinaL = 0. But sinh aL^QforaL^Q, and eliminating
the trivial solution C\ = 0, we get sin aL = 0. Thus aL = nn and n — \, 2, 3, . . . .
Therefore, the undamped natural frequencies and the corresponding mode shapes
read

mAL4
 (431)

W(x) = Cn sin

where n — 1, 2, 3, . . . and Cn will be determined from the initial conditions.
Cantilever Beam. We consider a beam clamped at x = 0 and free at x — L. For

the free end, the bending moment and shearing force are null, and, for the clamped
end, the deflection and the rotation are null. Thus, the boundary conditions can be
written as

W(0) = W(0) = W"(L) = Wm(L) = 0 (4.32)

n^A\^n^^ \^ T:^ (A 1 A\ ™,a
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Substituting the boundary conditions given by Eq. (4.32) for x = 0 into Eq. (4.28),
we obtain

W(0) = C2 + C4 = 0 and W(0) = Cl + C3 = 0

Using Eq. (4.33), we can write Eq. (4.28) as

W(x) = C\ [sin ax — sinhfljt] + C2 [cos ax — cosh a*]

Now using the boundary conditions for x = L, we obtain

2 + 2 cos aL cosh aL = 0

The solution of Eq. (4.35) gives

(aL)} = 1.875104 (aL)2 = 4.69409 (aL)3 = 7.85475

(aL)n ~ (n — ̂ )n for n > 4

and the undamped natural frequencies read

"n = ' " V m A L 4

where

f,2 = 1.875104 £2 = 4.69409 £3
2 = 7.85475

f 2 « (n — ̂ n for n > 4

and the corresponding mode shapes read

W(x) = Cn [(sin t f x / L - sinh t f x / L ) - gn (cos t f x / L - cosh f

where

sin £ 2 + sinh tf

(4.33)

(4.34)

(4.35)

(4.36)

(4.37)

(4.38)

(4.39)

(4.40)

Both ends clamped. For this condition, we have W(x) — 0 and W'(x) = Q at
x = 0 and x = L. Substituting these conditions into Eq. (4.28), we obtain

0 1 0 1
1 0 1 0

sinaL cosaL sinhaL coshaL
cosaL —sinaL coshaL sinhaL

C2

C4

(4.41)

From the first two equations, we obtain

C\ = —C$ and C2 = — €4
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Hence we can write the system of equations [Eq. (4.41)] as

["(sintfL — sinhaL) (cosaL — coshaL)"] J C\ 1 _ J 0 1
[_(cosaL — coshaL) — (sinaL -f sinhaL)J \ €2 J } 0 j

Thus the characteristic equation reads

1 - cos aL cosh aL = 0 (4.42)

The solution of Eq. (4.42) gives

(aL)} = 4.73004 (aL)2 = 7.853204 (aL)3 = 10.99560
(4.43)

(aL)n « (n + |)TT for n > 4

and the undamped natural frequencies read

(4-44)
where

f2 = 4.73004 £2
2 = 7.853204 f3

2 = 10.99560
(4.45)

tf & (n + \}n for n > 4

and the corresponding mode shapes read

W(x) = Cn [(sin^x/L - sinh^/L) - ^(cos^/L - coshf>/L)]
(4.46)

where

- (4.47)

4.2.2 Effect of the Elastic Support
The equation of motion considering the effect of an elastic support under no

initial stress conditions for free vibrations reads
d4w 82w

El—- -f kw + mA—— = 0 (4.48)
dx4 dt2

Assuming solutions in the form

w(x, t) = W(x)cos(o)t + $) (4.49)

we obtain
d4W ~

El—- + kW - mAo)2W = 0 (4.50)
d;c4

or

^-^ = 0 (4.51)d^4
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where

b4 = [mAo)2 - k]/EI (4.52)

Comparing Eq. (4.51) with Eq. (4.27), we conclude that the modal forms will
not be affected by the presence of the elastic support; only the frequencies will be
modified and will suffer a constant shift. For example, for a beam simply supported
at both ends, the undamped natural frequencies read

2 n4n4EI k
°> = —ITJ- + —r <4-53)mAL4 mA

and the modal forms are the same as given by Eq. (4.31).

4.2.3 Initial Stress Effect
In this case, the equation of motion reads

34w d2w 32w

Assuming solutions in the form

u;(jc, f) = W(x)cos(cot + (/)) (4.55)

we obtain
d4W d2W 9El—- + Nx—- - mAa)2W = 0 (4.56)

and writing

W(x) = Ce5X (4.57)

we get

Els4 + A^s2 - mAa)2 = 0 (4.58)

Thus,

s4 + g V - a4 = 0 (4.58a)

where g2 = NX/EI and a4 = mAco2/El. Hence

je2 / tf4"
^2 = -y±y«4 + ̂  (4.59)

or .y2 = — 82 and ̂  = s2, giving ,y = ±/$ and ±f where
i

«2 _ I 4 i *-* I i o= r Tj T (4.60)

£2 =
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and the mode shapes can be written as
W(x) — C\ sin 8x + €2 cos 8x + €3 sinh sx -f- €4 cosh sx (4.61)

where C\, €2, £3, and C4 are constants to be determined from the boundary and
initial conditions. We consider, as an example, the case when both beam ends are
simply supported. The boundary conditions in this case are given by

W(0) = W"(0) = W(L) = W"(L) = 0 (4.62)
Substituting the boundary conditions of Eq. (4.62) into Eq. (4.61), we get

(4.63)

The first equation of the system of equations [Eq. (4.63)] gives €2 = —€4. Sub-
stituting in the second equation, we obtain (82 -f £2)C4 = 0. But from Eq. (4.60),
we conclude that (82 -f- £2) + 0; thus, C2 = C4 = 0. Using this result in the last
two equations, we obtain

0 1 0 1
0 -82 0 s2

sin^L cos<SL sinh^L cosh^L
— ̂ 2sin5L — 82cos8L s2coshsL £2sinh^L

c,
C^
C3

C4 .

0
0
0
0.

sin<5L
— 82sin8L

sinhsL

Thus,
(82 + £2) [sin 8L sinh eL] = 0

(4.64)

(4.65)
Again, (S2 -f £2) ̂  0 and, because sinh sL ^ 0, we conclude that sin<5L = 0;

thus, ^L = tin for n = 1, 2, 3 , . . . , and €3 = 0. Therefore, the mode shapes can
be written as

W(x) = Cn sinSx = Cn

Using Eqs. (4.60) and (4.66), we get

nrtx
sn •

Thus,

(4.66)

(4.67)

(4.68)

(4.69)

From Eq. (4.69), we conclude that the effect of the initial stress Nx is to increase
the natural frequencies for tension and reduce them for compression. Furthermore,

and using Eq. (4.58), the corresponding frequencies read

Purchased from American Institute of Aeronautics and Astronautics  

 



DYNAMICS OF CONTINUOUS ELASTIC BODIES 103

for an initial compressive prestress value, Nx = EIn2n2/L2, the natural frequen-
cies con = 0, thus defining the Euler buckling loads. The critical buckling load will
be given for n = 1, or Nxcr = EIn2/L2. The same procedure detailed above will
be applied for any other boundary conditions.

4.3 Flat Plates
4.3. 1 Rectangular Flat Plates

In this section, the free vibration problem of thin rectangular flat plates is studied.
Consider the structural configuration shown in Fig. 4.2. It consists of a rectangular
flat plate subjected to an initial state of prestress loads A^, Nyy, and Nxy, positives
as shown in Fig. 4.2 and resting on a continuous elastic support having a spring
stiffness constant k (N/m2).

We will consider small deformations and neglect the effects of transverse shear,
rotary inertias, and in-plane inertias. In the analysis, only isotropic and homoge-
neous materials will be considered. Under such conditions, the strain energy of a
small deformation functional can be written as

U = y /
^ JA

+ w2
yy -h 2vw. w..yy + 2(1 - v)u£v] dA (4.70)

where w is the transverse displacement, v is Poisson's ratio, D = Eh3/I2(l - v2)
is the plate flexural rigidity, and h is the plate thickness, considered constant. The
strain energy due to the initial state of stress reads

Ui = \ I [Nxxw\ + Nyyw\ + 2NXyW.xw.,] dA (4.71)
*JA ' ''

where the initial prestresses are positive as shown in Fig. 4.2. The strain energy

Fig. 4.2 Rectangular flat plate problem.
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due to the elastic foundation reads

kw2dA (4.72)= - f
2 JA/A

The kinetic energy reads

T = -ph ( w2
t dA (4.73)

2 JA
Hamilton's principle for the problem at hand reads

S(T - U - Uf - Ue) df = 0 (4.74)

Performing the variational operation, the Euler-Lagrange equation governing
the problem and corresponding boundary conditions are obtained. The Euler-
Lagrange equation reads

+ 2Nxyw,Xy + phwM = 0 (4.75)
On the boundaries, the natural boundary conditions are obtained as

D[w.xxx + (2 - v)wmXyy] = 0 = Qx

D[w,xx + vu;.yy] = 0 = Mx

on jc = 0 and x — a
and

D[W.yyy + (2 " »)») ,XXy] =Q=Qy

D[Wfyy + VW,XX] = 0 = My (4.76)

on y = 0 and y = b
The forced boundary conditions are given by

w = 0 w,x =0 on x = 0 and x — a
and

w = 0 w,y = 0 on y = 0 and y — b (4.77)

We notice that, on each edge of the plate, only two boundary conditions can be
specified. In the sequel, some configurations will be analyzed in detail.

All edges simply supported and NXy =0. In this case, the boundary con-
ditions are given by

w = 0

MX = D[W,XX + VW^yy] = 0

on x = 0 and x = a
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and

My = D[w.yy + vw.xx] = 0 (4.78)

on y = 0 and y = b

Using the method of separation of variables, we can write solutions in the form

w(x,y,t) = W(x,y)eia)t

Substituting Eq. (4.79) into Eq. (4.75) for Nxy = 0, we obtain

XX + W.yyyy + 2W ,XXyy] + kW + NXXW**

and we observe that solutions in the form

W(x,y) =
mnx

i —— sin ,
a b

(4.79)

(4.80)

(4.81)

satisfy the boundary conditions [Eq. (4.78)]. Substituting these solutions into dif-
ferential Eq. (4.80), we obtain

Am,n\D
/mjr\4

\a j
(4.82)

Eliminating the trivial solutions Am_n = 0, the undamped natural frequencies of
free vibration are obtained from Eq. (4.82) and read

k
(4.83)

and the mode shapes are given by Eq. (4.81). From these results, the following
conclusions can be made:

1) The mode shapes, as can be observed from Eq. (4.81), are independent of
k, Nx, and Ny.

2) The effect of the elastic support on the frequency spectrum is merely a constant
shift for all the frequencies. This is an important result because, in many stability
problems, the critical stability parameter is proportional to the difference between
the square of two frequencies; therefore, it is anticipated that the elastic support
will have no effect on the stability parameter for these problems.

3) In the absence of initial stress, i.e., Nx = Ny = 0, the fundamental mode is
for m = n = 1.

4) For initial tension prestresses, i.e., when Nx and Ny are positive, the effect
of prestress is an increase in the frequency value, and the fundamental mode is for
m = n = 1.
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5) For initial compression prestresses, i.e., when Nx and Ny are negative, the
effect of the prestress is a decrease in the frequency value, and the fundamental
mode is not necessary for m = n = 1 and depends onm,n, and a/b.

6) Buckling loads are obtained from Eq. (4.83), putting &> = 0.

Rectangular plates with other boundary conditions. In the absence of
initial shear prestress load and when two opposite edges are simply supported and
the remaining two edges have any other boundary condition, analytical solutions
can be obtained by writing for w(x, y, t) expressions in the form

w(x, j, 0 = W(x) sin —?-eia)t (4.84)
b

where, in the expression given by Eq. (4.84), it has been assumed that the simply
supported edges are on y = 0 and y = b. When Eq. (4.84) is used in Eq. (4.75), an
ordinary differential equation in W(x) of the fourth order is obtained. The solution
of this equation will proceed in the same manner as was done in the previous
item for the case of beams. Four arbitrary constants are obtained and are to be
determined from the remaining boundary conditions in exactly the same manner
as was done in the previous section.

For other boundary conditions, analytical solutions do not exist, and thus the
problem is solved using numerical methods, i.e., Rayleigh-Ritz, Galerkin, finite
difference, finite element methods, etc. As an example, we consider the case of no
initial prestress and the absence of elastic support. For such cases, we can use the
Rayleigh-Ritz method, writing solutions in the form

w(x,y,t) = X(x)Y(y)eia* (4.85)

where X(x) and Y(y) are beam functions that satisfy the corresponding boun-
dary conditions. Applying the Rayleigh-Ritz method, the frequency equation is
obtained and can be written as

1.86)

where G, //, and J are functions of m and n and the boundary conditions. These
functions have been tabulated and are given in Ref. 1.

4.3.2 Flat Plates with Other Geometry
Analytical solutions can be obtained for the case of circular plates simply sup-

ported on their edges and parallelogram plates with two opposite edges simply
supported and any other condition on the remaining two edges. Such analytical so-
lutions are treated in detail in Ref. 1. For other geometry and boundary conditions,
numerical solutions are to be used. The most appropriate method for obtaining
such solutions is the finite element method.
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4.4 Shell Structures
4.4. 1 Circular Cylindrical Shells

Strain energy of small deformation. Consider the thin circular cylindrical
shell of thickness h, radius R, and length L. The strain energy of small deformation
can be written as

U
Eh f27i f

= — —— - / /
2(1 - V2) JQ Jo

[I/DM + kUMOD]dsdO (4.87)

where UDM is the integrand according to Donnell-Mushtari shell theory and is
common in all the derived shell theories, UMOD is a modification that differs
according to the shell theory used, and k is a nondimensional thickness parameter
defined as

= h2/UR2

and

s =x/R

The integrand according to the Donnell-Mushtari theory is given by2-3

— -- (— - —~3sw~4 \3s~~do

'32wd2w

(4.88)

(4.89)

(4.90)

where V2 = d2/ds2 -f d2/d02. The modified integrand depends on the shell theory
used. Some of these modifications are given below:

Goldenweiser-Novozhilov theory4 (see also Arnold-Warburton theory5):

3v 2 fdv\2 I" dv32w dv 32w /dv\2

UMOD = -2—V2w + ( — - 2(1 - v) - — —T + 2— ——- - —
dO \dO / 89 dsz ds dsdO \ ds /

(4.91)

32w
30 3s2 3s 3s30

Reissner-Nagdi-Berry theory6'1:
2

MOO —• —•£'—— V U) ~~i I ——" I — £\lvl^"-s o/j i a/i / v

OC7 \ uU I

Vlasov theory*:

3u 32w du$2w 0/1 3v 32w
UMOD = (I - v) — —— - 2 — — - - 3(1 - v) — ——303s30 3s 3s2 3s 3s30

(4.92)

3v32w 32w
(4.93)
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Other modified integrands are given in Ref. 2, some of which possess unsymmetric
terms that have received much criticism in the literature, principally when used in
dynamic problems. This leads to imaginary free vibration frequencies; thus, their
use for the problem at hand is questionable.

Kinetic energy. The kinetic energy, including in-plane inertias and neglecting
rotary inertias, can be written as

L/R 2 2 2

/ \ /

R2 ds dO (4.94)

Strain energy caused by prestress. We now consider the effect of initial
prestress. In the formulation, only initial membrane direct stresses are considered,
and thus initial in-plane shear, static bending, and transverse shear are not consid-
ered. Initial prestress in the case of circular cylindrical shells is caused by internal
pressure pm and an axial load px. Thus, we can write the initial prestress resultant
loads as

N°xx=axxh=px/2nR
(4.95)

Nee = aoeh = PmR

The strain energy caused by prestress considered here thus reads9*10

r [<«4 + ty°X* + « + Ne0)^z]R dOdx (4.96)
o Jo

where the rotations are given by

dw 1 3w
3x ~~ R 3s

3w (4.97)

1 / 3u _ dv\ J_/9w _ dv\
"" ~ ) ~ 2R\dO ~ ~ds)2\R30 3x

Substituting Eq. (4.97) into Eq. (4.96), we obtain
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Hamilton's principle. Hamilton's principle for the problem at hand can be
written as

I*Jt\
8(T -U -Ui)dt = (4.99)

where the functional 7\ U, and Ut are given by Eqs. (4.94), (4.87), and (4.98),
respectively. Through application of Hamilton's principle, the following Euler-
Lagrange equation is obtained:

[[L0] + k[L}]]{q] = {0} (4.100)

where [Lo] is the differential operator according to Donnell-Mushtari theory, [Li]
is the differential operator incorporated according to the modified shell theory
used, and {q} = [uvw]T. The Donnell-Mushtari operator reads

i - v a2

l + v a2 1 -y2

2 dsdO ~
a

v! z*L
E~~R aT2 4Eh

. i - ^ 2
D 2 a 2 i - v 2 ^o . A,o2 a2•o , No \ JL

xx ' 99J <\f\i

/V0

36*95

( i -v ) a2 _a^_
2 a^ + a^2

1 1 ?_ 9 I — v .

92

(4.101)

32

o,. =L0;/ ij =

The modified operator [Li] according to the various modified shell theories given
before is as follows.

Goldenweiser-Novozhilov theory4 (see also Arnold-Warburton theory5):

0 0

1L ^L
93 33

0

93

(4.102)
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Reissner-Nagdi-Berry theory,6.7.

"o

0

0

0

(i - y) a2 a2

2 a*2 ' a<92

a3 a3

ds2do a<93

0

a3

0

a3

a<93 (4.103)

Vlasov theory^

0

0

33 (1-v)
L 9s3 2 ;

93

isde2

a3 (i - v) a3

o
(3-v) a3

(3 - y) a3

V1™'ae2

(4.104)

Furthermore, as stated before, some of other shell theories present terms that
are unsymmetrical and thus are not adequate for the dynamic problems treated
here because they lead to imaginary eigenvalues. For the static problems, Koiter11

showed that all these theories are equivalents once the Kirchoff hypothesis and
thin shell assumption have been made. We now consider a circular cylindrical
shell freely supported on a diaphragm on both ends. The boundary conditions read

w = Mx = Nx = v = 0 at ;c = 0 and x = L
Solutions that satisfy these boundary conditions can be written as

(4.105)

u = U0eiMt cosnOcos

v = Uoeia)t sinnOsin

w = W0eia)t cosnOsin

mnx
L

mnx
L

mnx

(4.106)

Substituting Eq. (4.106) into the equations of motion [Eqs. (4.100)] for the case
of no initial stresses, the following frequency equation is obtained

& - [K2 + kAK2]£24 + [Ki + kAK^tt2 - [Ko + kAK0] = 0 (4.107)
where £22 = p(\ — v2)/?2&>2 /E and A^, K\, and KQ are the terms according to
Donnell-Mushtari theory and read

K2 = 1 4- 5(3 - v)(n2 + X2) + k(n2 + A.2)2

= \(\ - v)[(3 + 2v)A2 + n2 + (n2 + A2)2 + y

= 1(1 - v)[(l - v2)X4 + k(n2
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where X = mnR/L and k = h2 /\2R2. The A Kt elements are the terms corre-
sponding to the modified shell theory used, and these, according to the various
modified shell theories given before, are as follows.

Goldenweiser-Novozhilov theory* (see also Arnold-Warburton theory5):

= 2(1 - y)A2 -f n2 + 2(1 - y)A4 - (2 - v)A.V - 1(3 + v)n4

(4.109)
= 5(1 - v)[4(l - y2)A4 + 4A.V -M4 - 2(2 - v)

x (2 + v)A,V - 8A, V - 2n6]

Reissner-Nagdi-Berry theory6'1:

AK2 = 12(1 -y)A. 2+n 2

= 1(1 - y)A2 + w2 H- 1(1 - y)A4 - |(1 + v)(3 - y)A2«2 - 1(3 + v)n4

o = 5(1 - v) [1(5 + 3v)A.2n2 -f n4 - 2(2 + v)AV - 2(3 + v)AV - 2n6]

(4.110)

Vtoov theory*:

= l-2n2

= 1(3 - v)(A2 + «2) - 2yA.4 - (6 - 3y -f y2)A.2M2 - (3 - v)n4 (4.1 1 1)

0 = £(1 - v)[(n2 + A2)2 + 2yX6 + 6A4/z2 - 2(4 - y)AV - 2n6]

For other end conditions, numerical methods must be used for solving the problem,
e.g., Rayleigh-Ritz method, finite difference methods, and finite element methods.

4.4.2 Conical Shells
Thin conical shells have been used extensively as adapter sections in rockets,

supersonic aircrafts, and re-entry vehicles. Thus, a knowledge of their dynamic
behavior is required. In this section, the problem formulation presented is based
on Novozhilov's theory of thin shells,4 specialized here for the case of a frustum
of cone. The effect of internal pressure and axial membrane initial stresses are
included; rotary inertia effects are neglected.

Strain energy of small deformation. Consider the thin conical frustum shell
shown in Fig. 4.3. The strain-displacement relationships, according to
Novozhilov's theory of thin shells,4 reduce for the case at hand to

(4.112)
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Fig. 4.3 Conical shell geometry.

where {s} = [ss SQ SSQ Xs Xe Xse]T and {q} = [u v w]T. The differential operator
[A] reads

r a

sin0
r

i a
r a<9

0

0

o ~2

~

0 0

1 9 ] ^- —— -COS0
r dO r *

-sin0 a
i '-'r ds

-a2
0

cos0 a — sin0 a i a2

r2 a<9 r a* r 2 a<9 2

sin0cos0 2cos0 a 2 sin 0 a 2 a2

r2 r ds r2 30 r 3s30_

(4.113)

The stress-strain relations are given by
{a} = [£>]{£}

where {<j} = [n^ no HSQ ms m^m^^]1 and

£A Rd] [0]
(1 — v2) I [0] or[J]

(4.114)
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and the [d] matrix reads

1 v 0
v 1 0

_0 0 ( l -v) /2j
ct=h2/\2

113

(4.115)

where E is Young's modulus, v is Poisson's ratio, and h is the shell thickness. The
strain energy of small deformation reads

= - I
2 jo

(4.116)

Kinetic energy. Neglecting the rotary inertia, the kinetic energy reads
f2n PS-) F / a . . \ 2 / o . . \ 2

(4.117)

Sfra/fl energy caused by prestress. In the formulation of the strain energy
due to prestress, only direct membrane stresses will be considered in the analysis
presented in this section. Consider the conical shell shown in Fig. 4.3, subjected
to a prestress state of uniform axial load Px, positive for traction, and a uniform
internal pressure pm. The prestress loads per unit length in the axial and meridional
directions can be written as

(4.118)

(4.119)

. m , ,+ —s tan 0ss 27rrsin0cos0 2

The strain energy caused by prestress can be written as
1 ns2 r>2n

2 JSl Jo

where {77} is the rotation vector and reads

COS0

r
sin0

s ' 2 r

a ~

a
ra<9

w

' i;
w

(4.120)

and [N] is the prestress load matrix and is given by

(4.121)
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Hamilton's principle. Hamilton's principle for the problem at hand can be
written as

r 8(T-U-Ui)dt = 0 (4.122)

where the functional 7\ 17, and [// are given by Eqs. (4.117), (4.116), and (4.119),
respectively. At this step, the Rayleigh-Ritz method or the finite element method
can be invoked to obtain numerical solutions for the problem at hand. This will
lead to a set of equations of motion with u, v, and w as the field variables with the
corresponding boundary conditions.

Simplifications of the problem. If the following simplifications were made:
1) the in-plane inertias are neglected, 2) the analysis is limited to the Donnell-
Mushtari theory, 3) terms in u and v in the initial stress functional are neglected,
and 4) an Airy stress function F defined as

1 d2F 1 dF

d2F
Nee = -T-T (4'123>

N9s s dO 30ds

is introduced, it can be shown that the differential equations governing the problem
are reduced to

V4F - EhV2 w = 0 (4.124)

where D = Eh3/I2(l - v2) and

2 _ _ a 2 _ i dw i d2
v = =a^ + 7~a7 + s2*™2^ (4125)

We note that, in Eqs. (4.124), the first equation is an equation of motion in
w, while the second equation is a compatibility equation. Furthermore, the field
variables have been reduced to two functions, namely w and F, which facilitates
considerably the solution of the problem. The solution of Eqs. (4.124) can be made
using the Galerkin method to obtain numerical results for the problem at hand.
Such solutions have been extensively treated in the literature.2
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4.5 Response to Initial Conditions
As an example for the determination of the structural response to initial con-

ditions, we will consider the case of longitudinal vibration of a cantilever beam
subjected to the application of an initial displacement u0 at the free end at time
t = tQ. The process of solution as described below can then be extended in the same
manner for the determination of the structural response due to the application of
initial conditions for any other special case.

From the results obtained in Section 4.2, we can write the solution of the problem
as

v ( x , t ) = P Cnsm— - ——— — cos(cont - 0W) « = 1,2, 3, ... (4.126)

The initial conditions for the problem at hand read

x dv
v(x, 0) = i>o- and —(x, 0) = 0 (4.127)

L dt

Applying the second initial condition of Eq. (4.127) into Eq. (4.126), we get

Y, - Cncon sin(2n - 1)J^ sin(-0rt) = 0 (4.128)
n ZL

We therefore conclude from Eq. (4.128) that sin 4>n = 0, thus 0n = 0. This was
expected since no structural damping was considered in the formulation. Applying
now the first initial condition of Eq. (4.127) into Eq. (4.126), we get

"of = £cnsin(2*-l)^ (4.129)
L n LL

To determine the coefficients Cn, we multiply both sides of Eq. (4.129) by
sin[(2z — l)7r;c/2L] and integrate from 0 to L to obtain

[L x nx LI VQ— sm(2/ — 1)— dx = — Ci
Jo L 2L 2

(4.130)

because
r>LIJo

sin(2/ — 1)— sin(2/r — 1)— d* = 0 for / ^ n
o 2L 2L

L
= - fori=n (4.131)

Integrating the left-hand side of Eq. (4.130), we obtain

L
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Now using Eqs. (4.126) and (4.132), we get

. . .sin —— - —— cos(<M)n

(4.133)
where con is given by Eq. (4.23) and reads

n-1,2 ,3 . . . . (4.134)

The procedure described above can be applied in the same manner to obtain the
structural response due to initial conditions for all the cases treated in the present
chapter.

4.6 Response to External Excitations
In this section, the modal transformation is used to obtain the structural response

due to external excitations. As an example, we will treat the same simple problem
of the cantilever rod considered in the previous section. The procedure can be
generalized and applied to all cases treated in the present chapter. The equation of
motion for the problem at hand can be written as

Without loss of the generality, we can write Eq. (4.135) as

(4'136)dxz E 3tz

Now, make the modal transformation
t) (4.137)

where (f>n are the modal functions and qn are the modal amplitudes. For the case
at hand, the modal functions read

6.00 = sin 11 = 1,2,3, . . . (4.138)
2*Lt

Substituting Eq. (4.137) into Eq. (4.136), we obtain

- l)2;r2 .sin

Multiplying both sides of Eq. (4.139) by sin(2/ — l)nx/2L and integrating from
Oto L, we get

(2n - l)27r2 ml „ [L . (2n - I)TTJC
— ———————qn(t) + ——#«(0 = ^(0 / sm ———————P8L 2E JQ 2L
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We now notice that the equations for qn(t) are uncoupled due to the orthogo-
nality property of the natural modes. Given the function p(x), the integral in Eq.
(4.140) can be evaluated analytically or numerically. The solution of Eq. (4.140)
will be obtained using Duhamers method for a single degree of freedom. Once the
solutions qn(t) have been obtained, these will be used in Eq. (4.137) to determine
the displacement functions u(x, t). For initial conditions different from the null
conditions, the solution of the present section should be superposed with that of
the preceding section to obtain the complete solution of the problem. The method
of solution presented in this section can be applied to all the problems of structural
response due to external applied loads of elastic continuum bodies presented in
this chapter.

References
^eissa, A. W., Vibration of Plates, NASA SP-160, 1969.
2Leissa, A. W., Vibration of Shells, NASA SP-228, 1973.
3Donnell, L. H., "A Discussion of Thin Shell Theory," Proceedings of the 5th Interna-

tional Congress Applied Mechanics, 1938.
4Novozhilov, V. V., The Theory of Thin Elastic Shells, Noordhoff International Leyden,

The Netherlands, 1964.
5Arnold, R. N., and Warburton, G. B., "The Flexural Vibrations of Thin Cylinders,"

Journal of the Engineering Institution of Mechanical Engineers, Proceedings Vol. 167 A,
1953, pp. 62-80.

6Nagdi, P. M., "A Survey of Recent Progress in the Theory of Elastic Shells," Applied
Mechanics Reviews, Vol. 9, No. 9, 1956, pp. 365-368.

7Reissner, E., "A New Derivation of the Equations of the Deformation of Elastic Shells,"
American Journal of Mathematics, Vol. 63, No. 1, 1941, pp. 177-184.

8 Vlasov, V. Z., "Basic Differential Equations in the General Theory of Elastic Shells,"
NAS ATM-1241, 1951.

9McNeal, R. H., "Nastran Theoretical Manual" NASA SP-221, 1972.
10Bismarck-Nasr, M. N., "Finite Element Method Applied to the Supersonic Flutter of

Circular Cylindrical Shells," Internal Journal for Numerical Methods in Engineering,
Vol. 10, No. 2, 1976, pp. 423-435.

HKoiter, W. T., "A Consistent First Approximation in the General Theory of Thin
Elastic Shells," Proceedings Symposium on the Theory of Thin Elastic Shells, Delft, The
Netherlands, 1959, North-Holland, Amsterdam, 1960.

Problems
4.1 Consider the axial free vibrations of a uniform cantilever rod with a concen-
trated mass at the free end. Obtain the characteristic equation and the corresponding
eigenvalues and eigenvectors. Discuss and comment on the effect of the tip mass.

4.2 Structural beams are neither clamped nor simply supported; actually, they
can be considered as partially fixed. Consider a simply supported beam having
a discrete rotational spring with a stiffness rotational constant ko = f i ( E I / L ) at
both ends. Obtain the equation of motion, the characteristic equation, and the
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corresponding eigenvalues and eigenvectors. Discuss the effect of /3, where 0 <
{$ < oo is the parameter that controls the rotational restraint.

4.3 Determine the permanent solution of a uniform cantilever beam having an
external excitation harmonic force P sin a>t at its free end.

4.4 A square plate simply supported at all edges is subjected to a sudden force
P, applied at a time t = 0 at its central point. Find the maximum displacement of
the plate.

4.5 A square plate is simply supported on two opposite edges and is clamped
at the other two edges. Find an exact expression for the undamped free vibration
natural frequencies and the corresponding mode shapes.

4.6 Obtain the undamped free vibration natural frequencies and the correspond-
ing mode shapes of a circular plate simply supported at the outer boundary.

4.7 Obtain the first three undamped natural frequencies of a circular cylindrical
shell freely supported at both ends. Consider a radius R = 1 m, a length L — 4 m,
a thickness h = 8 mm, and steel material.
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5
Nonlinear Systems

5.1 Introduction
The progress achieved in the past decades in the applied mechanics field is

attributed to the representation of complex physical problems by simple mathe-
matical equations. In many applications, these equations are nonlinear. In spite
of this fact, simplifications consistent with the physical situation permit, in most
cases, a linearization process that simplifies the mathematical solution of the prob-
lem while conserving the precision of the physical results. However, in few cases,
the linear solutions are not sufficient to describe adequately the problem at hand
because new physical phenomena are introduced and can be explained only if
nonlinearity is considered.

This chapter begins with an enumeration of simple examples of nonlinear sys-
tems in structural dynamics. Physical properties of nonlinear systems are then
introduced. The available exact solutions of nonlinear systems are then given, and
approximate solutions are discussed in detail.

5.2 Simple Examples of Nonlinear Systems
5.2.1 Simple Pendulum in Free Vibrations

Consider the simple pendulum in free vibrations shown in Fig. 5.1. The equation
of motion of the pendulum can be written as

mL20" + mgLsin0 = 0 (5.1)

Equation (5.1) is nonlinear due to the presence of the term sin 9. For small oscilla-
tions about the position of equilibrium, we can make the approximation sin 0 ~ 9,
and we obtain a linearized equation in the form

mL20" + mgL9 =0 (5.2)

with its well-known linear solution. When the values of 9 are not small, we can
write sin 9 in its series expansion, and Eq. (5.1) can be written as

03 05
mL20" + mgL 9 - mgL — + mgL — - • - • = 0 (5.3)

The solution of Eq. (5.3) will be given in the next sections.

5.2.2 Systems with Nonlinear Spring Characteristics
For a linear system, the force in the spring reads

F = kx (5.4)

119
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Fig. 5.1 Simple pendulum in free vibrations.

In many situations, the force-displacement relationship of the spring deviates from
linearity, and we can have a soft or a hard spring as shown in Fig. 5.2. We can
write the force-displacement relationship for the hard and the soft spring as

O(x5)

F2 = to* - *i*3 + 0(x5)

Notice that the stiffness terms in Eq. (5.5) are odd functions, i.e.,

F(x) = -F(-x)

(5.5)

(5.6)

Hard
Linear

Fig. 5.2 Linear and nonlinear spring characteristics.
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5.2.3 Nonlinear Viscous Damping
The damping force for a linear system reads

F, = ex' (5.7)

In many practical applications, the damping forces are more adequately represented
by forces that are proportional to the velocity squared and in a direction opposite
to the motion. Mathematically, this model can be written as

Fs=c\x'\x' (5.8)

and thus represents systems with nonlinear damping effects.

5.3 Physical Properties of Nonlinear Systems
5.3. 1 Undamped Free Vibrations

Physical considerations reveal that, for a mechanical system with nonlinear
stiffness in free vibrations, the period (and thus the frequency) of the response will
be a function of the amplitude of vibration. This is expected mathematically since
k = k(x) and therefore T = T(x). It is to be emphasized that the natural frequency
is a constant and is a property of the mechanical system, despite whether the system
is linear. The frequency of response in free vibration of a linear system is constant
and is equal to the natural frequency of the system, while a nonlinear system in
free vibration responds with a frequency that is a function of the amplitude of
vibration. As an example (the proof will be given in the next sections), for the
dependence of the period of free vibration on the amplitude of the response, it can
be shown that the period of the simple pendulum of Fig. 5.1 is given by

T = To [l + i (sm 02 + | (sin f )* + § (sin f )' + . • . j (5..9)

where TO is the period of the linear system. A plot of T / TQ vs 0 is shown in Fig. 5.3.
The curves plotted in Fig. 5.3 clearly show that the linear solution gives an error

of the order of 1 % compared to the nonlinear solution up to values of 0 = 30 deg
and the rapid convergence of the nonlinear solution taking few terms in the series
expansion.

5.3.2 Damped Free Vibrations
Consider a nonlinear damped system having a hard spring nonlinearity charac-

teristic in free vibrations. The system equation of motion can be written as

mx" + ex' + k&c + k}x3 = 0 (5.10)

With initial conditions different from zero and an initial displacement value in the
nonlinear regime, physical considerations and Eq. (5.10) reveal that the response
will appear as the curve sketched in Fig. 5.4. We notice that, for nonlinear am-
plitude values, we will have smaller periods of response (thus higher frequencies)
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30 60 90 120 150 &

Fig. 5.3 Period of free vibrations of a simple pendulum.

Fig. 5.4 Damped free vibration response of a nonlinear system.
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compared to the linear part. Thus, we expect that the amplitude of the response will
begin with a certain value in the nonlinear regime, and the system will oscillate with
frequencies higher than the damped natural frequency; with the increase of time,
the amplitude of the response will decrease due to the system damping. As a result,
we will have an amplitude response oscillating with a decrease in amplitude and
frequency values until it reaches the linear amplitude where the system responds
with a damped amplitude and a constant frequency equal to the system damped
natural frequency.

5.3.3 Forced Vibrations
Consider an undamped linear single degree of freedom with a harmonic external

excitation. The equation of motion of the system reads

(*)
9 r
„ X = — COS 0)t

m (5.11)

The amplitude of the permanent response is sketched in Fig. 5.5. We notice that for
P = 0, i.e., for free vibration, we will have a harmonic response with a frequency
of response equal to the undamped natural frequency of the system. For P =£ 0, we
will have response curves characterized by the resonance phenomena studied in
Chapter 2. Consider now the nonlinear system for the free vibration problem due
to the conclusions drawn in the preceding sections. We expect that the amplitude
of the response when plotted against the frequency of excitation will have the form
sketched in Fig. 5.6, for soft and hard springs, respectively.

Fig. 5.5 Permanent response amplitude of a linear undamped system due to harmonic
external excitation.
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linear

u,2 w2
n

Fig. 5.6 Free vibration response of linear and nonlinear systems.

Again, physical considerations reveal that, for the forced responses of the non-
linear system, we will have the curves sketched in Figs. 5.7 and 5.8, for soft and
hard springs, respectively. As in the linear system, we will expect that, for the
nonlinear system, the presence of the damping in the system will limit the ampli-
tude of oscillation at the points of maximum frequency responses as shown in the
figures.

5.3.4 Stability
Consider a single-degree-of-freedom nonlinear system with hard spring stiffness

characteristics. We perform a harmonic external excitation test on the system,
varying continuously the excitation frequency and recording the corresponding
response amplitude. We start the test from very low frequency value and increase
gradually the external excitation frequency. During this test and due to the physical
properties of the nonlinear hard spring system previously discussed, the response
amplitude will follow curve IA'CC'2 shown in Fig. 5.9. We notice the sudden
change of the amplitude of the response at the point of maximum response C to
the position C as given in Fig. 5.9. Consider now the test realized from a high
frequency value and with a gradual decrease in the external harmonic excitation
frequency. The response amplitude will follow curve 2C'AA'l shown in Fig. 5.9.
We notice the sudden change of the amplitude of the response at the point A to the
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Ixl

Fig. 5.7 Forced vibration response of nonlinear soft spring systems.

Ixl

Fig. 5.8 Forced vibration response of nonlinear hard spring systems.

Purchased from American Institute of Aeronautics and Astronautics  

 



126 STRUCTURAL DYNAMICS IN AERONAUTICAL ENGINEERING

LJ2 LJ2

n

Fig. 5.9 Stability problem in nonlinear systems.

position A' as given in Fig. 5.9. From these tests, we can conclude that path ABC
will never be reached during these experiments.

Consider now the starting of the experiment with initial conditions localized
on a point of curve ABC. Slight perturbations from this initial condition will
show that the experiment will follow either the upper branch or the lower branch,
depending on a decrease or increase in the external excitation frequency. We thus
define path ABC as being an unstable path. This is a characteristic of the dynamic
system that can be explained only if nonlinearity is considered in the analysis.
We finally observe that in practice we will not have a sudden jump from C to C'
or A to A'; instead, the system will perform some limited number of oscillation
cycles until reaching the other branch. In practice, therefore, the vertical lines CC'
and AA' are transformed to slightly inclined lines. The instability phenomenon
is frequently observed during ground vibration harmonic testing performed for
the determination of the nonlinear modal characteristics of control systems and
external stores in aeronautical applications. The above discussion has been made
for a hard spring system; the same conclusions in a similar manner can be drawn
for a soft spring with the curves now inclined to the left.

5.3.5 Superposition
For linear systems, the superposition process is valid, i.e., if x\ is the response

due to an external excitation F\ and X2 is the response due to an external excitation
^2, we will have for an excitation F\ + FI a response of ;ci + x^ For nonlinear
systems, the superposition process is not valid. This is obvious, because the force-
displacement relationship is not linear.
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5.4 Solutions of the Equation of Motion of a
Single-Degree-of-Freedom Nonlinear System

5.4. 1 Exact Solutions
Very few nonlinear differential equations have exact solutions. In this section, we

say that an exact solution to a differential equation is obtained if the solution of the
response can be written in a closed-form analytical expression or in an analytical
expression that permits the determination of the response to any predefined desired
precision. Exact mathematical solutions of nonlinear systems are studied not only
because of their importance for the cases where they exist but also because these
exact solutions can be used in the studies of the performance and convergence of
nonlinear numerical algorithm solvers that are to be used for the solution of the
problems that do not have exact solutions. This fact will be emphasized in detail
in the subsequent sections.

Free vibration. Consider an undamped single-degree-of- freedom system with
stiffness nonlinearity in free vibration. The related equation of motion can be
written as

*" + 02/(*) = 0 (5.12)

In Eq. (5.12), the symbol 02 has been used to emphasize the fact that physical
considerations reveal that it is a real positive quantity for the case at hand. The
function f ( x ) is, in general, any real odd function of the displacement x. Again,
the function f ( x ) is a real odd function based on physical considerations. Equation
(5.12) can be written as

0 (5.13)

Integrating, we obtain

rx
(x')2 = 2(t>2 /(£)d£ (5.14)

Jx

where f is the dummy variable of the integration and X corresponds to the ampli-
tude when the velocity x' is null. We now write Eq. (5.14) as

(5.15)

or

df = ——— (5.16)

Integrating, we obtain

(5.17)
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Table 5.1 Values of the elliptic functions t/K/t)

n 1 3 5 7

1.5708 1.8541 2.1035 2.3282

where £ is the dummy variable of the integration and to corresponds to the time for
x = 0. Now, because f ( x ) is an odd function and because the solution is periodic,
we can consider the period T as being four times the integration of the displacement
from 0 to X, which in turn is the amplitude that corresponds to xf = 0, and we
obtain

d (5.18)

An exact solution for Eq. (5 . 1 8) will be obtained if we can evaluate the integration
in the right-hand side in a closed-form analytical expression. We now consider the
case where we can write f ( x ) as

xn w = l,3,5, .. . (5.19)

Using Eqs. (5.19) and (5.18), we obtain

_ 4 In+l f
Jo

(5-20)

and making the transformation u — £ / X , we get

T= 4

= x

where T^(AZ) are the elliptic functions1 and can be calculated to any desired preci-
sion. Table 5.1 gives the values of ^(n) up to four digits after the decimal point.

We now consider the case when f ( x ) is given by

(5.22)

(523)

(5.24)

m = 3,5 ,7 , . . . w = 1,3,5, . . .

Making the substitution of Eq. (5.22) into Eq. (5.18), we obtain

T-
v)-(M"+1 +VM m + 1 )

where
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The integral in Eq. (5.23) can be calculated to any desired precision1 for specific
values of n, m, and v. The extension to the case of a higher-order polynomial is
straightforward.

Forced vibration. There is no exact solution for the general case of forced
vibration of a nonlinear dynamic single-degree-of-freedom system. The solutions
are therefore obtained using numerical methods that will be discussed in the next
section.

5.4.2 Numerical Solutions
Duffing method. In this section, we consider a single degree of freedom

having stiffness nonlinearity up to a cubic term and excited by an external harmonic
force. The equation of motion can be written as

x" + c/)2(x ± /zV) = p cos cot (5.25)
Equation (5.25) is called the Duffing equation. In this equation, the term 02/x2 is

considered very small compared to unity. The positive sign in this equation is for
the hard spring, and the negative sign is for the soft spring nonlinearity. We will
treat only the case of the positive sign, because once a solution has been obtained
for the hard spring the solution for the case of a soft spring is directly given by
changing the sign of /x2 in the solution. The Duffing method starts by assuming
as a first iteration for the nonlinear solution an approximation given by the linear
solution, i.e., we write as a first iteration a solution in the form

x\ = A cos cot (5.26)
Substituting Eq. (5.26) into Eq. (5.25), we obtain

*2 = -02A cos cot - /x202A3 cos3 cot + p cos cot (5.27)
Now writing

cos3 cot = \ [3 cos cot + cos 3cot] (5.28)
in Eq. (5.27) and integrating twice, we obtain

1 f f 3 1 /z202A3 1
X2 = —r I </>2 A + -U202 A3 - p cos cot + ———— cos 3cot \ (5.29)co2 (I 4 J 36 J

where null integration constants have been assumed for periodic solutions. The
solution [Eq. (5.29)] can be considered as a better approximation than the first
iteration given by Eq. (5.26) for the solution of the Duffing equation. We can now
start an iteration process by substituting the solution to Eq. (5.29) into the Duffing
equation and integrating twice to obtain a better approximation for the solution
and repeat the iteration process until a desired accuracy. We notice that this process
is convergent only for small values of cf>2^2 and, for such quasilinear systems, the
convergence is very rapid. Now, comparing Eqs. (5.26) and (5.29) and equating
the coefficient of the term cos cot, we obtain

= \ \<t>2A + ^202A3 - p]
(o2 |_ 4 J

(5.30)
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or

co2 = 02 I 1 + -M2A21 - - (5.31)
[ 4 J A

We conclude the following:
1) For the linear system, we have cp2 = co2.
2) For free vibration, p = 0, and we have co2 = 02[1 + (3/4)/x2A2], showing

that the response frequency is a function of the amplitude of free vibration and the
related curve has the form given in Fig. 5.6.

3) We notice that, for the linear system if the external excitation is harmonic, the
response is also harmonic with the same frequency. For the nonlinear system and
in view of Eq. (5.29) for an external harmonic excitation, terms of upper harmonics
exist in the solution.

4) Successive iterations using the Duffing method will show the presence of
the terms cos5cot, coslcot, etc., with decreasing amplitude as the superharmonic
value increases.

Perturbation methods. Consider again the Duffing equation

x" + (f>2(x ± /LI V) = p cos cot (5.32)

Writing cot = 9 in Eq. (5.32), we get

co2 x" + (f)2(x ± /z V) - p cos 9 = 0 (5.33)

where the derivatives are now with respect to 9, i.e., x' — dx/dO. Let now the
initial condition be given as

;c(0) = A jt'(O) = 0 for t = 0 (5.34)

which corresponds to a periodic solution. We consider again the term 02/x2 as
being very small compared to unity, and we write

0V = £ p = £p0 (5.35)

where s is a small quantity. We can now write x(9) and co as a series expansion in
s in the form

jc(0) = jco(6>) + fi*i(0) + £2x2(0) + - • • (5.36)

and

co = CL>Q 4- 8 co\ 4- s 2ct>2 - + • • • • (5.37)

Deriving twice Eq. (5.36), we get

x"(9) = jc£(0) + ex'{(0) + 82xf±(9) + • • • (5.38)

and the boundary conditions read

jt,. (0) = *;(()) = 0 i = l , 2 ,3 , . . . (5.39)
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Substituting Eq. (5.35) into Eq. (5.33), we obtain

<w V -f (t>2* + £*3 - zpo cos (9 = 0 (5.40)

Substituting now Eqs. (5.36-5.38) into Eq. (5.40), we obtain an equation that can
be written in the form

[]f° + [ ] ^ 1 + [ ] £ 2 + - - - = 0 (5.41)

Equation (5.41) is valid for any value of s ; therefore, the only condition for the
sum of all the terms to be equal to zero is that all the individual coefficients of s n

must vanish individually. Equating the first term, i.e., the coefficient off0, to zero,
we get

a>g< + 02*o = 0 (5.42)
Equation (5.42) is subjected to the boundary conditions given by Eq. (5.34) and

the solution of Eq. (5.42) thus reads

jc0(0 = A cos cot (5.43)

and we obtain

a>l = 02 (5.44)

Equating the second term, i.e., the coefficient off1 , to zero, we get

[a>l x" + 2o)Q coiXQ -f 02 xi + *3 - po cos 0] = 0 (5.45)

Substituting the value of JCG, already calculated from Eq. (5.43), into Eq. (5.45),
we obtain

colx'{ +02*i = [2(00(01 A - |A3 + /?0]cos(9- \ A3 cos 30 (5.46)

Equation (5.46) is a second-order ordinary differential equation in jci having
a general solution composed of two parts, the homogeneous solution x\\ and the
particular integral x\i. The homogeneous solution x\\ reads

jtn = AI sin0 + BI cos6> (5.47)
where AI and B\ are constants that will be determined from the initial conditions
of x\ . The particular integral x\2 reads

xu = 2(9 2— A - -^-rA3 + ̂  cos 0 - -^ cos 3(9 (5.48)
[ O)Q 4o)£ o>gj 32a)£

Now, because 0 = a)t, we observe that the first term in Eq. (5.48) increases ex-
ponentially with time. This contradicts the physical solution that must be periodic;
therefore, the only condition for this term to vanish is that the bracket term be set
to zero. In the perturbation method of solution, we call such terms secular terms,
and they are equated to zero in each step. Furthermore, from this condition, the
value of co i can be determined, and we write

= i \\A2 ~ Pi\20 [4 A J
(5-49)
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and the total solution x\, which is the sum of ^n and x\2, reads

A3

x\ = A\ sin# + B\ cos9 — ——- cos 39 (5.50)
32 02

Applying now the initial boundary conditions given by Eq. (5.39) into Eq. (5.50),
we obtain

A3

xi = ——- [cos 3(9 - cos<9] (5.51)
32 02

Now using Eqs. (5.43) and (5.51), we get the first approximation for the solution
of x as

x = XQ + sx\ = A cos 9 + ——r [cos 39 — cos 9] (5.52)
32 02

and the first approximation for the value of co as

,2 , £ |3 2 P®\ /c coxo> = <y0 4- o>j = dr -f — -A — — (5.53)
20 [4 A J

Substituting now the value of 9 by cot and s2 by /z202 in Eqs. (5.52) and (5.53),
we obtain

x = —r | (f)2A -f -jji2(/)2A3 - p cos &>£ H- —y cos 3 o>r} (5.54)
&>2 l|_ 4 J 36 J

and

- - (5.55)

Comparing Eqs. (5.54) and (5.55) with the Duffing solution given by Eqs. (5.29)
and (5.30), we conclude that the first approximation in both methods is the same.
The extension of the perturbation method as given above for higher iterations
is straightforward. Finally, we observe the great advantage of the perturbation
method, which is the transformation of the nonlinear problem to a series of solutions
of linear problems.

Galerkin method. The Galerkin method is a powerful tool for obtaining nu-
merical solutions for linear and nonlinear problems in structural dynamics. Further-
more, in nonlinear problems, the method has no limitation to the small nonlinearity
condition as in the Duffing and perturbation methods. The basis of the application
of the method for nonlinear problems is given in the sequel.

Consider the equation of motion of a single-degree-of-freedom nonlinear sys-
tem, which can be written as

E = E(x",x',x,t) = Q (5.56)

In the Galerkin method, we write approximate solutions for the differential Eq.
(5.56) in the form

+ 0/1 WO (5-57)
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where ^/(f) are arbitrary continuous and differentiable functions that satisfy all
the boundary conditions of the problem, a/ are arbitrary unknown constants to be
determined, and / = 1, 2 , . . . , « . For the case at hand, when we are solving prob-
lems of periodic responses, the boundary conditions of the problem are ^/(?) = 0
at the beginning and at the end of the period. Now, if the approximate solution
[Eq. (5.57)] is substituted into the differential Eq. (5.56), in general, a residue will
be obtained, except for the case when the trial functions are the exact solutions of
the problem, and, in this case, the differential equation is identically satisfied. In
the Galerkin method, the error is minimized by multiplying the residue by the trial
function, i.e., we consider the trial functions as being the weighting functions in a
weight residual minimization process and force the integration of the product over
the domain (the period for the case at hand) to vanish. This process will furnish n
nonlinear algebraic equations in the form

fT
I \/SiE(xff,xf,x,t)dt =0 i = 1 ,2 ,3 , . . . , n (5.58)

Jo
which can be solved using any nonlinear simultaneous algebraic equation algo-
rithm solver, e.g., the Newton method, and the coefficients a, are thus determined.
In the sequel, some applications of the Galerkin method will be given.

Rayleigh-Ritz method. The Rayleigh-Ritz method starts by formulating the
problem using a variational approach, Hamilton's principle for the case at hand,
which can be written as -rJt, (5.59)

Again, approximate solutions for the problem are sought in the form

x(t) = 01 ̂  i (t) + 02^2(0 + -•+ an\lrn(t) (5.60)

where ^(t) must satisfy only the forced boundary conditions.2 Substituting the
approximate solution [Eq. (5.60)] into the variational functional and performing
the related integrations, the functional will be transformed to a function of the
arbitrary constants at that can be written as

/ = /(ai,a2,03» • • • , 0 i i ) (5.61)
The functional maximization is thus transformed to the minimization of the

function given by Eq. (5.61), and this condition can be written as

dl
— =0 i = l,2, . . . , n (5.62)
#0/

Again, the set of equations [Eq. (5.62)] represents n nonlinear algebraic equa-
tions whose solutions will produce the values of the unknown coefficients 0/.
Consider now Eqs. (5.62) and (5.59). We can write

a , , « , . „ . , , - - (5-63)90/
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or
dl /"' [3F dF ,1
T~= \ T-to + F7^ d' = °3dj JtQ I3x 3x' l ]

Integrating the second integral by parts, we obtain

"' 3F d *-0 <5-65)
The first term of the right-hand side of Eq. (5.65) vanishes since ̂  = 0 at the
initial of the period fo and at the end of the period t\ . Equation (5.65) thus reads

31 _ ft} pF _ d 3FHT = 0 (5.66)

Now, the term between brackets in Eq. (5.66) is the Euler-Lagrange equation
governing the problem, i.e., the equation of motion for the case at hand. Thus, we
can write Eq. (5.66) as

/

t\

-j
(5.67)

Comparing now Eqs. (5.58) and (5.67), we conclude that the Galerkin and
Rayleigh-Ritz methods are equivalent for the problem at hand. This equivalence
can always be shown whenever a variational principle exists for the problem in
consideration.

As an example of the application of the Galerkin and/or the Rayleigh-Ritz meth-
ods, for a nonlinear single-degree-of-freedom system, we consider the equation

This equation has an exact closed-form solution given by Eq. (5.21). We apply now
the Galerkin method of solution using only one trial function for the approximate
solution in the form

x = A cos cot = A cos 9 (5.69)
where 9 = cot. Applying the Galerkin method to Eq. (5.68), we obtain

/ [-co2A cos2 9 + 02A" cosn+1 0] d<9 = 0 (5.70)
Jo

or

^ n = f cosn+1(9d(9 (5.71)
(t>2An~l Jo

To evaluate the integral in Eq. (5.71), we use the relations

/ cosm 9 dO = ^—— I cosm~2 9 dO
Jo ™ JQ

(5.72)

cos2(9d<9 =n m = 4,6, 8 , . . .
/»2

/
JO
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Table 5.2 Galerkin one-term solution £(w)
compared with the exact solution ip(n)

1

f(/i) 1.5708
(̂/i) 1.5708

1.8138
1.8541

1.9869
2.1035

2.1241
2.3282

and because co = 2n/T, we obtain for the period T the following expression

T = * f ( / i ) (5.73)
0VA"-1

where
3

311 (5.74)

The values of f (n) are given in Table 5.2 and are compared with the exact solution
given by the elliptic functions ^(n).

From the results of Table 5.2, we observe that for ft = 1, i.e., for the linear case,
the Galerkin solution corresponds to the exact solution. As the value of n increases,
i.e., with the increase of the nonlinearity effect, the precision of the Galerkin method
deteriorates; if more precision is required, we will have to incorporate to the
numerical solution more and more terms. Furthermore, the numerical solution for
the period T is always less than the exact solution; hence, the numerical frequency
is always higher than the exact solution. This property can always be shown and
proved when the numerical solution uses the Rayleigh-Ritz method, which for the
case at hand is equivalent to the Galerkin solution.2

5.4.3 Damped Systems
We consider in this section a viscous damped single degree of freedom with

nonlinear stiffness characteristics subjected to an external harmonic excitation.
The governing equation of motion can be written as

mx" + ex' + fc0/(jc) - p cos cot = 0 (5.75)

Because no exact solution of the differential Eq. (5.75) exists, we will use the
Galerkin method to obtain a numerical approximate solution for the problem. As
a first approximation, we will use only one term in the Galerkin method, and we
write

x = A cos[ft>f - 0] (5.76)

Notice that a phase angle 0 has been incorporated to the solution due to the
presence of the damping term. Substituting the approximate solution [Eq. (5.76)]
into the differential Eq. (5.75) and applying the Galerkin method, we obtain an
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equation in the form

[Ai]cosa>t + [A2]sinct>/ = 0 (5.77)

where

AI = — mco2A cos0 + ccoA sin0 + &oAF(A)cos$ — p
(5.78)

A2 = —ma)2A sin0 — ctoA cos0 + &oAF(A)sin 0

and
1 /-2;r

F(A) = —— / /(Acoso-)cosado- (5.79)
*A Jo

We now observe that Eq. (5.77) is valid for any value a)t\ therefore, A\ = A2 = 0.
Applying this condition and using Eqs. (5.78) and (5.79), we obtain

[F(A) - &Y + 4yz^2 = ^—^ I (5.80)
L A

and

where

^2 = ^>2^- and 7-—^= (5.82)

and we observe the following:
1) The linear system is obtained when F(A) = 1.
2) For the undamped nonlinear system in free vibration, i.e., c — 0 and p = 0,

we obtain from Eq. (5.80) / = 0; thus, 9 — 0 or TT, and from Eq. (5.80) we get

F(A) = tt2 (5.83)

For the case when /(jc) is given by an odd polynomial function of x, Eq. (5.83)
will produce the curves previously given in Fig. 5.6.

3) For the undamped forced vibration system, i.e., c — 0 (thus y = 0) and
p ^ 0, we obtain from Eq. (5.80) 0 = 0 or TT, and we write

(5.84)
J

For the case when f ( x ) is given by an odd polynomial function of x, Eq. (5.84)
will produce the curves previously given in Figs. 5.7 and 5.8, with peaks tending
to infinity.

4) For the damped response, Eq. (5.80) can be written as

= F(A) - 2y2 ± - 4y2 [F(A) - y2] (5.85)
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Fig. 5.10 Damped nonlinear single-degree-of-freedom system.

For the case when f ( x ) is given by an odd polynomial function of x, Eq. (5.85)
will produce the curves previously given in Figs. 5.7 and 5.8.

5) Of special interest is the determination of the point of maximum amplitude
of the response for the nonlinear damped system. We will approximate this point
by the point denominated R in Fig. 5.10, i.e., the crossing point of the response
curve with the undamped free vibration curve. At this point, both Eqs. (5.83) and
(5.85) are satisfied. Solving these two equations simultaneously, we obtain

(5.86)

or

(5.87)

Equation (5.87) is a hyperbola in the |A| — £2 plane and can be plotted knowing
only the linear terms as can be seen from Eq. (5.87). The point R will thus be
determined from the crossing of this curve with the curve F(A) = £22, as shown
in Fig. 5.10.

5.5 Multidegree-of-Freedom Nonlinear Systems
The step-by-step numerical integration methods given in Chapter 3 are directly

extended for the analysis of arbitrary nonlinear systems with multiple degrees of
freedom. As in the linear case, the time-history response is divided into short,
normally equal time increments, and the response is calculated at the end of the
time interval for a linearized system having properties determined at the beginning
of the interval. The system nonlinear properties are then modified at the end of
the interval to conform to the state of deformations and stresses at that time. The
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138 STRUCTURAL DYNAMICS IN AERONAUTICAL ENGINEERING

mass matrix is usually constant in most practical applications so that its inverse is
evaluated once at the beginning of the solution procedure. The stiffness and the
damping matrices are modified at the beginning of each step. Therefore, during
each step of the nonlinear solution, a triangular decomposition of the equivalent
stiffness matrix must be done to obtain the end displacements and velocities. As
in the linear case, the acceleration vectors are obtained solving the equations of
motion at the beginning of the interval to avoid accumulation of errors during the
solution procedure. The modal transformation technique can be used in the solution
of the nonlinear system with multiple degrees of freedom; however, in this case,
the related matrices are coupled, but the system will have a smaller number of
equations compared to the original system written in the physical coordinates. The
step-by-step integration procedures are applied to the transformed smaller system
of equations.

The Rayleigh-Ritz and Galerkin methods given in the previous section for the
solution of the single-degree-of-freedom system are directly extended for appli-
cation in the solution of multidegree-of-freedom nonlinear systems.

The perturbation methods given in the previous section for the solution of the
single-degree-of-freedom system are also directly extended for application in the
solution of multidegree-of-freedom nonlinear systems with small nonlinearity ef-
fects. The perturbation methods are in general superior to the step-by-step numeri-
cal integration methods, especially when the external excitation is harmonic or
in the solution of nonlinear dynamic stability problems with small nonlinearity
because only few linear solutions are needed to obtain the nonlinear problem res-
ponse. The step-by-step numerical integration methods are most useful for arbitrary
general cases and especially when the external excitation is of short duration.

References
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8th ed., edited by M. Abramowitz and I. A. Stegnun, Dover, New York, 1972.
2Bismarck-Nasr, M. N., Finite Elements in Applied Mechanics, Abaete, Sao Paulo, 1993.

Problems
5.1 The equation of motion of a nonlinear single-degree-of-freedom system in
free vibration is given by mxff 4- kx5 = 0. Given m = 1 kg and k = 9 N/m5, plot
the period-amplitude curve of the system.

5.2 Free-play in airplane control surface tabs can be modeled as a nonlinear
damped single degree of freedom having a stiffness characteristic k defined as
k = 0 for — So < x < SQ and k = k$ for — SQ > x > <$o, where 2<$o is defined as
the system free-play and x = x(t) is the system response. Neglecting the damping
effect, obtain the system response in free vibrations due to initial conditions given
by jc0 = 0 and x'Q = v at t = to. Comment on the results obtained in terms of the
dependence of the frequency of oscillation on the free-play and the initial velocity
values. Include then the damping in the equation of motion and discuss its effect
on the system response.
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6
Random Vibrations

6.1 Introduction
Consider the record of a measured variable x (t), illustrated in Fig. 6.1, which can

represent for instance the displacement of a point in a structure as a function of time.
In Fig. 6.la, we can conclude that the variable x(t) is predominantly harmonic,
while x(t) of Fig. 6.1b is predominantly irregular. If we repeat the process of
measuring and recording the response of the displacement several times and if in
all cases we obtain the same responses in both processes, we define such processes
as being deterministic processes. Now if, in the process of Fig. 6.la, during the
repeated measurements of the records at each time, we obtain a different angle
of phase and if, in the process of Fig. 6.1b, the responses are different from each
other during the repeated measurements, we call such processes random processes.
Random processes are characterized by the fact that their behavior cannot be
predicted in advance and therefore can be treated only in a statistical manner.
We will begin this chapter by studying random processes and their statistical
properties. In the sequence, we will study the response of linear systems due to
random excitations. For more detail on random vibrations, the reader can consult
Refs. 1-5.

6.2 Classification of Random Processes
6.2.1 Stationary Random Processes

Consider n records of a random variable as given in Fig. 6.2. We define the
complete set of xk(t),k = 1 ,2 , . . . , n as a random process, and each record of the
set will be called a sample of the random process. Consider now the values of xk(t)
for the instant of time t = t\; we can write the mean value of the random process
at that instant of time as

U ' ' (6.D

For an instant of time t = t^ separated from t\ by an interval of time r, we can
write a statistical measurement of the behavior of the mean value in relation to a
shift r as a function Rx(t\, t\ + r), given by

1 n

Rx(*i,ti + T) = lim - y]xk(t})xk(ti + r) (6.2)
n-+oon f^

We call Rx(t\, t\ + r) the autocorrelation function. In the same manner, we can
define higher-order autocorrelation functions for more than one shift, say r, a , . . . .

139
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x(t)

a)

x(t)

b)

Fig. 6.1 Record of a variable as a function of time.

x(t)

Fig. 6.2 Time history of a random process.
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For example, for two shifts, we can write an expression in the form

1 n

R*(t\,t\ + r, h + <r) = lim -J^xk(t})xk(t} + r)xk(t} -f a) (6.3)
n^°°nf=i

In general, iix(t\\ Rx(t\ , t\ + T), Rx(t\ ,ti+T,t\+ cr), etc., will be functions of
t\ where the mean values have been calculated. Now if in a random process these
mean values do not depend on t\, i.e., ^x(t\) = JJLX = const and Rx(t\, t\ + r) =
Rx(r) and Rx(t\, t\ + r, t\ + a) = Rx(r, a), etc., we call the random process a
process that is heavily stationary. If, however, only the mean value and the first
autocorrelation function do not depend on t\, we define the random process as
a slightly stationary process. In general, the higher autocorrelation functions are
not calculated, and the slightly stationary processes are, in general, considered as
heavily stationary. In the following, we will make no more distinction between the
heavily stationary and the slightly stationary definition, and we will consider the
processes having IJLX = const and Rx = RX(T) as stationary processes.

6.2.2 Ergodic Random Processes
Consider a stationary random process. For each sample of the process, we can

write the mean value and the autocorrelation function in relation to the time as

i r
- /
T J_

xk(t)dt (6.4)
_T/2

and

Rx(k,r)= lim — / Xk(t)Xk(r -f r)dt (6.5)
r-^oo 7 J_T/2

In general, /xx(^) and Rx(k, r) will be different for each sample. In the case
when }Jix(k) = jjix = const and /?*(&, r) = RX(T), i.e., all the values are the same
for all samples, we say that the process is ergodic, and we notice that the concept
of heavily stationary and slightly stationary processes are extended to stationary
ergodic processes. In the following, we will make no more distinction between the
heavily ergodic stationary and the slightly ergodic stationary definition, and we
will consider both as stationary ergodic processes. We note further that a stationary
process is not necessarily ergodic, while an ergodic process is by defintion a station-
ary process. In the following, we will further limit our study to ergodic stationary
processes. For an ergodic process, we will define the mean square value as

1 f T / 2

ty2 = lim — I x(t)2dt (6.6)
T-+OO T J_T/2

and the variance as

1 CT/2

cr2 = lim — / [x(t) — jjix]2 dt (6.7)

Purchased from American Institute of Aeronautics and Astronautics  

 



142 STRUCTURAL DYNAMICS IN AERONAUTICAL ENGINEERING

The standard deviation will be defined as the positive square root value of a£.
Now, using Eq. (6.7), we can write

T/21 f '
al = lim - / [x\t) -

T-+OC T J_TI2
 L

T/2

T/2 T/2
X(t)dt

lim 1 fT--+OO T 7_

T/2

T/2

(6.8)

i.e., the variance is equal to the mean square value minus the mean value squared.

6.3 Probability Distribution and Density Functions
Consider a sample of an ergodic process as shown in Fig. 6.3. We define the

probability distribution function as

P(x) = Prob[jt(f) < x] = lim - V Af/r-^oo T ^~* (6.9)

and we conclude from Fig. 6.3 that P(-oo) = 0, P(oo) = 1, and 0 < P(x) < 1.
We will define the probability density function as

p(x) = lim P(x - P(x)
dx

(6.10)

x(t)

X /

At, At,

Fig. 6.3 Probability distribution function.
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We observe that P(x) is a nondimensional function, while p(x) has dimension
"1, and we verify the following relations:

[X*

P(x\ < x < #2) = / p(x)dx
Jxi

p(-oo) = p(oo) = 0

P(x)>0 (6.11)

)=
»/ —

-

— CO

/

oo

In many statistical applications where the number of samples is very great and
none of the samples represents a significant weight in the process, the probability
density function can be represented by the so-called Gaussian distribution. The
probability density function for the Gaussian or normal distribution reads

~^ (6.12)

and thus the probability distribution function is given by

fx

I
J —oo

_
P(x) = —— —— e ^T dx (6.13)

where the parameters x_ and crx are the mean and the standard deviation of the
distribution, respectively. If the mean value x_ of the Gaussian distribution is zero
and making the transformation £ = JC/CT, the probability distribution function reads

1 ^
= —= I

V2;r Jo
(6.14)

6.4 Description of the Mean Values in Terms of the
Probability Density Function

Considering a stationary random process (x(t)} for a continuous function g(x),
we can write the mean value g(x) as

*(*)- (6.15)

We note that { l / n } represents the probability of the process to have the value
of g(jc). Thus, we can write

/.oo
x (6.16)
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We call g(x) the mean value or the mathematical expectation, and we write

(6.17)

Thus, we can write for the mean values the following expressions in terms of the
probability density function:

1) For the mean value g(x) = x,

E[x] = x_=f xp(x)dx (6.18)
«/— oo

2) For the mean square value g(x) = x2,

/

oo
x2p(x)dx (6.19)

-00

3) For the variance g(x) = (x — x)2,

/

oo
(x-x)2p(X)dx

-oo

x_2 - (x)2 = E[x2] - (E[x])2 (6.20)

6.5 Properties of the Autocorrelation Function
The autocorrelation function for an ergodic process reads

Rx(r) = lim - x(t)x(t + r)dt (6.21)
r-»oo 1 J_T/2

1) Now consider the function Rx(—r), which can be written as

1 r7/2

Rx(-r)= lim - / x(t)x(t-r)dt
r^oo T J_-T/2

(6.22)
T/2

Making the transformation t — r = X, we get
T/2-r

r);c(A)d;\. (6.23)
T/2

J Pl/JL-T

Rx(-r) = lim - /
7^oo T J-T/2-T

and because the integration is made for T -> oo, we can write

Rx(-r) = lim i I7-»oo 1 J_7-7/2

1 fT/2
= lim - / *(f + rMOdf (6.24)

7->oo T J_T/2

and thus we conclude from Eqs. (6.21) and (6.24) that

Rx(r) = Rx(-r) (6.25)

Hence we conclude that the autocorrelation function is an even function.
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2) Consider the integral

i rT/2
lim - / [x(t)±x(t + r)fdt > 0r->oo r ,/_r/2

i rT/2 i /"7Y2
= lim - / (x(t)?dt±2 lim - / x(t)x(t-

T-+OO T J_T/2 T-+OC T J_T/2

lim - / [x(t + r)]2 df > 0 (6.26a)7^—^oo y / T/OJ—l/2.

or
T>21 [

lim - /
T^oo T J_

± x(t + r)]2 df = RX(Q) ± 2Rx(r) + /^(O) > 0 (6.26V)
T/2

Thus,

Rx(0)>\Rx(r)\ (6.27)

Hence we conclude that the maximum value of Rx(r) will be for i = 0 and is equal
to \ff2 because

1 CT/2

Rx(0) = lim - / [x(t)]2dt = tf (6-28)
r->oo T J_T/2

6.6 Power Spectral Density Function
Consider the sample f ( t ) of an ergodic process and its autocorrelation function,

which can be written as
i r7'2

Rf(r)= lim - / f(t)f(t + r)6t (6.29)
T-^oo T J_T/2

We define a new function £/(&>) as the Fourier transform of the autocorrelation
function that will be called the power spectral density function, and we write

o

-

(6.30)

This implies that the autocorrelation function is the inverse Fourier transform of
Sf(co), or

Rf(r) = 7- P Sf(»y°" dft) (6-31)
^ J-00

and we observe the following:
1) Sf(a>) does not furnish any new information since Rf(?) is its Fourier trans-

form, and thus the information contained in one is the same as the information
contained in its transform. However, Sf(co) gives us the information in the fre-
quency domain while Rf(r) gives us the information in the time domain, and,
depending on the application, one may be more convenient than the other.
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2) From Eq. (6.3 1), we notice that since R f ( r ) has dimension [jc2], the dimension
of S/(o)) is [x2] per unit frequency.

6.7 Properties of the Power Spectral Density Function
6. 7. 1 The Power Spectral Density Function Is a Positive Function

Consider Eq. (6.31) for T equal to zero, which reads
1 C°= ̂ 2 = — I

£R J-
(6.32)

Because if/2 is definitely positive, we conclude that Sf(a)) is a positive function.
Furthermore, if f ( t ) is a function measured in volts, the mean square value i/f? will
represent the potential dissipated in a resistance of 1 £2. Thus, Sf(o))/2n will repre-
sent the power spectral density of the potential, and, from physical considerations,
we also conclude that £/(&>) > 0.

6. 7.2 The Power Spectral Density Function Is an Even Function
Considering Eq. (6.30) and because R/(r) = R/(—r), we can write

/

oo
Rf(-r)e-io>r dr (6.33)

-00

Making the transformation T — — a, Eq. (6.33) reads
/» — oo /»oo

Sf(co) = - Rf(a)eia)a da = / Rf(a)ei(t)cr da = Sf(-a)) (6.34)
J oo J — oo

and we conclude that Sf(a>) is an even function of a>.

6. 7.3 Representation of the Power Spectral Density Function
in the Positive Domain

Consider Eq. (6.30), which can be written as

Sf(o))= I Rf(r)e-iMT dr
J-OQ

Rf(r)[cos COT — i sin cor] dr

/

oo /»oo
Rf(r)coso>r dr — i I Rf(r)smojr dr (6.35)

-oo J —oo

The second integral vanishes because R/(r) is an even function of r , and we write

/

oo
Rf(r)cos(ordr

-oo

and, because R/(r) is an even function of r, we get

/

oo
Rf(r)coso)rdr (6.36)

„

00

00

—oo

oo
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Because R/(r) is a real function, we conclude that S/(o>) is a real even function.
Using Eq. (6.31), we can write

(6.37)

The set of Eqs. (6.36) and (6.37) are known as Wiener-Khintchine equations
and represent, except for the factor 2, a pair of cosine Fourier transforms. The
great advantage of working with Eqs. (6.36) and (6.37) is that they do not contain
negative frequencies.

6.8 White Noise and Narrow and Large Bandwidth
The power spectral density function provides the necessary information on the

frequency decomposition of a random process. Now if the frequency decompo-
sition is concentrated in turns of a peak frequency a)Q as shown in Fig. 6.4a,
we call such distribution a narrow bandwidth distribution. This is in contrast to
the distribution given in Fig. 6.4b, where we have an equal frequency distribu-
tion in a large band, and we call such distribution a large bandwidth distribu-
tion. Now, if Sf(a>) is a constant for all the frequency decompositions, i.e., from
-oo to oo as shown in Fig. 6.4c, we define such distribution as white noise;
this is in comparison with the white light distribution, which has a plain spectral

a) b)

c) d)

Fig. 6.4 Narrow, large bandwidth and white noise distributions.
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distribution in the large visible band frequency. In many practical cases, pro-
cesses having distributions as shown in Fig. 6.4d with an equal distribution in a
large band of frequency can be considered as white noise distribution for practical
purposes.

6.9 Single-Degree-of-Freedom Response
The response x(t) of a linear single-degree-of-freedom system due to an external

applied load f(t), whether a deterministic or random excitation, can be written in
terms of Duhamel's convolution integral as

*(0= I f(t)h(t-r)dr = I f ( t - X ) h ( X ) d X (6.38)
JQ Jo

Now, for random excitation, we can extend the integration to —oo, and we write

f(t -A.)/z(X)dA. (6.39)
-00

Making the transformation r — A = or, we get

/

O /»oo
f(cr)h(t - or) dor = / f(a)h(t - a)dor

_o t/0
/•oo

= / f(t-T)h(r)dT (6.40)
Jo

Again, for random excitation, we can extend the integration to — oo, and we write

x(t)= I / ( f -r) /Kr)dr= I f(r)h(t-r)dr (6.41)
J—oo J—oo

The Fourier transform of the response reads

/

oo
x(t)e~ia)t dt (6.42)

-00

and using Eqs. (6.41) and (6.42), we obtain

/

oo r /»oo "i
e~ia)t I f(t-r)h(r)dr\dt

-00 [.J — OO J

/.oo r [oo -i
= / fW\ I e-l0)th(t-r)dt\dT (6.43)

J—oo LJ—oo J

Now making the transformation a = t — r in the internal integration, we obtain

/

oo r /.co -i
f ( r ) \ I e~l(D(aJrl}h(a)da \dr

•oo [.J—oo J
f 00

-id)cr i= 1 f(T)e~ia)TdT I e~ia)ah(a)da (6.44)
J—oo J—oo
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X(CD) = F(o)) I e~ia)ah(a}da (6.45)
/

oo '-1
-00

where F(O)) is the Fourier transform of f ( t ) . Now, for the single-degree-of- freedom
response, we deduced in Chapter 2 the relation

X(a>) = H((o)F(co) (6.46)

Thus, we conclude from Eqs. (6.45) and (6.46) that

H(a>)= f e~ia)crh(a)do- (6.47)
«/— 00

This shows that the complex frequency response function H(co) is the Fourier
transform of the unit impulsive function h(t).

Considering now a random ergodic excitation f ( t ) to a single-degree-of- freedom
mechanical system, we can write the mean value of the response jc as

/

oo
A(A,)/(f-A.)dA, (6.48)

-oo

and, because the system is linear, we can invert the order of the mean and the
integration operations to write

/

oo
E[h(X)f(t-»dX] (6.49)

-00

Now the mean operation is made on time. Hence, we obtain
r°°

x_ = E[x(t)] = I h(V[Ef(t - A)] dX (6.50)
J— 00

and, because the process is ergodic, we have
E [ f ( t - k ) ] = f _ (6.51)

Thus,

/

OO

A(>-)dA. = const (6.52)
•oo

Using Eq. (6.47) for a> — 0, we get
x_ = #(0)/ = const (6.53)

In the sequel, we will calculate the autocorrelation function of the response to a
single degree of freedom due to an ergodic external excitation. Using Eq. (6.41),
we can write

o

•0•00

(6.54)

= I
J—oo
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and, for the autocorrelation function, we write

RX(T) = E[x(t)x(t + r)]
r /»oo /•

= E\ /(Xi)A(r-A.,)dA.i I
\_J — oo J —

T - A.2)] dA., dX2 (6.55)

Again, because the excitation process is ergodic, we can write
E[f(t - A, )/(r + r - A2)j = ̂ (r + A, - X2) (6.56)

Thus, the autocorrelation function can be written as

A(A.i)/KA.2)*/(r + *i - A2)dAj dX2 (6.57)
-00

From Eqs. (6.53) and (6.57), we conclude that the mean value of the response
and the autocorrelation function of the response of an ergodic external excitation
do not depend on the time t. Hence, we conclude that the response of an ergodic
excitation is also an ergodic process. In the sequel, we will calculate the power
spectral density function of the response. Using the definition of the power spectral
density function and Eq. (6.57), we can write

/

oo
Rx(r)e-ia)T dr

-co
00

+ A.1 -A2)dA!dA2]dr (6.58)
—oo

but the autocorrelation function of the excitation Rf is the inverse Fourier transform
of Sf. Thus, we can write

Rf(r + A! - A2) = — f f Sfeia)(T^~^ da) (6.59)
^K J J —oo

Substituting Eq. (6.59) into Eq. (6.58), we get
r00 .

Sx(co) = I e-'™
J —oo

1 r00
— / Sf(a>)\
27T J_00

r roo i l l
x / h(X2)e-la}X2 dA2 ^ rrfft>| dr (6.60)

Ly-oo JJ J
Using Eq. (6.47), we obtain

r00 f i r00 1Sx(co)= e-l(OT \ — I Sf(a))H(-a))H(a))eia)T da) dr (6.61)
J.oo (2n J.oo J

Purchased from American Institute of Aeronautics and Astronautics  

 



RANDOM VIBRATIONS 1 51

Because //(—&>) is the conjugate of //(&>)» we can write

H(a))H(-a)) = \H(co)\2 (6.62)

Substituting Eq. (6.62) into Eq. (6.61), we obtain

/

oo ( j roo 1

e-icor I — / sf(co)\H(o))\2eia)T dco \ dr (6.63)
-oo I 27T J-oo J

Comparing Eqs. (6.58) and (6.63), we conclude that

Rx(r) = ^~ /°° Sf(Q))\H(o))\2eitor da> (6.64)
^ J—oo

but from definition, we have

°°
S^y'do* (6.65)

Comparing Eqs. (6.64) and (6.65), we conclude that

Sx(<o)=\H(<o)\2Sf(a>) (6.66)

Equation (6.66), which represents an algebraic relation between three functions,
is a very important relation in structural dynamics. Knowing two of these func-
tions through calculations or from experimental work, the third one can be easily
obtained from Eq. (6.66). For instance, during ground vibration tests, Sf(co) and
Sx(a>) are obtained experimentally; thus, using Eq. (6.66), we can obtain //(&>),
which in turn will determine all the modal characteristics of the mechanical sys-
tem. On the other hand, knowing, for instance, the modal dynamic properties of
a mechanical system //(&>), we can calculate Sx(a)) due to a statistically known
function, e.g., the power spectral density function of continuous turbulence gust
Sf(a>). From Sx(co) and its inverse Fourier transform RX(T), we can calculate the
statistical mean values of the response. Finally, knowing the modal dynamic prop-
erties of a mechanical system H(a>) and through repeated measurements of the
responses Sx(co) to an unknown external random excitation, we can use Eq. (6.66)
to construct a model for S/(&>), which can be used in future design.

6.10 Response to a White Noise
Consider a single-degree-of-freedom mechanical system subjected to an exter-

nal random ergodic excitation having a power spectral density function given by
a white noise with intensity So- Thus, we can write

Sf(a>) = S0 (6.67)

Using Eq. (6.66), we can write the power spectral density function of the response
as

Sx(a))=\H(a>)\2S0 (6.68)
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Now, for a single-degree-of-freedom system, the complex frequency response
function //(&>) reads

\/k
H(a>) = ————-i————— (6.69)

' V '

Hence,

= H(co)H

(I/*)2

\H(a))\2 = H(co)H(-a>)

[(I - ft2)2 +

Substituting Eq. (6.70) into Eq. (6.68), we obtain

(6.70)

The autocorrelation function of the response can be obtained from the inverse
Fourier transform of Sx(a>) and reads

^00

Rx(r) = r-
-oo [(1 - "2)2

00

Integrating, we obtain

„ , , Soune-™

(6-72)

f o r r > 0 (6.73)

and the mean square value of the response reads

(6.74)

6.11 Multidegree-of-Freedom Systems
6.11.1 Statistical Properties of Multirandom Processes

Cross probability distribution of random processes. Consider the random
processes x(t) and y(t). We can define the cross probability function or the second-
order probability distribution function as

P(x, t) = Prob[jc(f) < x\y(i) < y] (6.75)

or, in terms of the specific probability distribution function, we can write

,y)= t I'
^ — 00 ^ — 0

P(x,y)= p($,ri)dSdri (6.76)
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Therefore, we conclude that

/

X2 rj2
I p(%,r])di;dr] (6.77)

i Jyi
and we verify that

p(x,y)>0
(6.78)

/

oo /»oo

•oo J —oo

and we conclude that the specific probability distribution functions of the first order
can be obtained from the specific probability distribution function of the second
order because

<x(t)<x2;-oo<y(t)<oo]= / / p ( x , y ) A y \dx
Jx\ LJ—OQ J

p(x)dx (6.79)

where

/

oo
P(x,y)dy (6.80)

-00

In a similar manner, we conclude that

P(y)= I P ( x , y ) d x (6.81)
J—OO

and two random variables are statistically independent if
p(x,y) = p(x)p(y) (6.82)

The mean value or the mathematical expectation of a continuous function g(x, y)
can be written as

E [ g ( x , y ) ] = f I g ( x , y ) p ( x , y ) A x A y (6.83)
J— oo J—oo

Therefore, the mean values of x(t) and y(t) read
/.oo /.oo /.oo

xm=E[x]= I I xp(x, y)dxdy = / xp(x)Ax
J—oo J—oo J—oo

(6.84)

/

OO /»00 /«00

/ yp(x,y)Axdy= I yp(y)Ay
-oo J—oo J-oo

The covariance of two random processes Cxy is defined as
f»00 />00

/

oo />oo

/ (*-
-00 ^ — 00-00 — 00

= xy ~ xy (6-85)
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and the variances Cxx and Cyy read

Cxx = E[(x - x)2} = x_2- {x_}2 = a2
x

(6.86)

Writing now,

/

oo /»oo [•„ _ x y _ y~|2
/ ——=±l——^\ > 0 (6.87)

-oo J-oo L ax ĵ J

we obtain

± 21 + > o (6.88)
Or^ CTjOy -

and we conclude that

0-

<rx<*y > \Cxy\ (6.89)

and we define the correlation coefficient pxy as

pxy = I:!*- (6.90)
axay

and we conclude that pxy£[—l, 1]. When CVy, =0, we will have two random
variables that are statistically uncorrelated.

Statistical cross properties of stationary random processes. Consider
two stationary random processes x(t) and y(t)\ following the same procedure and
the same definitions previously given for a single stationary random process, we
can write the mean values of the two stationary random processes as

lix(t\) = JJLX = const

f i y ( t i ) = fly = const

Cxx(t^ti+r)^Cxx(r) (6.91)

The autocorrelation functions RXX(T) and Ryy(r) and the cross correlation func-
tion Rxy(r)9 in terms of the specific probability distribution function p(x, y), can
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be expressed as

Rxx(r) = E[xk(t)xk(t -h r)]

/

oo /»oooo /»o

/
-00 •/— 0

r)p{xk(t)xk(t + r)}dxk(t)dxk(t + r)

/.oo ,-00
= / / yk(t)yk(f + r)p(yt(t)yk(t + r)}dyk(t)dyk(t + r)

J— oo • / — oo

= £[jc*(f )yt(r + r)]

/

OO />00

**(*)?*(' + r)p{xk(t)yk(t + r)}dxk(t)dyk(t + r)
-

(6.92)

-OO —OO

and the covariance functions read

C«(T) = E[(xk(t) - lix)(xk(t + r) - nx)-\ = Rxx(r) - £

Cyy(r) = E[(yk(t) - ny)(yk(t + r) - ^y)] = Ryy(r) - ̂  (6.93)

C,,.(T) - £[te(0 - M*)W + r) -

and we conclude that the covariance functions are identical to the cross correlation
functions when the first mean values JJLX and jjLy are null. As was previously deduced
for a single stationary random process, we can easily prove that

Rxx(r) = Rxx(-r) Ryy(T) = Ryy(-r) Rxy(r) = Rxy(-r)
(6.94)

RXX(0) > \RXXM\ RyyM > \RyyM\ Rxx(V)Ryy(W > [RXyW?

Statistical cross properties of ergodic random processes. Consider two
stationary ergodic random processes x(t) and y(t)m, following the same procedure
and the same definitions previously given for a single stationary random process,
we can conclude that the statistical mean values of the two stationary ergodic
random processes are given by the expressions in Eqs. (6.91-6.94) using only one
sample and integrated in the time domain.

Power spectral density functions. Following the same procedure and the
same definitions previously given for a single stationary random process, we can
define the power spectral density functions of two stationary ergodic random pro-
cesses as the Fourier transforms of their autocorrelation and cross correlation
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functions, and we write

Sxx(o>) = I Rxx(r)e-la)T dr
/

oo

R,
-00

r00

Syy(oj) = I Ryy(r)e~la)T dr (6.95)
«/ — 00

/

oo
Rx

-00
Rx(r)e-lm dr

-00

and, using the inverse Fourier transform definition, we write

i r00
= — I Sxx(a>)ela)T

2n J_oo
1 f°°

= T" / SyyW*
•̂  J-oo

= T- P s*y(°>y™2n J_00

and we verify that

5jCJc(^) = SXX(-0)) Syy(CO) = Syy(-C0) SXy(Ct)) = SXy(~0}) (6.97)

Consider two stationary ergodic random processes x ( t ) and y(t); for a single
ergodic random process we have proved that the complex frequency response
function is the Fourier transform of the response due to a unit impulse excitation.
Thus, for two ergodic random processes r and s, we can write

/

oo
hr(t)e'iM dt

-00

(6.98)
hs(t)e-i<at dt

Now, let / be the external excitation, q the system response, and F and Q their
Fourier transforms. Thus, we can write

Qr(a>) = \Hr(
(6.99)

Qs(co) = \Hs(a))\Fs(a>)

The cross correlation function of the response reads
i /»7*/2

RqrqsM= lim ~ / qr(t)qS(t + T)&
T-+OO 1 J-T/2T/2

= f f hr(Xr)hs(Xs)Rfrfs(r +Xr- A,)dArA, (6.100)
«/— oo «/—oo
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where Rqr qs is the cross correlation function of the excitation. Applying the Fourier
transform to Eq. (6.100), we obtain

= I
J ——00

and using Eqs. (6.99) and (6.100) in Eq. (6.101), we get
SMf (o>) = H?(a>) Hs(co) Sfrf,(a)) (6.102)

where //*(&>) is the conjugate of Hr(co).

6. 1 1.2 System Response to Multirandom Excitation
Consider the equations of motion of an nth degree-of-freedom linear system

subject to an external excitation ergodic force vector P(t),
(6.103)

The system being linear, the response x(t ) will be also ergodic. Making the modal
transformation,

{*} = (N]{q} (6.104)
where [N] is the matrix of the autonormal modes (i.e., we are using eigenvec-
tors normalized to obtain a unit generalized mass matrix), the generalized mass,
generalized stiffness, and generalized damping matrices read

[N]T[M](N] = f/J

[N}T(K](N] = \o>*\ (6.105)

[N]T(C][N] = r2o>,y,J

where &>/ and // are the undamped natural frequency and the modal damping
ratio of the mode /, respectively. Using Eqs. (6.103-6.105), we obtain the system
uncoupled equations of motion in the form

l + (o = f i ( t ) (6.106)

where /•(/) is the modal generalized force and reads

= (N]T{P(t)} (6.107)

The Fourier transforms of the modal amplitude g, (?) and the generalized force
//(Oread

/

OO

qi(t)eio)t dt
•00

(6.108)

fi(t)eiMdt= I
J —

Applying now the Fourier transform to Eq. (6.106), we obtain

Qr(o)) = Hr(a))Fr(o)) (6.109)
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where

Hr(a>) = —— - — ——— and £2 = — (6.110)rv '

i rT/2
*(*)] = lim T / ter(f)}te(r^oo 1 J_T/2

We proceed now to calculate the cross correlation matrix [RXiXj(r)]9 and we
write

i rT/2
[/? (r)] = Hm - / {x(t)}{x(t + r)}Tdt (6.111)

r->oo T J-T/2

and, making the modal transformation, we obtain

[Rxtxj(r)] = [N] [Rqrqs(r)] [N]T (6.112)
where

T/2
' (6.H3)

T/2

Now, writing Eq. (6.102) in matrix form, we get

] FtfMJ (6.H4)
and, using the inverse Fourier transform definition, we write

1 C°°
[***(*)] = — / \H*(u)\[Sfrfs(a>)}\H(w)\eilor da> (6.115)

^ «/— 00

where [Sfrfs(co)] are related to the generalized modal forces. The inverse Fourier
transform of [Sfrfs(a))] reads

[S/r/»] = f" [Rf,fs(T)]e-i<OT dr (6.116)
J-oo

where [Rfr fs (r )] are related to the generalized modal amplitude and, in the physical
degree-of-freedom base, read

Thus,

[Sfrf,(a>)] = [N] [SPrPs(a>)] [N]T (6.118)

The solution thus proceeds as follows: having the Fourier transform matrix
[Sprps(co)] of the correlation matrix [Rprps(r)] in the physical base, Eq. (6.118)
is used to obtain the power spectral density matrix in the modal base. This in
turn is used in Eq. (6.115) to obtain [Rqrqs(r)]. Finally, using Eq. (6.112), the
correlation matrix [RXfXs(r)] in the physical degree of freedom x is deduced, and
its Fourier transform will produce the power spectral density function [5^^^)]
in the physical degree of freedom x. We further notice that, in ground vibration
tests, if [Sprps(a))] is a white noise, the information contained in [SXrXs(a))] will
furnish directly the structure modal properties, i.e., the modal generalized mass,
stiffness, damping, and corresponding mode shape.
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Problems
6.1 A damped single-degree-of-freedom linear system is excited by a random
ergodic external force having a power spectral density function given by Sf(a>) =
SQ for (—&>o, &>o) and £/(&>) = 0 for CD < —&>0 and CD > &>0. The system has a
damping ratio c/ccr = 0.05 and a natural undamped frequency equal to —ct>Q/2.
Find the power spectral density function of the response.

6.2 Given the function x(t) = A sm(2n/T)t find its autocorrelation and power
spectral density functions.

6.3 A periodic function y(t) with a period T is defined as y(t) = A for 0 < t <
T/2 and y(t) = 0 for 7/2 < t < T. Find its autocorrelation and power spectral
density functions.

6.4 Obtain the cross correlation functions of the functions x(t) and y(t) given in
Problems 6.2 and 6.3 and their cross power spectral density functions.
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7
The Typical Section in Aeroelasticity

7.1 Single-Degree-of-Freedom Stability
Consider the single-degree-of-freedom mechanical system shown in Fig. 7.1.

The system consists of a concentrated mass m (kg), a spring with a spring constant
k (N/m), and a dashpot having a viscous damping coefficient c (N-s/m). The
external applied load is F(t) (N), and the displacement x(t) (m) is measured from
the position of equilibrium. The potential energy stored at any instant of time t
measured from the position of equilibrium can be written as

U= I kxdx = -kx2 (7.1)
Jo 2

The kinetic energy of the mass m reads

T = \mx'2 (7.2)

where x' = dx/dt. The system dissipation function can be expressed as

D = \cx'2 (7.3)

Applying Lagrange's equation of motion,

(dL/d*)' - dL/dx + dD/dxf = Q (7.4)

where L = T — U and Q is the generalized force corresponding to the degree of
freedom x, we obtain

mx" + ex' + kx = F(t) (7.5)

This single-degree-of-freedom mechanical system has been studied in detail in
Chapter 2. For a structural dynamic system, m, c, and k are real positive constants.
We learned in courses on structural dynamics that the system is stable, in the sense
that, if the system is subjected to an initial disturbance, following for instance an
impulsive force F(t) = Fo8(t) where <$(/) is a Dirac-delta function, the response
of the system x(t) decays asymptotically to zero. Furthermore, we know that when
the damping ratio y2 <!,[/ = c/ccr = c/2(km)1/2]. Therefore, when c2 < 4km,
the response is a damped oscillation, having a frequency of oscillation given by the
damped natural frequency of the mechanical system a)d = o>0(l — 72)1/2, where
a)Q = (k/m)1/2 is the mechanical system undamped natural frequency. A typical
response in such a case is shown in Fig. 7.2.

Whereas, when c2 > 4km, the response is again stable but is a nonoscillatory
motion. A typical response in such a case is shown in Fig. 7.3.

Now, consider the same mechanical system shown in Fig. 7.1, with the inclusion
of nonconservative forces, i.e., forces that do not derive from a potential and are

161
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Position of
equilibrium

Fig. 7.1 Single-degree-of-freedom mechanical system.

inherent to the system, i.e., they are not externally applied loads in the sense that
their presence is due to the change in the position of the generalized coordinate. In
aeroelasticity, we call such forces incremental aerodynamic forces due to motion.
Let these forces be proportional to the displacement and the velocity of the single-
degree-of-freedom mechanical system. The equation of motion in this case can be
written as

mx cxf + kx = F(t) 4- c\x' + k\x

or

mx" + X' + keffX = F(t)

(7.6)

(7.7)

where ceff = c — c\ is the effective damping of the system configuration and
kQff — k — k\ is the effective stiffness of the system configuration. Consider first
the case when k\ — 0 and c\ ̂  0. Now if c\ is real and positive and is less than c, the
behavior of the system is as previously discussed and is stable. If c\ is real, positive,
and greater than c, we say that the system has a negative effective damping, and

Fig. 7.2 Response of a single-degree-of-freedom mechanical system due to an external
disturbance when the damping parameter c2 is less than 4km and T = 2 TT/U;,/ = !//</.
Curve is plotted for 7 = 0.15.
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x(t)

Fig. 7.3 Response of a single-degree-of-freedom mechanical system due to an external
disturbance when the damping parameter c2 is greater than 4km.

the system response will be oscillatory divergent if c^ff < 4km or will be a pure
nonoscillatory divergent motion if c^ff > 4km. Typical responses in such cases are
shown in Figs. 7.4 and 7.5.

Such systems have been called dynamically unstable systems or possess a flutter-
type instability. It is instructive to notice that the instability is inherent to the system
configuration, i.e., it is a system configuration property and has nothing to do with
the external applied force F(t) or the nature of its origin. The instability is a property
of the system and depends only on the parameter c\, which in turn is a system
configuration property. Furthermore, we notice that the borderline of the stability
is at the configuration when ceff is zero. In this case, we have a simple harmonic
motion response with a frequency equal to the undamped natural frequency of the
mechanical system. We call this condition the critical condition, and it separates
the stable behavior, i.e., ceff > 0, from the unstable behavior, i.e., ceff < 0. Finally,

x(t)

Fig. 7.4 Response of a single-degree-of-freedom unstable system due to an external
disturbance when the damping ceff is negative and c2 is less than 4km.
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x(t)

Fig. 7.5 Response of a single-degree-of-freedom unstable system due to an external
disturbance when the damping ceff is negative and c2 is greater than 4km.

it should be observed that situations as shown in Fig. 7.5 are scarcely encountered
in practice, principally in aeroelasticity where c\ is generally a function of the
vehicle forward speed. Therefore, physically the situation of Fig. 7.4 will happen
before (i.e., at a lesser forward speed) that of Fig. 7.5.

We now consider the case when ceff is positive and k\ =£ 0. When k^ is real and
positive, the system is stable as discussed in the beginning of this section, and the
system behavior is as shown in Fig. 7.2 and 7.3. Now, when k^ is less than 0, i.e.,
k\ > k, the solution of the differential equation shows that the system is unstable,
i.e., the response due to an initial disturbance will grow exponentially with time
in a pure nonoscillatory divergent motion. The borderline of the stability will be
obtained when &eff = 0 and again will be called the critical condition, i.e., the con-
dition that separates the stable system configuration from the unstable system con-
figuration. This phenomenon has been called static divergence or static aeroelastic
phenomenon. This denomination bears its origin from the fact that the instability
can be explained using the effective stiffness term alone. However, the phenomenon
is clearly a dynamic one. For it to happen, we must have k\ > k, and k\x is due
to motion; therefore, the instability bears its origin from a dynamic phenomenon.

From this simple exposition, based on the behavior of a single-degree-of-
freedom mechanical system in the presence of nonconservative forces, several
important facts have been observed:

1) The equation of motion is written from an initial state of equilibrium.
2) The stability of the system is studied from this initial state of equilibrium.
3) The problem of stability of motion is a system configuration property and

has nothing to do with the origin of the external applied force.
4) The borderlines of stability are obtained when ceff = 0 or &eff = 0.

In the next section, we will study the origin of the nonconservative forces as applied
in aeroelasticity for a simple structural configuration, namely the typical section.

7.2 The Typical Section
In this section, the quasisteady aerodynamic assumption for the representation

of the incremental nonstationary aerodynamic loads will be made. According to
this assumption, the aerodynamic characteristics of an airfoil motion are equal at
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Fig. 7.6 Typical section system in an initial state of equilibrium.

any instant of time to the characteristics of the same airfoil, moving with constant
linear and angular velocities equal to the actual instantaneous values. The quasi-
steady aerodynamic assumption introduces great simplifications to the problem
formulation, while the main physical features of the problem are not masked by
mathematical complications. These simplifications are later removed, and the non-
stationary incremental loads will be formulated using a linearized potential theory.
Furthermore, limitations in this section will be made to two-dimensional flows.
Treatment of finite span effect will be made using the strip theory assumption, and,
according to this theory, the aerodynamic characteristics at any spanwise station
will be considered as the same as if the airfoil sections were situated in a two-
dimensional flow, with no spanwise interactions. Again, later these simplifications
will be removed.

Consider a flat plate in a potential flow with a velocity at infinity U in the x-
direction parallel to the plate as shown in Fig. 7.6. Let the plate have two degrees
of freedom as shown in Fig. 7.7, a vertical translation h, and a rotation 0 of the
elastic axis of the airfoil. The translation coordinate h will be measured positive
downward and the rotational degree of freedom 9 is taken positive for nose-up
motion. Both coordinates are measured from the initial position of equilibrium of
the flat plate.

The potential energy functional at any instant of time, measured from the initial
state of equilibrium, can be written as

U
fh nO

= khhdh + ke6dO
Jo Jo

(7.8)
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position of
equilibrium

Fig. 7.7 Typical section system configuration after an external disturbance.

For an element of mass dm of the plate located at a position r, measured from
the elastic axis position ea, we can write an expression of the kinetic energy as

dT = ±(h' + r0f

Integrating for the whole section, we obtain

T = ±mh'2 + Swh'0f

(7.9)

(7.10)

where m = f dm = total mass per unit span, Sw = f rdm = static mass moment
per unit span about the elastic axis, and 10 = f r2dm = moment of inertia about the
elastic axis per unit span. Considering that the system possesses a viscous structural
damping, we can write for the structural damping representation a dissipation
function as

D = \chh' (7.11)

Using the quasisteady aerodynamic theory, we can write expressions for the in-
cremental aerodynamic lift L and the incremental aerodynamic moment M about
the elastic axis ea as

2r da

M = Maa + L[^+i
(7.12)

In the first equation of Eq. 7.12, the generalized force Qh is positive downward,
and the lift L is positive upward for a positive incremental angle of attack a, and
p is the free stream air density. In the second equation of Eq. 7.12, Maa is the
aerodynamic moment about the aerodynamic center due to incremental airloads,
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and the aerodynamic center has been assumed as acting at the 1/4 chordwise
position. The incremental angle of attack a, is due to the incremental angle of
rotation 0, the incremental vertical velocity h' ', and the incremental rotational
velocity 0' and, at any chordwise station r, can be written as

«, = * + £ + £ (7-13)

For the complete two-dimensional airfoil section, a correct total vortex strength
is obtained by regarding the vortices as concentrated at the 1/4 chordwise position
and calculating the velocity at the 3/4 chordwise position where the boundary
condition of tangency of flow is applied. This fact remains even when the quasi-
steady assumption is removed for two-dimensional flows. Accordingly, we can
write the incremental angle of attack of the complete airfoil a using Eq. (7.13) for
r computed at the 3/4 chordwise position to obtain

Using Eqs. (7.14) and (7.12), we obtain

(7.15)

*^(a+l2
where Maa is the incremental aerodynamic moment about the 1/4 chordwise posi-
tion and is positive for nose-up rotation. According to the quasisteady theory, we
can write Maa as

Maa = l-PU2c2cmac9f = -±pU2c2^j0' (7.16)

The work done by the incremental aerodynamic load W reads

W= f Qhhdt + f M0dt (7.17)

Therefore,

-8W = f LShdt- f M80dt (7.18)

Notice that in the above formulation the generalized coordinates were taken
as h and 6, which are the deflection and the rotation about the elastic axis. This
simplifies extremely the formulation of the potential energy functional expression.
If the generalized coordinates were taken as the deflection and the rotation about the
center of mass, the expression of the kinetic energy functional would be simplified
and no coupling term would appear in the kinetic energy functional expression;
however, on the other hand, the potential energy functional expression will be more
complicated. In the next chapters, we will see that, if the structural modal base
were taken as genaralized coordinates, both the stiffness and the mass contribution
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functional expressions will be uncoupled; however, the generalized incremental
aerodynamic loads will be more complicated. In spite of these facts, we will adopt
in the present chapter the classical formulation of the typical section, as presented
above, and other formulations and their relative merits will be discussed in the
next chapters. Applying now the Lagrange equations of motion,

[8L1 8L 3D
\ — \- — + —— = Qx (7.19)\_dxf J dx dxf

where L = T — U and x = h or 0, we obtain the equations of motion cast in the
form

mh" + SW0" + khh + chhf + cwh' + kwO + cw>0' = fh(t)
106" + Swh" + keO + cQV + cwhf + k2eO + cwO' = fo(t) ( ' }

C3ff = -[1 - g\j- + ———

where fh(t) and fe(t) are the external generalized incremental applied loads in the
x and 0 degrees of freedom, respectively, and

/ fbc\v = — k\e = f cW' = [1 - g] —

and

We now examine the response of the typical section subjected to initial condi-
tions in free vibration, i.e., for fh(t) = fe(t) = 0. In such conditions, the equations
of motion Eq. (7.20) read

mh" + SW0" + khh + chh' H- cwh' -h kw9 + cw>e' = 0
7*0" -f- Swh" + keO + ceO' + cwh' + k2eO + c2e>0' = 0

When U = 0, i.e., in the absence of aerodynamic effects, and if the structural
damping is neglected, Eq. (7.23) reduces to

=0
Q ( ' }

For a nontrivial solution, the determinate of Eq. (7.24) vanishes, and we can write
the system characteristic equation as

s4 - [co2
h + 6>o\s2 + u>l<>>l ~ M-y4 = 0 (7.25)

where

<*>2
h=(kh/m) co2

e=ke/Ie n = Sl/mIe (7.26)
o)h and 0)9 are the inertia uncoupled, undamped natural frequencies of the typical
section, and \JL represents the inertia coupling between the translational and the
rotational degrees of freedom, respectively. Notice that physical considerations
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reveal that a)h,u>e, and ^6 are real positive numbers. Furthermore, /x is less than
1 since mI0 > S^. Solving the characteristic Eq. (7.26), we obtain the undamped
natural frequencies of the typical section, which can be written as

.2 = K2 . = 1 2 (?27)

Clearly, the undamped natural frequencies of the typical section given by Eq.
(7.27) are real positive numbers. Furthermore, their numerical values are less than
the rotational uncoupled undamped natural frequency coe and greater than the
translational uncoupled undamped natural frequency a)h.

We examine now the case when U is different from zero, and, for simplicity
and without loss of the generality, we consider that Sw = 0 since its effect can
be analyzed separately. Under such conditions, the elastic axis coincides with the
typical section center of gravity position, and the equation of motion [Eq. (7.23)]
is uncoupled and reads

mh" + [ch+clh>]h'
" + [c0 + c^] 0' + [ke + k2e] 0=0

Examining the first equation of Eq. (7.28), we observe that the structural damping
ch is always a real positive number; c\h> is always a real positive number because
cw = f/U, and kh is always a real positive number. Therefore, from physical
considerations, we conclude that the equivalent damping term in the first equation
of Eq. (7.28) is definitively a real positive number, and we conclude that the
uncoupled translational degree of freedom can never present an instability based
on the considerations previously discussed in Section 7.1. Examining the second
equation of Eq. (7.28), we observe that the structural damping C0 is always a real
positive number; however, c^ can be positive or negative, and ke is always a
real positive number, while £20 can be positive or negative. We therefore conclude
that the uncoupled rotational degree of freedom of the typical section can present
all types of instabilities discussed in Section 7.1. We first examine the equivalent
stiffness term, which can be written as

Examination of Eq. (7.29) shows that, when a < —1/2, i.e., when the elastic
axis is located at the aerodynamic center position or in front of it, static divergence
can never occur for the typical section. Static divergence can happen when g is
positive, and the critical condition of instability reads

= 0 (7.30)

Using Eq. (7.30), we obtain the static divergence velocity, which can be written as

2^2p[« + i] da.
da
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Fig. 7.8 Strip theory nomenclature, (aa is the aerodynamic axis, and ea is the elastic
axis.)

and using, for the typical section, dci/dct = 2jr, we obtain

2<
div b2pn[l+2a]

b2p7t[l+2a]
(7.32)

Equation (7.32) represents a simple relation for the static divergence speed of
the typical section, where the effects of altitude, rotational frequency or rotational
stiffness, and the numerical value considered for dci/dot on the divergence speed
are evident. We are now in a position to extend our application for the practical
case of the computation of the divergence speed of a lifting surface, under the
limitations of the quasisteady aerodynamic theory, using strip theory aerodynamic
simplification. The strip theory approximation, for lifting surfaces of high aspect
ratio, consists in dividing the lifting surface in chordwise strips, of small but finite
width, and assuming that in each strip the flow is two dimensional and does not
interact with the flow in other strips of the lifting surface. The chord length of the
strip is taken as being its geometric mean value. Consider the lifting surface shown
in Fig. 7.8, divided into strips having spanwise strip width Ay/, mean chord strip
Cf, and strip spanwise position v,.

For each strip, we can write

C/ da [2
, Ay,-

For each strip, dci/dce — 2n, and writing A./ — pnU2, we obtain

where Af is a strip geometric constant and reads

(7.33)

(7.34)

(7.35)
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Equation (7.34) can be written in matrix form for the complete lifting surface
as

r*2dto) = -*rA,-J{0/} (7.36)

where [~&2#J and [\A/J are diagonal matrices with elements given by the corres-
ponding strip values. Furthermore, from the engineering theory of elasticity, we
can write a matrix form expression for the torsional moment about the elastic axis
for the complete lifting surface as

{Tt} = [ke] {Oi} = [B]-l{Oi} (7.37)

where [k$] is the torsional stiffness matrix and [#/] is the torsional flexibility
matrix. Notice that the torsional flexibility matrix is more easily obtained than the
torsional stiffness matrix through finite element or engineering theory calculations
and also in experimental measurements. Now using Eqs. (7.36) and (7.37), the
critical condition for the lifting surface reads

?/} = {0} (7.38)

or

where [C] = [#]|~AJ. Equation (7.39) can be written as a standard eigenvalue
problem cast in the form

L ^ J

where again A, = pnU2. The solution of the eigenvalue problem [Eq. (7.40)],
using for instance a power iteration direct eigenvalue extraction algorithm, will
furnish as a first eigenvalue the lowest value of A. and therefore the lowest static
divergence speed of the lifting surface. We next examine the typical section for
Sw = 0 and coupled degrees of freedom. In such a condition, the equation of
motion [Eq. (7.23)] reads

mh" + khh + chh' + cwh' + kwO + cwO' = 0

The set of equations [Eq. (7.41)] admits solutions in the form

h = h0est 0 = 00est (7.42)

where hQ and # 0 are in general complexes. Substituting the solutions to Eq. (7.42)
into the Eq. (7.41), two simultaneous homogeneous algebraic equations in h_Q and
#0 are obtained, and, for the nontrivial solution, the determinant must be zero,
giving the characteristic equation of the system, which can be written as

s4 [ml] -f- s3 [mcoeff + /Qeff] + s2 \rnkg& -f ch^ce^ + f a l - cwcw]

+ S [Cheffkeeff + khCoeff - C^k\e\ + [khkoeff] = 0 (7.43)
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A system instability will be obtained if the real part of one of the roots of Eq.
(7.43) is positive. It can be shown that the necessary and sufficient condition for
system stability is obtained when all the roots and the root discriminant R are of
the same sign. The root discriminant R reads

#4 \a\a2a?> — a^a^ — a^a^\ (7.44)

where a\ in Eq. (7.44) are the coefficients of sl of Eq. (7.43). Examining the
coefficients of sl of Eq. (7.43), we observe that #4 and #3 are always positive from
physical considerations. The coefficient a$ is negative only if ^eff is negative, and
this gives the static divergence condition of stability as previously discussed. We
further notice that in such a case, i.e., at the divergence critical condition, one of
the roots of the characteristic Eq. (7.43) will be zero, characterizing the fact that
the critical point of divergence occurs at a zero frequency. The only coefficients
left to be examined are a\ and a2. We examine first the coefficient a\ for a possible
condition of instability. Using Eqs. (7.21) and (7.43), we can write for an instability
a\ < 0, or

(CH + c\h>) (ke + *20) + kh(ce + c2e>) - c2h>kw < 0 (7.45)

Omitting for the moment the structural damping terms, because their effect is
always stabilizing, we can write the condition of instability given by Eq. (7.45) as

c\h'(ke + k2e) + khC2Q> — c2^k\Q < 0 (7.46)

Numerical evaluation of Eq. (7.46) will furnish the critical flutter velocity of
the typical section under such conditions; furthermore, if structural damping is
considered, Eq. (7.45) will furnish the critical flutter condition when such damping
is assumed. We now consider the case when a = —1/2 and neglect the structural
damping effect. Under such conditions, k2$ and c2h> are null because g = 0, and
Eq. (7.46) reads

f r A2~i
: 0 (7.47)

Physically, the term between brackets is always positive so that the flutter con-
dition can take place only for / = 0, i.e., U = 0. This implies that if the system
velocity is plotted against system damping, when the structural damping is ne-
glected, these curves start with a zero system damping at zero velocity. From this
discussion, we conclude that a typical section with a coincident aerodynamic axis,
center of gravity, and elastic axis position can never have a flutter- or divergent-
type instability. We next examine the case when the e.g. does not coincide with
the elastic center, i.e., Sw ^ 0, and we neglect the structural damping since its
effect is conservative in the stability sense. We further consider that the elastic and
aerodynamic axes are at the same position, to concentrate only on the effect of the
e.g. on the stability of the typical section. Under such conditions, the equations of
motion [Eq. (7.23)] read

mh" + SW0" + khh + chh' + kwO + cw,0f = 0
IeO" + Swh" + keO + c2h,h' + k290 + c2e>0f = 0
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Again, Eq. (7.48) admits solutions in the form

h = hQest 0 = 0_^est (7.49)

Substituting the solutions in Eq. (7.49) into Eq. (7.48), two algebraic homogeneous
equations are obtained, and, except for the trivial solution, we obtain the problem
characteristic equation, which can be written as

s4 [mle - Sw] + s

s2 \mko + khlo + / —— — /5"u; + s\ kh-r-r + ke— \ + khk$ = 04U2 4U U-J L. -J

(7.50)

Examination of Eq. (7.50) shows that, if Sw is negative, the typical section will
never have instability because all the coefficients and the Routh discriminant are
of the same sign. In other words, a typical section having elastic and aerodynamic
axes coincidents and the e.g. position located at the elastic axis or in front of it will
never present problems of aeroelastic instabilities, whether of a static nature or of
a dynamic nature, i.e., divergence or flutter. If Sw is positive, the coefficient of s4

is still positive because mle > Sw', the coefficient of s3 gives instability only for
/ = 0, as previously discussed. Thus, the only coefficient that can give instability
is the coefficient of s2. The other remaining coefficients, the coefficients of s1 and
5*°, are positives from physical considerations. The instability condition can thus
be written as

(7.51)

and the critical flutter instability condition can be written as

(7.52)

Equation (7.52) can be solved numerically to determine the critical flutter speed
under such conditions. For the clarity of the exposition, the structural damping has
been neglected in most of the analyses presented in the present section. However,
as has been demonstrated in Section 7.1, its effect is always stabilizing in the
sense that the critical instability speed with the structural damping considered in
the analysis is always higher than critical instability speed when the structural
damping is neglected. In the present section, the simple quasisteady aerodynamic
theory has been used exclusively, and, as has been demonstrated, this theory,
despite its simplicity, has shown its ability to explain the cause of the various types
of instabilities of aeroelastic nature and effects of various parameters involved in
the problem. In the next section, we will use a more elaborate aerodynamic theory
for the problem formulation and discuss its relative merit compared with the simple
quasisteady aerodynamic theory.
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7.3 Typical Section Using Unsteady Linearized Potential Theory
The exact determination of the aerodynamic forces acting on an airfoil moving

in an unsteady motion about the initial state of equilibrium is complex and very
detailed. At each instant of time, the change in the airfoil position results in a
change in the circulation about the airfoil, causing a change in the vortex shed
from the trailing edge. These vortex sheds produce vertical velocities on the air-
foil and affect the aerodynamic incremental nonstationary airloads on the lifting
section, rendering the problem extremely complicated to be physically analyzed
and mathematically represented. On the other hand, as has been demonstrated in
Section 7.1, at the critical point of dynamic instability the motion of the system
is a pure harmonic oscillation. This fact promoted the development to establish
the formulation of the incremental nonstationary aerodynamic loads acting on an
airfoil performing simple harmonic motion, which limits the type of unsteadiness;
however, it presents the exact solution at the critical instability point.

The first studies made were performed by Birnhaum,1 Wagner,2 Kussner,3 and
Glauert4 and later by Theodorsen5 and Ellenberger6 in the period from 1924
to 1939. In 1940, Kiissner7 in Germany and Theodorsen and Garrick8 in the
United States published, in a comprehensible and easily used manner, the in-
cremental aerodynamic forces and moments acting on a two-dimensional airfoil
performing a simple harmonic motion. Theodorsen obtained the incremental lift
and moment for the incompressible case, using the linearized potential solutions
of the individual types of motion, i.e., individual solutions due to 0, 0' ', h' ', etc.
Assuming linearity to sum the individual solutions and applying the Bernoulli
theorem, he obtained the total incremental lift as

Le.a. = npb3 ~ - C(k)hf + aO" + l a - C(k) -2

(7.53)

and the incremental moment about the elastic axis of the typical section as

Mea = 7tpb4\ ——h" -I b

where C(k) is the Theodorsen function and is given by

ZjCVM

Hf\k) + i H$\k) K0(ik)

(7.54)

(7.55)

where HQ and H\ are the Hankel functions of the second kind and order zero
and one, respectively; KQ and K\ are the modified Bessel functions of the second
kind and order zero and one, respectively; and F(k) and G(k) are the real and
imaginary parts of the Theodorsen function. All these functions are functions of
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Fig. 7.9 Real part of the Theodorsen function F(k) plotted vs the reduced frequency

the nondimensional or reduced frequency parameter /:, which is defined as

bco
17

k — (7.56)

where co is the frequency of oscillation of the typical section. Hankel functions and
the modified Bessel functions of the second kind can be found in a tabulated or
power series form in several handbooks on mathematical functions (for example,
Ref. 9). The real and imaginary parts of the Theodorsen functions F(k) and G(k)
are well-behaved analytical functions and are a combination of Bessel functions as
stated above. The real and imaginary parts of the Theodorsen function F and G are
given in Figs. 7.9 and 7.10, respectively, and are plotted against the reduced fre-
quency parameter k for values of k < 1. Table 7.1 is a short compilation of the func-
tions F(k) and G(k). Several approximate expressions for the real and imaginary
parts of the Theodorsen function are available in the literature. A simple and precise
formula for the evaluation of these functions was obtained by Jones10 and reads

C(k) = I -

C(k) = 1 -

0.165 0.335

0.335
0.32 -

for k < 0.5

for k > 0.5
(7.57)

The maximum percentage error in the formula for the first part of Eq. (7.57) is
2.7% and for the second part of Eq. (7.57) is -2.1%.

Now, because the motion is harmonic, we can write solutions in the form
h = h0eia)t 0=i0eia)t (7.58)

The solutions in Eq. (7.58), when substituted in Eqs. (7.53) and (7.54), give expres-
sions for the total incremental lift and the incremental moment about the elastic
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Fig. 7.10 Imaginary part of the Theodorsen function G(k) plotted vs the reduced
frequency k = ub/U.

axis of the typical section and read

Le.a. = npco2b3 \ Lh- + [La - gLh]0I b J
£ + [Ma - g(La + Mh) + g2Lh]0\

(7.59)

The coefficients Lh, La, Mh, and Ma have been published in many references (for
instance, Refs. 11 and 12).

7.3. 1 Theodorsen Solution of the Flutter Determinant
In the following section, a solution of the stability equations as proposed by

Theodorsen is given. Using the expressions of the incremental oscillatory airloads
given by Eq. (7.59) and substituting the harmonic solutions in Eq. (7.58) into the
equations of motion, we can write

Table 7.1 Theodorsen function C(k) = F(k) + iG(k)

(7.60)

k
00

10.00
6.00
4.00
1.00

F

0.5000
0.5006
0.5017
0.5036
0.5394

-G

0
0.0124
0.0206
0.0305
0.1003

k

0.80
0.50
0.20
0.05
0

F

0.5541
0.5979
0.7276
0.9090
1.000

-G

0.1165
0.1507
0.1886
0.1305
0
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where

B = n>xa + La — Lhg
- L l T (?'61)C = ̂ xa + ±- Lhg

[ r i2
1 ~ — [1 +ica]

\_ 0) J

and

^2 = -4r (7-62)

xa is the distance between the e.g. and the elastic axis and is positive for the e.g.
aft of the elastic axis. For a nontrivial solution to Eq. (7.60), we write

A B
A = C D (7.63)

where A# and A/ are the real and imaginary parts of the determinant, respec-
tively. The solution starts by assuming a value for k(k = a)b/U). Compute the
aerodynamic coefficients or use the aerodynamic tables to get the values of these
coefficients for the predefined value of k. Write X = l/co2, solve A# = 0, and
get the corresponding XR. Solve A/ = 0, get the corresponding X/, and repeat
the whole process for different values of/:. Plot curves of XR and X/ vs k. At the
intersection of the two curves, we have the same X(X = I/a)2). Determine this
value of a) and the corresponding k. From this value of k, determine the corre-
sponding velocity U. These values of a> and U are the critical flutter conditions of
the problem.

7.3.2 Some Parametric Studies Using Two-Dimensional Potential
Theory for the Typical Section

The critical flutter velocities of the typical section have been calculated for
different configurations to perform a parametric study of the various parameters
involved in the problem. The results of the analyses are shown in Figs. 7.11-7.13.

From the results of Figs. 7.11-7.13, we can observe the following:
1) With the increase ofo)h/(oa, the flutter velocity decreases, with the minimum

velocity obtained at &>/j /coa = I stemming the fact that the flutter instability occurs
due to the coupling of the two frequencies; therefore, the minimum velocity is
obtained when (Oh = coa.

2) The effect of the air density on the flutter velocity is an increase of Up with
the decrease of p9 i.e., it is conservative to perform the flutter calculations at sea
level.

3) With the increase o f x a , the flutter velocity decreases, and, with the increase
of r2, i.e., an increase in the torsional rigidity, the flutter velocity increases, as was
expected based on previous considerations.
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/ 0)
h a
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0.4 _

0.0

0.5 1.0 1.5 2.0 2.5

—I——^

U /M b

Fig. 7.11 Parametric study to show the effect of the frequency ratio oVu;a and the
mass parameter p, = m/irpb2 on the nondimensional flutter velocity UF/ujab. Curves
are plotted for a = -0.2, r^ = 1/3, and xa = 0.1.

0.3

0.2

ai

ao
0.5 1.0 1.5 2.0 2.5

Fig. 7.12 Parametric study to show the effect of the static mass parameter xa = Sw/mb
on the nondimensional flutter velocity UF/uab. Curves are plotted for t<Vu;a = 0.30,
a = -0.3, /x = 10, and r* = 0.25.
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r«
<U

Fig. 7.13 Parametric study to show the effect of the moment of inertia parameter
r* = IJmb2 on the nondimensional flutter velocity UF/uab. Curves are plotted for
oyu;a = 0.30, a = -0.2, /x = 10, and xa = 0.10.

7.3.3 Extension to Three-Dimensional Lifting Surfaces Strip Theory
The typical section theory can be extended directly for the computation of the

aeroelastic stability of the straight wing of high aspect ratio and no considerable
mass concentration at low speeds using the strip theory aerodynamic simplification.
Again, the strip theory approximation for lifting surfaces of high aspect ratio
consists in dividing the lifting surface in spanwise strips of small but finite width
and in assuming that in each strip the flow is two dimensional and does not interact
with the flow in other strips of the lifting surface. The chord length of the strip is
taken as being its geometric mean value. Consider again the lifting surface shown
in Fig. 7.8, divided into strips having spanwise strip width A}./, mean chord strip
c/, and strip spanwise position y,. We will use the following notation for each
strip:

m(yi) = mass per unit width at station /
I(yf) = moment of inertia about the elastic axis (e.a.) per unit width at station /
Sw(yt) = static mass moment about the e.a. per unit width at station /

For each strip at station y/, we can write for the deflection and the rotation
expressions in the form

(7.64)

where f(y) and 0(y) are assumed uncoupled modes in bending and in torsion,
normalized to unit values at the wing tip. The expression of strain energy of
deformation for the half-wing can be written as

\ jf
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where E I ( y ) = bending stiffness at station i,GJ(y) = torsional stiffness at station
/, and / = total length of the half-wing span.

Now defining kh and ko as
ri r $2 -|2

Trrt/Cv)] I d?
^0

- / "
~/0

/•' [ 9 f= / GJ(y)\ —[9(y)]Jo Ldy J

(7.66)

the expression of strain energy of deformation for the half- wing reads

U = \khh2 + I***2 (7.67)
Defining now the uncoupled natural frequencies in bending and in torsion as a>h

and 0)0 , respectively, we can write the strain energy expression as

U = \Mcoltf + £/0o>002 (7.68)
where M and /# are the generalized mass for the bending and the torsional modes,
respectively, and are given by

M= f m(y)(f(y)fdy
J\ (7.69)

I*= f Ky)[0(y)fdy
JQ

The expression of kinetic energy of the half- wing can be written as

T = \Mti2 + i/0£2 + Shf^_ (7.70)
where 5 is the total static mass moment and is given by

S= I Swf(y)0(y)dy (7.71)
JO

Considering that the wing structure possesses a viscous structural damping, we
can write for the structural damping representation a dissipation function as

D = ±chh'2 + \ceO? (7.72)
At any station yh we can write for the lift and the aerodynamic moment about the
elastic axis the same expressions given by Eq. (7.59), replacing h and 0 by f(y)h
and 0(y)0_, respectively, and thus the incremental aerodynamic loads at station j,
can be written as

Le.a. = npco2PLhf(y)=- + [La -

Me.a. = 7tpa)2b4[Mh - gLh]f(y)=- + [Ma - g(La + Mh) + g2

(7.73)
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and for the entire half-wing, we can write the generalized incremental aerodynamic
loads as

(7.74)

I
Jo

= / M'0(y)dy
Jo

The integrations in Eq. (7.74) are evaluated numerically considering constant val-
ues for each strip. The aerodynamic loads can thus be written as

Qh
Qo

where

Lhb2(f(y)]2dy
/•'

Ahh — I •
Jo

fi
AM = I b3f(y)e(y)[L#-gLh]dy

Jo
fi

Aeh = I
Jo

= f b4[0(y)f\ Me -

(7.76)
b*f(y)6(y)(Mh-gLh]dy

g(Le -\ Lh dy

Applying the Lagrange equations of motion, we obtain for free vibration the
following equation for the complete half-wing

(7.77)

The solution then proceeds in the same way using the Theodorsen method of
solution as given in Section 7.2 for the case of the two-dimensional typical section.

7.4 Typical Section with Control Surface
Consider the typical section shown in Fig. 7.14, where we have included in the

section a control surface giving a third degree of freedom. The same notation used
for the typical section with two degrees of freedom is adopted, and we consider
that the control surface hingeline is located at a distance cb from the origin, and
the leading edge of the control surface is located at a distance eb from the origin.
Furthermore, we consider that the third degree of freedom is the control surface
rotation and will be denoted by ft, measured relative to the main surface rotation
and positive for nose up as indicated in the figure.

The same theory used for the typical section with two degrees of freedom can
now be extended to the case of three degrees of freedom without too much difficulty.
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h.a.

Fig. 7.14 Typical section with a control surface showing notations and definitions,
(h.a. is the hinge axis position.)

In the following section, we will present directly the extension to the three-degree-
of-freedom typical section using the strip theory for a complete half-wing. The
following notation will be adopted:

m(y) = mass per unit width at station /
/(y/) = moment of inertia about the e.a. per unit width at station /
Sw(yi) = static mass moment about the e.a. per unit width at station /
Ip(yi) = control surface mass moment of inertia about the e.a. at station /
Sp(yt) = control surface static moment about the e.a. per unit width at station /

For each strip at station j/, we can write for the deflection the main surface
rotation and the control surface rotation expressions in the form

h(y, 0 = /00*
0(y, 0 = (7.78)

where it has been assumed that the rotation of the aileron is a rigid body rotation
about its hingeline, i.e., the angle ft is assumed to be a constant span wise through the
control surface extension. The strain energy of small deformation of the complete
half-wing can be written as

" = 2 If** JQ

(7.79)

where the same notation has been used as in Section 7.3. Furthermore, using
Eq. (7.66), we can write the expression of the potential energy as

u = \
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where a>p is the rotational frequency of the control surface, M and 1$ are given in
Eq. (7.69), and Ip is given by

I
Ji\

Ip= I Ip(y)dy (7.81)
V I]

where /] is the distance from the half-wing root to the inboard control edge span-
wise. Including a viscous structural damping in the analysis, we can write a dissi-
pation function in the form

D = \chti2 + \ceO? + \c^ (7.82)
The kinetic energy can be written as

where

(7-84)

and the remaining constants are as defined before. The aerodynamic loads for strips
without control surfaces are the same as given in Section 7.3. The aerodynamic
loads for strips with control surfaces were given by Theodorsen8 in terms of the
Theodorsen function and involve other functions due to the presence of the control
surface. These can further be written in terms of other constants for three degrees
of freedom as has been done in the Section 7.3 for two degrees of freedom to
facilitate the computation using tabulated procedures. These coefficients for three
degrees of freedom have been tabulated in several textbooks and manuals, e.g.,
Refs. 11-13. The aerodynamic loads, i.e., lift at the aerodynamic center, moment
at the aerodynamic center, and aerodynamic moment about the hingeline, for a
strip with control surface per unit span can be written as

L' = 7rpa>2b3Lhf(y)=- + [La - gLh]e(y)0_ + [Lp - dLt]b

M' = Trpa>2b*[Mh - gLh]f(y)=- + [Ma - g(La + Mh) + g2Lh}6(y)0_b

+ [gLp-dMz+dgL,]p\ (7.85)

T' = 7tpa>2b4\[Th - dPh]f(y)=- + [Ta - d(Pa - gTh + gdPh)]0(y)e
b

where
d = [c-e] (7.86)
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The aerodynamic coefficients in Eq. (7.85) are given in Refs. 11-13. The inte-
grations in Eq. (7.86) are evaluated numerically considering constant values for
each strip. The aerodynamic loads can thus be written as

where

'hQ
Qe \ = itpuf
Qft

h

ft

= fJo
rl

= /
Jo

l
= b3f(y)[Th-dPh]dy

rl
= I b4f(y)[Te - dPe - gTh - gdPh] dy

Jii

pp = f b\Tp - d(Pp + Tz) + d2Pz] dy
Jii

The Lagrange equations of motion can be written as

(7.87)

Ahh= I b2[f(y)]2Lhdy
Jo

b 3 f ( y ) 6 ( y ) [ L e - g L h ] d y

b 3 f ( y ) 0 ( y ) [ M h - g L h ] d y
o

rl
Aeo = / b4[0(y)]2[Me - g(Le + Mh) + g2Lh] dy

Jo
rl

Ahp= I b 3 f ( y ) [ L p - d L z ] d y (7.88)
Jii

Aep = f b40(y)[Mp - gLp - dMz + dgLz] dy
Jii

where § = h, 0, or ft. Applying the Lagrange equations of motion for a harmonic
solution in the form

h = heia)t

0 = 0eimt (7.90)

ft = ftei(0t
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we obtain
r A B c

D E F
G TJ J

_ I I I

where

(7.91)

[ I2 1
— [l + ich]
0) \ J

5 = 5 + TtpAho
C — S +

,-, T i A 7 i 0 ri i i I c~i no\E = \ 10 + npAaa — I0\ —— [l+lCa]\ (/-92)

F = Pep +
G =

H =

I = !*+ npA«8 - Ie(l + ics)\ ̂

The solution of the problem can proceed in the same way as given in Section
7.3 using the Theodorsen method of solution for the determination of the flutter
velocities's critical values.

7.5 Control Surface Reversal and Efficiency
In this section, we will extend the application of the strip aerodynamic theory

given in Section 7.4 to an important problem of aeroelasticity, namely the problem
of control reversal and efficiency. We will limit the presentation to the case of the
aileron reversal and efficiency because the extension to other control surfaces is
straightforward. The ailerons control the rolling moment of an airplane. Because of
an aileron nose-up rotation on the right half-wing, an increase in the corresponding
lift on the right half-wing will occur. At the same time, we will have a decrease in
the left half-wing due to the nose-down rotation of the left aileron. The net result
is a rolling moment rotation about the fuselage axis. Now, the nose-up rotation of
the right aileron creates a sectional aerodynamic moment about the elastic axis,
tending to decrease the angle of attack due to the flexibility of the wing and vice
versa for the left half-wing. This causes a reduction in the net rolling moment about
the fuselage centerline of the airplane compared to the rolling moment produced by
a rigid wing. While the wing stiffness is constant, the aerodynamic load increases
with the increase of the airplane speed; therefore, it is expected that at a given
speed the effect of the actuation of the ailerons will be null, and beyond this speed
the effect of the aileron actuation will be reversed. Our purpose in this section is
to present a method of calculation of the critical reversal speed and the aileron
efficiency using the strip aerodynamic theory previously presented. The aileron
efficiency will be defined as the ratio of the rolling moment with the wing flexibility
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considered to the rolling moment produced considering the wing completely rigid.
The airfoil incremental sectional lift per unit span can be written as

L' = 2xpU2\M + b% (7.93)

where p is the air density, U is the airplane speed, b is the sectional half chord,
0 is the incremental angle of attack at the wing section in consideration, ft is the
aileron deflection at the corresponding section, and a theoretical lift coefficient
= IK has been assumed for simplicity of the representation. Assuming that ft is
constant span wise, we can write the total rolling moment (R.M.) as

R.M. = 4npU2 (7.94)
_wmg aileron

where T\0 is a function of the ratio of the aileron chord and the airfoil chord; the
evaluation of T\Q will be given in the sequel. At the reversal speed, the rolling
moment is null; therefore, using Eq. (7.94), we can write

(7.95)wing

i 10 Abf — y/Ay/
aileron IT

The incremental aerodynamic moment at station / due to the aileron deflection
can be written as

AM, = X 2gljO, + 2 g - 7.96)

Substituting Eq. (7.95) into Eq. (7.96), we obtain

AM/ = A < wing

aileron

and, for the complete half-wing, we can write in a matrix form

Ay/ (7.97)

U (7.98)
where [F] is a diagonal matrix with the corresponding strip elements given by Eq.
(7.97). Again the rotational angles {<9/} are related to the torsional moments {AM/}
through the matrix of influence coefficients [B], and we write

{£/} = [£] {AM/}

Using Eqs. (7.98) and (7.99), we can write

(7.99)

(7.100)
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Table 7.2 Numerical values of T4 and T^
as functions of e

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7

-1.57080
-1.37112
-1.17348
-0.97993
-0.79266
-0.61418
-0.44730
-0.29550

2.57080
2.46562
2.34922
2.22004
2.07578
1.91323
1.72731
1.50954

where [G] = [#][F]. Equation (7.100) represents an eigenvalue problem; the
lowest eigenvalue will furnish the lowest reversal velocity. The aerodynamic co-
efficients T4 and TIQ were calculated by Theodorsen8 as functions of e, the aileron
chord over the total main airfoil chord. Table 7.2 is a short table of these coefficients.
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Problems
7.1 For a typical section, the following information is given: IQ — 32.00 kg-m2/m,
coo = 20 Hz, b = 1 m, p = 1.226 kg/m3, c[a = 2n, and a = -0.3 (i.e., elastic
axis position at 35% of the section chord). Find the sectional divergence speed.

7.2 During the preliminary design stage, aeroelastic analyses are performed using
a sectional c/a = 2jr, a quasistationary aerodynamic theory, and calculations are
performed at sea level. Justify such proceedings.

7.3 For a half-wing, the following information is given: wing-half span = 6.096 m
and elastic axis position at 35% of the sectional chord. The half-wing has been
modeled using the six geometric data in Table P7.3.

Table P7.3

Strip 1 2 3 4 5 6

y, m
A y, m
b, m

0.096
1.2192
1 .4473

1.8288
1.2192
1.2954

3.0734
1.2700
1.1398

4.0894
0.7620
1.0128

4.8514
0.7620
0.9175

5.6642
0.8636
0.8159

The torsional influence coefficient matrix, corresponding to the above-mentioned
strips, is given by the following (in rad/N-m):

#u = 0.02304 x 10~6 #2.2 = 0.4954 x 10~6 £3,3 = 1.33646 x 10~6

B4A = 2.21207 x 10~6 £5,5 = 2.97248 x 10~6 £6,6 = 3.83657 x 10~6

Bitj = Biti for j > i / = 1, 2, 3 , . . . and 7 = 2, 3 ,4 , . . . Bjti = Bfj
Find the half-wing divergence speed at sea level.

7.4 At 3/4 half-span position of a cantilever wing, the following information is
given: m = 31.814 kg/m, Ia = 15.30 kg-m, sa = 6.78 kg, a)h = 62.2 rad/seg,
coa = 100.64 rad/seg, b = 0.95 m, c/0f = 2n, a = -0.3 (i.e., elastic axis at 35%
of the sectional chord), and g^ = ga = 0.02, assuming p = 1.226 kg/m3. Obtain
the following:

(a) The aeroelastic stability determinant for l/k = 2.0, given that, for l/k =
2.0, we have Lh = 0.972 - 2.3961 i, La = -4.8860 - 3.1860 i, and Ma =
0.3750 - 2.0000i. Find the values of XR and X} for this condition.

(b) The aeroelastic stability determinant for l/k = 2.5, given that, for l/k —
2.5, we have Lh = 0.1752 - 3.1250 /, La = -8.1375 - 3.5625 i, andM« =
0.3750 - 2.5000 i. Find the values of XR and Xj for this condition.

(c) Calculate the flutter frequency and velocity using the Theodorsen method of
solution.
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8
Aeroelasticity of Flight Vehicles

8.1 Introduction
This chapter deals with the problem of aeroelasticity of flight vehicles. The prob-

lem formulation is first presented. Emphasis is made on the aeroelastic modal base
representation of the problem. Discrete aerodynamic theories, which are closely
related to the finite element method, are then presented. The various methods of
the solution of the aeroelastic equations, namely the k, p, and p-k methods, are
discussed.

8.2 Problem Formulation
Consider the elastic flight vehicle shown in Fig. 8.1. The vehicle is flying in

a state of equilibrium under the action of a set of external loads. In the presence
of some external disturbance, e.g., a gust or a sudden pilot-induced action on the
control of the flight vehicle, the vehicle can start to perform a perturbed motion
with transverse deflections w(x, y, i, t). These in turn will create a distribution
of incremental airloads Ap(x, y,z, t) on the flight vehicle. We are interested in
the study of the stability of the flight vehicle due to such motion. The theoretical
formulation of the problem can be made using an energy approach using Hamilton's
principle, and we write

I
Jto

8(T-U)dt+ I 8Wdt = 0 (8.1)
Jto

where T is the kinetic energy, U is the strain energy of small deformations, W is
the work done by the external incremental nonstationary airloads, / is the time,
and 8 is the variational operator. Using a set of generalized coordinates {q} and
applying Hamilton's principle, the equations of motion are obtained and can be
written as

where an internal damping has been incorporated and is represented by the term
[5]{g'} in the equation of motion and {F} is the vector of the external nonsta-
tionary aerodynamic load corresponding to the generalized coordinates {q}. The
finite element method is now the most adequate means of structural representation
of complex structures. This, if done, will furnish the left-hand side of Eq. (8.2).
The problem of the structural representation has been treated in detail in previous
chapters. The number of unknowns in Eq. (8.2) is, however, enormous, and the
solution of the aeroelastic problem for the complete vehicle in the physical degrees
of freedom would be prohibitive even with the use of high-speed digital computers

189
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A p(x,y,z,t)

external
disturbance

Fig. 8.1 Flight vehicle in the presence of an external disturbance.

now available. A method that has proved to be efficient for the solution of aeroe-
lastic problems is the modal base transformation. This has been given in detail in
Chapter 3. The modal transformation not only facilitates the problem formulation,
but, most important, it gives a clear physical interpretation in subsequent analysis
of the stability problem.

Thus making the modal transformation

{q} = [Q]W (8.3)

in Eq. (8.2), where [ Q] is the matrix of the eigenvectors of the associated conserva-
tive system retained in the analysis and {??} is the vector of the modal amplitudes,
and premultiplying by [Q]7, we obtain

MM'}+ WM + MW = {<!>} (8.4)

The matrices [/x] and [y] are the generalized mass and stiffness matrices and are
diagonal matrices as has been given in Chapter 3. The damping matrix [ft] is
not in general diagonal. However, for slightly damped structures such as used in
aeronautical constructions, the modal damping forces are much less than the inertia
and stiffness terms so that we can make the approximation of neglecting the modal
damping coupling and assume that the generalized damping matrix is diagonal. The
value of the individual damping mode can be obtained from ground vibration tests
or can be estimated from previous experience of similar structures. The right-hand
side of Eq. (8.3) represents the generalized aerodynamic nonstationary incremental
airloads written in the modal coordinates. The formulation of these loads will be
treated in the next sections.
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8.3 Incremental Nonstationary Aerodynamic Loads
In this section the formulation of nonstationary airloads is presented. The formu-

lation used is based on integral representation methods because they are the most
suitable for numerical solution of the problem. For other methods of representation
and more details on nonstationary airloads formulation, the reader is referred to
excellent textbooks available on the subject, e.g., Refs. 1-6. The integral equation
relating the pressure and the normalwash distribution in unsteady potential (sub-
sonic or supersonic) three-dimensional flows was first derived by Kussner7 and
reads

w(x,y,z) _ J_
U ~ STT

(8.5)

where w(x, y, z) is the normalwash velocity at point x, y, z; U is the free stream
velocity of the unperturbated flow assumed in the x direction; and Ap(£, rj,i;)is
the nonstationary aerodynamic pressure difference at point f , r),£. The free stream
dynamic pressure is denoted by q and is equal to pU2/2 where p is the free stream
air density. The Kernel function of the integral K is a function of the relative
position, the free stream Mach number M, and the reduced frequency k. Other
notations are as given in Fig. 8.2. The Kernel function of the integral Eq. (8.5) for
three-dimensional problems can be written as

(8.6)K = e [ K i T } + K2T2]

where T\ and T2 are geometric relations and are given by

TI = cos(yr - YS)

(z0 cos yr - y0 sin yr)(z0 cos YS ~ Jo sin ft (8.7)
T2 =

Fig. 8.2 Notations of the three-dimensional aeroelastic problem.
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where

*o, yo, zo = x - £, y - YI,Z - £
(8.8)

and the subscripts r and s stand for receiving and sending points, respectively. The
functions K\ and K^ were evaluated by Landahl8 and Albano and Rodden9 and
are given by

Mre~iku

Ki = ————— r + N3/2L '

ikM2r2e~iku Mre~iku[(\ + u2)fi2r2 + 2R2 + MRru] „
KI = — ————————————— p — ——————————————————————————— ~ ——————————————— — 3^5/2

R2(\+U2)2 /?3(1+W2)2

(8.9)
where

(Mr - Jt0)u = ——-——

oo e-ikv
————Tdv (8.10)

Since Kussner7 introduced the integral equation relating the pressure and the
normalwash distribution in unsteady potential three-dimensional flows, many
authors investigated his integral equation to reduce it to a form suitable for digital
computation. The main contributions are from Watkins,10 Laschka,11 Vivian and
Andrew,12 Landahl,8 Albano and Rodden,9 and Rowe et al.13 Basically there exist
in the literature two methods of solution.

The first method known as the collocation method consists in choosing a set
of admissible functions to represent the pressure difference. These functions are
multiplied by undetermined coefficients, and their combination is assumed to
represent the pressure difference. To determine these coefficients, a set of col-
location points are chosen on the lifting surface and Eq. (8.5) is forced to be
satisfied at these points. Obviously, the number of collocation points must be
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equal to the number of terms taken in the series. Seen from this point of view,
this collocation method is nothing more than a finite element method applied to
the whole domain. The great disadvantages of this method reside in the choice
of the independent functions, the huge amount of integrations involved in the
solution, limitations of the method to planar lifting surfaces, and difficulty of
the treatment of the problem of control surfaces. However, for planar surfaces,
reasonable solutions were obtained, including control surfaces in Refs. 14 and 15.

The second method is a discrete method that has proved to be versatile, can treat
nonplanar surfaces, and can be applied to problems with control surfaces without
difficulties. One procedure of these discrete methods is the doublet lattice method
originally proposed by Albano and Rodden9 and is now widely used in aeroelastic
numerical computations. This method will be briefly described in the following
section. In the doublet lattice method, the lifting surfaces are divided into panel
segments. Each panel is constructed such that the two side edges are parallel to
the unperturbated flow, which in turn is assumed to be in the x direction of the
system of coordinates as shown in Fig. 8.3. In the fourth mean chord location of
each element, a constant strength acceleration doublet with unknown intensity is
assumed to be positioned. The boundary conditions are applied at the 3/4 position
of the mean chord of each element. Thus, at the control point r, we can write for

Fig. 8.3 Notations of the doublet lattice method.

Purchased from American Institute of Aeronautics and Astronautics  

 



194 STRUCTURAL DYNAMICS IN AERONAUTICAL ENGINEERING

the contribution of all the elements

w(x,y,z) v^ fj
U

(8.11)

where fj is the intensity of the doublet of the element j, lj is the span of the
element J, and the integration is performed along the span of the element j. The
aerodynamic pressure difference for the element j can be written as

_force__ = M

element area aj

where aj is the area of the element j. Using Eqs. (8.11) and (8.12), the integral
Eq. (8.5) is transformed to an algebraic equation, and we write

H^l <S-13)
and the elements of the matrix [D] are given by

Dfj = — ̂  I Kdp (8.14)

Finally, the matrix [D] is inverted, and we obtain a relation between the pressure
difference vector and the downwash vector in the form

(8.15)
I pU"/£ J I U >

where [A] = [D]~}.

8.3.1 Evaluation of the Aerodynamic Influence Coefficient Matrix
To evaluate numerically the aerodynamic influence coefficient matrix, we pro-

ceed to use the scheme first proposed by Albano and Rodden,9 and we write a
quadratic variation of the doublet intensity along the 1/4 chord position of the
element span. The integral of Eq. (8.14) can then be written as

where e = lj cos A.y/2, Ay is the local sweeping angle of the element y, and

>?o = [3V ~ Jsm] cos YS + kr - Zsm] sin y,

?o = -[3V - >;5m] sin ys + [zr - zsm] cos ys
(8.17)

A = [K( - 2Km + /c0]/2^2 B = [KO - Kf]/2e C = Km

K = r\K
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The subscripts /, m, and o indicate values at the internal, middle, and external
extremities of the line doublet as shown in Fig. 8.3, and the coordinates r\ and £
are given by

r] = y cos ys + z sin ys
(8.18)

f = -y sin ys + z cos ys

We can thus perform the integration analytically, and the results read

+ -to* + C] |fol2 tan-1

2M (8.19)
rf + 2rjQe + e

where r\ = (rjQ + ̂  )1/2 and, for the case of planar condition, i.e., £0 -» 0. the
integral reads

C] I ——— - —?—1 + [0.55 + rj0A]J [rio-e rjo + e]
(8.20)

To compute the constants A, B, and C, the Kernel function K must be obtained at
the three points /, m, and 6?. This will be treated in the next section.

5.3.2 Evaluation of the Kernel Function in Subsonic Flows
The first attempt to evaluate the integrals involved in the nonelementary part of

the Kernel function [Eq. (8.9)] was made by Watkins et al.,10 who approximated
the algebraic part of the integrand by a four-term exponential approximation, ad-
justed tentatively to fit the algebraic part. The integrals can then be evaluated in
a closed form. This approximation, made well before the advent of high-speed
digital computations, has an accuracy of two digits. Later on, Laschka11 presented
an analytical solution in terms of infinite series. The solution was obtained by
expanding the exponential term of the integrand in its power series solution and
then applying successive integrations by parts to obtain the infinite power series
solution. This series solution has the defect of very slow convergence, limiting
its application to a limited range of the values of the arguments. For this reason,
Laschka also presented a numerical solution similar to that of Watkins et al., which
includes an 11-term exponential approximation. The integrals performed using the
Laschka approximation have an accuracy of the order of three digits. A similar
numerical solution was presented by Dat and Malfois16 approximating the alge-
braic part of the integrand by a series of fraction terms having constant numerators.
The accuracy of this solution and the computational effort involved are similar to
the Laschka approximation. The exponential approximation of the algebraic part of
the integrand was again used by Desmarais,17 who used the least-squares technique
to minimize the error in approximation. The precision of the integrals evaluated
using Desmarais's approximation with 12 terms is of the order of three to four dig-
its. By increasing the number of terms, better precision will be achieved; however,
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the process would be very costly in terms of computational time and will be subject
to accumulation errors. Asymptotic expansion of the Laschka series was given by
Ueda18 for large values of the arguments. In Ref. 19 an exact solution of related
integrals coupled with a costly efficient numerical evaluation was presented. The
problem was first transformed to a solution of a differential equation. The func-
tional solutions of the differential equation were given, and efficient evaluation of
these functions were then described. This procedure is detailed below.

The differential equation. The nonelementary part of the Kernel function
given in Eq. (8.5) can be written as

/

oo p~ikv f°° g—ikv ru —ikv
————_ dv = I ————- dv — I ————- dv
[l + V2]2 Jo [1+V2]2 Jo [l + V2]2

/

oo p—ikv /*oo p—ikv ru p—ikv
———————r dv = / ———————r dv — I ———————r dv
[1 + U2]2 J0 [1+V2]* JO [1 + U2]2

(8.21)

Notice that the first integrals of the second form in Eq. (8.21) are readily available
in terms of the modified Bessel and Struve functions. Consider now the integral

'-/Ju

e>—ikv
——-dv v = 1/2,3/2,5/2,...

= NRv(u) + iNIv(u) (8.22)

where

cos(£i>)

(8.23)
' sin(kv) _,

In the integrals depicted in Eqs. (8.22) and (8.23), we consider k as a constant,
nonnegative parameter, and we notice that it is sufficient to consider only non-
negative values of the arguments w, because of the symmetry properties of the
arguments, and it can be easily shown that

(8.24)

N,,(-u) = N,,(u) M = 0,1,2, . . .

where K^(u) is the modified Bessel function of the second kind and the order (i.
Now using Poisson-Basset20 and Nicholson-Watson21 integrals, the functions in
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Eq. (8.23) for u = 0 read

(8.25b)

where l^(k) is the modified Bessel function of the first kind and the order At, and
Ln(k) is the modified Struve function of the order /z. We now define a function
Fv(u) as

Fv(u) = NRv(u)sin(ku) + W/»cos(fcw) (8.26)

Through differentiation of Eq. (8.26), we obtain

F'v(u) = k [NRv(u)cos(ku) - NIv(u)sin(ku)] (8.27)

and

(8.28)

The boundary conditions on the differential Eq. (8.28) can be obtained from
Eqs. (8.27), (8.28), and (8.25) and read

_ 7T5

2
and

Ff(Q) = ——(k/2)(J'kK (k) (8 30)v T(y) ^

Furthermore, Eqs. (8.26) and (8.27) can be inverted to read

NRV = Fv(u)sin(ku) + - F{,(u)cos(ku)
i (8.31)

Nj = Fv(u)cos(ku) — - F'(u)sin(ku)
k

We notice that the problem of the evolution of the integrals given in Eq. (8.22)
is now transformed to the solution of the differential Eq. (8.28), subjected to the
boundary conditions in Eqs. (8.29) and (8.30). The integrals are then obtained from
Eq.(8.31).
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Recurrence relations of the functions N^(u) and Fz/(u). Recurrence re-
lations of the functions Nv(u) and Fv(u) can be obtained through integrating
Eq. (8.23) and making use of Eqs. (8.26) and (8.27) to read

4v(l + v)

ksin(ku) 2vucos(ku)

4v(l + v)NIv+2(u) = k2

kcos(ku) 2vu sin(ku) (8.32)

4v(l -f v)/Vf2(w) = k2Fv(u) + 2v(2v + l)Fv+i(u) +

4v(l + v)F^+2(w) = £2F1Xw) + 2v(2v + l)F^+1(w)-

Integral representation of the function Fl/(u). The Laplace transform of
the differential Eq. (8.28) reads

/

oo e-su

n , 21 d« (8.33)[l H- w J

Consider now the Lipschitz-Hankel-Gegenbaur integral22

712 r°° " ' - Re(M)>-l/2 (8.34)

and, for the case treated here, \JL — 0, 1, 2, 3, . . . . Using now Eqs. (8.33) and
(8.34), we obtain

o dr (8.35)

Applying the Laplace transform, we obtain

(8.36)
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Now making use of the Hankel-Nicholson integrals23

f°° t J \ ( t ) _ _^_
Jo ^+F r = ~ 2 [

(8.37)

and using the recurrence relations Fv(u) and the recurrence relations of the Bessel
functions, we finally obtain an integral representation for the function Fv(u) as

knl2
Fv(u) = —

/
°° /M / (t\p~ut
' J»(t)e d;

f2 + *'
(8.38)

= 0 ,1 ,2 ,3 , . . .

Furthermore, examination of Eqs. (8.28) and (8.38) shows that

and

(8.40)

M = ̂ ^- =0,1 ,2 ,3 , . . .

so that the upper limitation on the Hankel-Nicholson integral, i.e., -1/2 < /z <
5/2 for Eq. (8.39) and -1 < /z < 3/2 for Eq. (8.40) (e.g., Refs. 23-26) are now
liberated as given by Eqs. (8.39) and (8.40). Obviously, the present case treats only
nonnegative integers for the values of JJL.

Evaluation of the function F^ (u ) Solution for u > 1 . Consider the integral
representation of the function F\JI(U)

Expanding the Bessel function in Eq. (8.41) in its ascending power series, we get
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Through Laplace transform, the first term of Eq. (8.42) can be integrated and is
given by

f«/0
. d/ = f ( k u ) (8.43)

where f ( k u ) is the first auxiliary function of the trigonometric integral functions.
Applying Laplace transform differentiating rule for the other terms of Eq. (8.42),
we obtain

Deriving, we get

Applying the Cauchy ratio test for the series given in Eqs. (8.45), it can be
shown that the series are convergent for all values of k and u > 1. We notice that
for high values ofk the series in Eq. (8.45a) is highly convergent since the series
coefficient terms are the asymptotic expansion of f(ku). Furthermore, for low
values of k, the coefficient of the series in Eq. (8.45b) tends rapidly to zero. For
numerical computation of the function /ri/2(w), only very few terms will be needed
for attaining a desired accuracy using the series in Eq. (8.45). This subject will
be treated in detail below. Applying the same procedure as given above for the
integral representation of the function F3/2(u), we obtain

(W- _,.^(-r(2»-2)! (846)«=1 ^2m-}

and

_ _ V (~)n(2")! [~V (£/2)2m 1

with the same consideration on the convergence as stated above for F\ii(u). Having
obtained F\/2(u) and f^OO, a higher order of Fv(u) can be obtained from the
recurrence relation in Eq. (8.32).

Solution for u < 1. Consider again the integral representation of the function

(8.48)
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Expanding the exponential term in its ascending power series, we obtain

Now using the recurrence relations of the Bessel and Struve functions and Eqs.
(8.39) and (8.40), it can be shown that

/
°° t 2m Jn(kt} / d \ m

°V dt = (-)" 7̂ 7 \.(*t2+l \kdkj
. - I_w(*)]] (8.50)

Jo f - t - i \KQK/
and

^»oo j2m+l j (fcf^ / H \ m

I (8.51)f £££!><,- (jL)V«Jo '2 + l \kdkj
Equations (8.50) and (8.51) can be considered as operation transforms for the

Hankel functions for powers of /. The derivatives of the modified Bessel functions
in Eqs. (8.50) and (8.51) are readily available24 and are given by

[*m/"(*)] = km~nim-n(k) (8.52)\
and

77 Y [kmKm(k)] = (-nm-nKm-n(V (8.53)

Furthermore, using the recurrence relations for the modified Struve function
and through successive differentiation, the following derivative operation on the
modified Struve function is obtained

/ d \m 2^
TTT [kml-m(k}] = L0(k) + - > cn (8.54)\kdkj n t-f

where

————— 2m-l ——————— ^8'55^
m=l

and

.̂f-N\kdk,

^ (2m - 1) (2m - 3)2 (2m - 5)2 • • • 32 I2

(8.56)
\/ca/c/ - J TT ̂

where

m=l

Notice that the relation in Eq. (8.54) will be used for the evaluation of F\ 12(11) and
the relation in Eq. (8.56) for the evaluation of F$/2(u). Furthermore, generalization
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for a higher power of Fv(u) is straightforward. Using now the relations in Eqs.
(8.50-8.55) in Eq. (8.49) and grouping terms, we obtain

oo x \ « / i \2TT _ _ .,. _ , , , _ ., , „ ... . ,, , x > \ ) (Kit) ncos(ku) + K0(k)sm(ku) + T

(8.58)

where
o\2 /^ c\2 o2 i2-3)z(2m -5r • • • 3Z1Z

0.-E-
m=l

Notice that the coefficients cn in Eq. (8.58) are the asymptotic terms of (n/2)
x [Io(k) — Lo(k)]. Applying the Cauchy ratio test for the series given in Eq. (8.58),
it can be shown that the series are convergent for all values of k and u < 1.
Furthermore, the computation of Fi/2(«) using Eq. (8.58) is highly convergent,
and few terms are needed for a desired accuracy for its range of application. Again
the subject is discussed in detail in the next sections. Following the same procedure
given above, a series representation for F-$/2(u) convergent for all values of A: and
u < 1, with the same considerations on convergence, is obtained and reads

cn
^ (2^>!n=l v y

(8.60)

where
^ ̂  (2m - l)(2m - 3)2(2m - 5)2 • - 32 I2

m=l

Notice that the coefficients cn in Eq. (8.61) are the asymptotic terms o f ( n k / 2 )
x [/_!(/:) — L_i(/:)]. Having obtained F\/2(u) and 7*3/2(w)»a higher order of Fy(w)
can be obtained from the recurrence relation in Eq. (8.32).

Solution convergent for all values ofu. A power series expansion convergent
for all values of k and u for the function Fv(u) can be obtained from Eq. (8.26)
through the expansion of the trigonometric functions of NR and N/ and integration
term by term. The results are given by

- VI0(k)

COS(*M) (8.62)- TLQ(k)} - C01

and

Fm(u) =

+ | {/i(£) - ri-K/fc)} - Ci I* COS(^M) (8.63)
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where
T = (14- u2)L2 V = ^ [(1 + u2)L2 + u]

_ _____ \ ( \w I I ________ r.— ———— 7 ^ — ) I —————————————— \ ^i n

(2£)2m+2n+2[(m + ft + l)!]2

2w + 2>z + 2)!(2w + 2rt + 3)!

The series given by Eqs. (8.62) and (8.63) when used in Eq. (8.26) bear similarity
with the Laschka's series.11 Hence, their convergence is very slow. Their practical
use is therefore limited to small values of the arguments k and u.

Asymptotic expansion for large values ofk. Asymptotic expansion for large
values of k for Fi/2(w) and /^(w) can be obtained from Eqs. (8.58) and (8.60),
respectively, through successive derivations, making use of the differential Eq.
(8.28). Performing these operations after three steps, we obtain

1 f l-2u2 3(3 - 24w2 + 8w4)
I •*• ~i~ T a , + ! oxo l

1 1 32 • 1

3 2 - l (8-64)

If more steps are performed, each of the algebraic terms will be increased by one
more element for each step. We notice that, for large values of &, the series terms
are the asymptotic terms of (n /2)[I$(k) — LQ(k)] so that they cancel the first term in
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Eq. (8.64). Furthermore, for large values of £, the modified Bessel function KQ(k)
tends to zero much more rapidly than the remaining terms so that we can write

3(3 - 24u2 + 8w4) (8-65)

Following the same procedure, we obtain an asymptotic expansion for large
values of A; for the function F^/2(u) as

1 f 3 - l 2 ( l - 4 w 2 )

5 • 32 • 12(1 - 12«2 + 8M
4)

(8'66)

The relations given by Eqs. (8.65) and (8.66) can be used efficiently for the
calculation of the functions for large values of A: and u. Notice that if Eq. (8.66)
and its derivative are used in Eq. (8.31), the asymptotic relations for ̂ 3/2 and Nj^/2
given by Ueda18 are recovered. Furthermore, for u = 0, Eqs. (8.65) and (8.66) give
the asymptotic relations for (7T/2)[/o(£) - LQ(k)] and (nk/2)[I-i(k) - L-i(£)],
respectively.

Numerical integration. Consider the integral representation of the function

°° J(\
, 2 2 df (8.67)
I ~T~ K

Using the Laguerre integration scheme, we write

ie*>MXi)e-u*>
~ —— + R"

where xi are the /th zeros of the Laguerre polynomials Ln(x) and u;/ are the weight
functions given by

and the remainder /?„ is given by

CnH2 ynC^^^1"^
/?« = 7r^7/2"(l) 0 < | < o o /(?)= fc2 . .2 (8-70)(2«)! f^+A: 2

and

a,- = «;,-«* 70(*,-) (8-71)
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Similarly, for the function F3/2(w), we write

= _kr^(t)e-dt
Jo ^ + k2

-dt

t (8.72)

It is beneficial to use the second form in Eq. (8.72) for numerical integration rather
than working directly on the first form, since this will enhance the convergence.
Using now the Laguerre scheme, we obtain

n i —ux
F3/2(u) = -k\(l + w2)^ - u\ + k3 V -^—r + Rn (8.73)

1 xf + kf

where

*,- = WieX^l(Xi) (8.74)

The abscissa */ and the weight function Wj are as given before, and the remainder
is given by

(8'75)

Examining the remainders given by Eqs. (8.70) and (8.75), we observe that
the accuracy of the approximation is not only a function of the number of terms
used but is also dependent on /2n(£), which is a function of the arguments k
and u. Furthermore, for k less than 1 and u less than 0.5, it can be easily shown
that many terms are needed for obtaining a reasonable accuracy. However, the
numerical integration can be explored outside this region, and this is where the
series solutions need many terms for convergence.

A scheme for the numerical evaluation of the function FI/(u). In this
section, a numerical scheme is given for evaluating the functions F\/2(u) and
F3/2 (w); formulas for their derivatives are also given for completeness. These
functions are well-behaved functions and are plotted in Figs. 8.4 and 8.5 for a wide
range of the arguments k and u. In what follows, the scheme given preserves an
accuracy of six digits; if more precision is required, one should increase the number
of terms in the related formulas and/or subdivide the region of the application of
the formulas into smaller regions. In the scheme presented, we first divide the
region of 0 < k < 20 into three subregions, namely, 0 < u < 0.5, 0.5 < u < 2.0,
and 2.0 < u < oo, and then the asymptotic relations are used for the computation
of the functions for k > 20 and all values of u.
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0.4

0.2

0.4

0.3

0.2

0.1

.4 .6 1 2 4 6 . 10

Fig. 8.4 The function F1/2(M).
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Fig. 8.5 The function F3/2(u).
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F1/2(u)/or 0 < k < 20 and 0 < u < 0.5. We rearrange Eq. (8.58) and write it
in the form

F]/2(u) = K0(k)sm(ku) - k[uV -7 + 1] r (kun-T-— j
6

-
and

—-—— = Ko(k)cos(ku) — V + auk

+ \e\ < 1.70 x 10"' (8.77)
n=\ V.^'* ~T~ ^/'

where

Notice that the second term in Eq. (8.76) is the summation of the last terms in the
series coefficients. This has been done to enhance the computation. Furthermore,
for k = 0, the function /7i/2(w) equals —n/2.

Fi/2(u)/0r 0 < k < 20 and 0.5 < u < 2.0. For the range 0 < k < 2.0, use Eq.
(8.62) with eight terms; this will give an error less than or equal to 5.04 x 10~7.
An efficient way to compute the coefficients is given below

= (fc/2)18

°'7 (8!)2 (9!)2

()t/2)2"
feo.n-i = *>o.» + 2 n = 7, 6, . . . , 1

(8.78)

= (2*/Jr)[c0.o + 1]

Notice that /o(A:) and LO(/:) need not be evaluated because they are calculated
while computing the coefficients of the series. The derivative of the function is
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Table 8.1 Numerical values of jc,, at, and bi

1
2
3
4
5
6
7
8
9
10
11
12

0.093307812017
0.492691740302
1.215595412071
2.269949526204
3.667622721751
5.425336627414
7.565916226613

10.120228568019
13.130282482176
16.654407708330
20 77647 8899449£*\j . i i \j^r i ooyy-r '-rs
25.623894226729

0.239056991345
0.526622629237
0.588379926746
0.087911049084

-0.625481230717
-0.063143024251

0.601516052286
-0.691708609113

0.697580540960
-0.735262042641

0.119658766794
0.271638327527
0.366476218837
0.293844420734
2.88742 8331 3 50E-2

-0.123547029747
4.68073 69972 70^-02
3.65190 79983 40£-3

- 1.04830 62950 40E-2
-8.16025 42979 40E-3

3 4446802171 80 F 2J .'-r 'r'-rUO \J4*L 1 1 OV/A-/ ^-

8.94957 68520 20£ 3

given by

= [ffoOfc) - VI0(k) + fi0 C0 si

(8.79)

For the range 2 < /: < 20, use the Laguerre integration scheme with 10 terms and
the following formulas:

^ x2 4- jk2
/=! xi ^Ki

and
10

F ( 2 ( u ) =

2.18 x 10"

< 1.47x 1(T6

(8.80)

(8.81)

The numerical values of a/ and #/ are given in Table 8.1.
Fi/2(u)/or 0 < k < 20 and 2.0 < u < oo. For the range 0 < k < 2.0, use Eq.

(8.45) with six terms; this will give an error less than or equal to 2.85 x 10~7. An
efficient way to compute the coefficients is as follows:

n_i =cn(k/2)

(k/2) ___
(6!)2 "*" (7!)2

, k/2 (8.82)
(«!)2

/o(*) = c0(*/2) +
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and

F[/2(u) = kg(ku)h(k) - 2 £ (~}n^\^'Cn + \e\ < 3.74 x 10~7

n=0 ^ U>
(8.83)

For the range 2 < k < 10.0, use Eq. (8.45) with seven terms
6

+ M < 4.03 x 1C'7 (8.84)

where

co = f(ku)

2 .
(KM) !

and the derivative is given by

n = 1, 2, . . . , 6

_ ^- +\8\ < 1.67 x!0~7 (8.85)

where

2"" (ku)
For the range 10 < k < 20, use the asymptotic expansion given in Eq. (8.65);

this will give an error less than or equal to 6.96 x 10~8, and the derivative is
given by

. ^ u I" 32(3-2«2) 32-52(15-40w2-8w4)l
F(n(u) = —————=• 1 + —;———- + ——-———————-- (8.86)1 fc(l + w2)H 3£2(l + w2)2 15&4(l + «2)4 J '

f v \ - 1 - ' t ^ ' / L - J

The error in the calculation using Eq. (8.86) is less than or equal to 1.54 x 10~8.
Fi/2(u)/0r k > 20 and 0 < u < oo. Use the asymptotic expansion given by

Eq. (8.65). For the computation of F\/2(u)', the error will be less than or equal to
2.04 x 10"7. For the derivative, use Eq. (8.86); this will give an error less than or
equal to 2.80 x 10"8.

F3/2(u)/<9r 0 < k < 20 and 0 < u < 0.5. We rearrange Eq. (8.60) and write it
in the form

F3/2(«) = *ff,(*)sin(*H) - *[(! + «2)5 - 1] + a l -
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and

F3'/2(«)
— Gtuk

yi+l '

n=l

where

< 2.68x10,-7 (8.88)

^ (2m - l)(2m - 3)2(2m - 5)2 - - - 3212

2_^ —————
m=l

£2*1-1

Notice that, for A: = 0, we have F3/2 = 0 and F3'/2(M) = 1 - u/(\ + w2)1/2.
F3/2(u)/^r 0 < k < 20 and 0.5 < u < 2.0. We use Eq. (8.63) with nine terms

for the range of 0 < k < 2; this will give an error less than or equal to 3.29 x 10~7

for the computation of F3/2(M) and F^2(u)/k. An efficient way to compute the
coefficients is given below

1,8 = i8!9! 9!10!

w = 8 , 7 , . . . , lnl(n- 1)!

18119!
< +

(2/Q20(10!)2

20!21!

(8.89)

1)!

Notice that /i(/:) and L_i(^) need not be evaluated because they are obtained
while computing the coefficients of the series. The formula for the derivative is
given by

F ' ( W ) = - [Kl(k)+VIl(k)-Bi]cos(ku)

•[5 (8.90)
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For the range 2 < k < 20, use the Laguerre integration scheme with 12 terms
and the following formulas:

12 e-UXi
~6< 2.39 x 10~ (8.91)

and

5/2("> _ | , _ " I ̂ 2 Y- *^g ~" ^ ,„, - 1.96 x 10~6

(8.92)
The values of b\ and */ are given in Table 8.1.

F3/2(u)/tfr 0 < k < 20 a«J 2.0 < u < oo. For the range 0 < k < 2.0, use Eq.
(8.46) written in the form

(8.93)
< 4.84 x 10~7

and

0 y-
2

(8.94)
+ |s| <2.31

where
(k/2)2 (A:/2)4 (A/2)6

6!7! 7!8! 8!9!

= [C0+l](*/2)

For the range 2 < k < 10.0, use Eq. (8.46) with seven terms
7

/=3/2<«) = -* ̂  VK/I-I)! +1£| - 7'36 x

where

c\ =

cn = c«_i + " ^ ~ w = 2, 3 , . . . , 7
(/cw)2"-1
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and the derivative is given by

FJ^=t±<^ +|sl,6.68x,0-' (8.96)
k ~ n\(n — 1)!

where

di = -g(ku) +
(ku?

n - 1)!

For the range 10 < k < 20, use the asymptotic expansion given by Eq. (8.66);
this will give an error less than or equal to 1 .31 x 10~7, and the derivative is given
by

5(3 -4w2) 7 . 5 - 3 . ( 5 - 2 0 w 2 - 8 w 4 ) <8'97)

The error in the derivative calculation using Eq. (8.97) is less than or equal to
1.03xl(T7.

F3/2(u)/0r k < 20 and 0 < u < oc. Use the asymptotic expansion given by
Eq. (8.66). For the computation of Fs/2(w), the error will be less than or equal to
1.50 x 10~6. For the derivative, use Eq. (8.97); this will give an error less than or
equal to 1.64x 10~8.

8.3.3 Evaluation of the Kernel Function in Supersonic Flows
The integral equation relating the incremental pressure difference and the nor-

malwash distribution in unsteady potential flows [Eq. (8.5)] is valid whether the
flow is subsonic or supersonic.27 The difference between the two regimes lies in
the Kernel function of the integral equation. For both regimes, the nonelementary
part of the Kernel can be written as

The limits of the integration in Eq. (8.98) read as follows:
For the subsonic case

(8"98)

(8.99)

and

u2 = oo (8.100)

For the supersonic case

Ul = (jc0 - MR)/B2r (8.101)
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and

u2 = (jc0 + MR)/B2r (8.102)

where /? = (1 - M2)1/2 and B — (M2 — 1)1/2, and other notations are as previously
defined. The extension of the subsonic case19 to the supersonic case was presented
in Ref. 28 and is summarized below. In a supersonic regime, the disturbances are
restricted to the region of their aft cone so that JCG is always positive and JCQ > Br .
Therefore, in the limits of integrations of Eqs. (8.101) and (8.102), u2 is always
positive, whereas u\ can be positive or negative. For values of XQ < Br, there is
no disturbance; hence the Kernel is null. Writing now for the supersonic case, use
Eq. (8.98) in the following form:

/

oo p-ikv /»oo p-ikv

"- d" <8'103)

and define28

^v(u) = Fv(u) + iF'Jk
(8.104)

W(u) = Fv(u)-iF'vlk
After several algebraic manipulations, it can be shown that

ie-ikU2tf(u2) m > 0 (8.105)
and

iV^ u, < 0

(8.106)

Equations (8.105) and (8.106) give a simple and direct way for the evaluation of
the nonelementary part of the supersonic Kernel in terms of the real function Fv(u).

Simple and direct expressions for the evaluation of the nonelementary part of the
Kernel function of the integral equation relating the pressure and the normalwash
distribution in subsonic and supersonic nonstationary flow have been detailed
above. The expressions provided represent an exact solution of the problem, i.e.,
the expressions can be obtained to any desired accuracy. The details have been given
for two reasons. First, they are not available elsewhere; second, they constitute the
bases of numerical methods for obtaining the nonstationary airloads needed for
aeroelastic stability and response problems. Therefore, these expressions must
be calculated with a higher degree of precision since they are used in further
approximations and numerical processes in subsequent aeroelastic and response
problems.

8.4 Modal Transformation
Once the aerodynamic matrices have been calculated, we can use Eq. (8.14) to

relate the pressure distribution and the normalwash distribution, and we write

[FA] = -{Piai} =l-pU2\ai\[A] j ^ j (8.107)
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where \at J is a diagonal matrix composed of the area of the respective aerodynamic
elements and {F^} is the vector of the resulting incremental aerodynamic loads
assumed to act at the control point of the aerodynamic elements. Other symbols
are as defined before. The normalwash vector {w/U} is related to the surface
deflection vector {z} for a small disturbance theory by the following equation:

The modal transformation can now be used, and we write {z} in terms of the
modal amplitude {rj} as

{z} = [(f>]{rj} (8.109)

where [0] is the modal matrix with columns composed of the modal values at
aerodynamic control points. Special techniques must be used for surface interpo-
lation of the modal values at aerodynamic control points from the finite element
structural nodal points results. Using now Eqs. (8.107) and (8.108), we obtain

(8.110)

Finally, the system's equations of motion read

(8.111)

8.5 Solution of the Aeroelastic Stability Equations
In this section the various methods of the solution of the aeroelastic stability

equations are discussed. Basically these methods can be classified into three main
groups, namely the p methods, the k methods, and the p-k methods.

8.5. 1 The p Methods
In many cases of aeroelastic stability formulation, the aerodynamic incremental

nonstationary airloads matrix assumes the form

[A] = [A^pa, + [A0]a2 (8.112)

where [A\ ] and [Ao] are constant real matrices; a\ and a^ are parameters that are in
general functions of the unperturbated flow velocity, density, and Mach number;
and p is the aeroelastic eigenvalue. This occurs for instance when quasistatic,
quasisteady, or simple forms of unsteady aerodynamic loads are assumed in the
formulation. The matrix [Ai] represents the aerodynamic damping effect, and
the matrix [A0] represents the aerodynamic stiffness effect. We first consider the
structural undamped case, when the quasistatic aerodynamic theory is used in the
analysis. In such a case, the equation of aeroelastic stability [Eq. (8.111)] can be
written as

0 (8.113)
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Notice that it is not necessary to use the modal base formulation for the solution
of the problem; however, if this is done the solution of the problem is greatly
simplified. We observe that the matrices in Eq. (8.113) are real; therefore, the
eigenvalue roots are real, or if complex they appear in pairs of complex conjugate
roots. Because of the exponential nature of the solution assumed, the borderline of
the stability will be at the coalescence of two eigenvalues just before presenting the
first pair of complex conjugate roots. This type of aeroelastic stability is known
as flutter due to coalescence of modes. The lowest value of «2 for which the
first coalescence of modes takes place will determine the critical flutter speed of
the problem. Traditionally, the problem solution is made by numerically tracing
the problem eigenvalues vs the velocity and observing numerically the point of the
modes's coalescence. This will require the solution of an eigenvalue problem at
each iterative step. The method presented in Ref. 29 permits us to obtain directly
the stability points without the need for the iterative eigenvalue solution. This
method of solution is given in the following section.

Equation (8.1 13) represents a parametric eigenvalue problem, with p being the
eigenvalue and ai considered as the parameter of the problem. We observe that not
all the modes of Eq. (8.113) can contribute to a fluttering condition. Flutter occurs
physically due to the interaction between at least two degrees of freedom. Mathe-
matically, this is expressed through the coupling of terms of the matrix [AQ] of Eq.
(8.113). Therefore, the problem can be simplified by eliminating from Eq. (8.1 13)
all individual modes having null columns and/or rows except for a nonzero diag-
onal element. These modes do not contribute to or affect the fluttering condition.
They can only give rise to static divergences, and these can easily be treated through
the solution of their individual single-degree-of- freedom equations. The remaining
modes are then separated into groups that interact aerodynamically. Each of these
groups represents a system of equations similar to Eq. (8.1 13), but of a reduced
order, and can be treated separately for the examination of the aeroelastic stability.

We next examine under what conditions each of these smaller systems are flutter
prone. As the value of a2 increases, the roots of the reduced characteristic equation
change until reaching a point where complex conjugate roots appear. Under such
conditions, one of the root pairs will give an unstable motion. The borderline
of stability will be obtained at the point of coalescence of two roots. Now, the
characteristic equation of each reduced system can be written as

fjiR + cifin'1 + - - - + crt_!A6 + cn = 0 (8.1 14)

where n is the number of modes with aerodynamic interaction. The coefficients of
the characteristic equation read

Cj = ~- [cj-M + Cj-2T2 + • • • + ci7}_, + Tj] (8.115)

j = 2, 3, . . . , n

where Tj are the traces of the power j of the reduced [y -f 02 ̂ o] matrix. Let the
roots of Eq. (8. 114) be /z/, where / = 1, 2, . . . , n. Using now the Encke notation,30
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the coefficients in Eq. (8.1 15) are written as

On the borderline of stability, Eq. (8.1 14) has a pair of repeated roots. Let this
pair of roots be A and denote the rest of the roots by v/ and / = 1 , 2, . . . , n — 2.
Doing so, the coefficients of Eq. (8.1 16) read

Cj = A2[v/-2] + 2A.[v/-'] + [v/] (8.117)

where again the Encke notation has been used, with [v?] and [v/] = 0 for j < 0
and j > n — 2. Equation (8.117) represents a system of n equations in n unknowns,
namely, A, #2» and the « — 2 Encke roots. Eliminating the Encke roots [v/] from
these equations, we obtain

n-\
cn_, - ( - ) 1 < + 1 [ i + l]A.>cn_/- i =0 (8.118)

(8.119)

and
n-l

This represents two equations in two unknowns, X and #2- Their solution deter-
mines the fluttering parameters of the aeroelastic problem, namely, Xfi and #2/7-
As a numerical application, we consider the supersonic flutter of a simply sup-
ported flat plate. Using the quasistatic aerodynamic theory, applying the Galerkin
method for the problem formulation, and taking the free vibration modes as trial
functions, we can write the equation of motion as

0 (8.120)

The matrices in Eq. (8.120) are given by

\Y\ = \(m2 + n2p2)\

[A//] = — r^ — =- for i + j = 3, 5, 7, . . . and = 0 otherwise
[2(/2-72)J

and

H = (*)2pha4/Dn4

A = l6a3q/n4D[M2- 1]2

ft ^ a/b

For the numerical application, we consider the case of a square plate. Taking a
two-mode approximation in the Galerkin formulation, with n = 1 and m = 1 , 2,
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and applying Eqs. (8.118) and (8.1 19), we obtain

A = 3(xi -y2)/2 = 31.50

For a four-mode Galerkin formulation, with n = 1 and m = 1, 2, 3, 4, the
coefficients c/ are given by

d = -418

c2= 40,281 + 1.223387A2

(8.121)
c3 = -877,000 - 172.23056A2

c4 = 2,890,000 + 3745. 1849A2 + 0.1337469 A4

Notice that the calculation of these coefficients is made only once at the be-
ginning of the computations, and the computation effort required is less than that
required for the computation of a single eigenvalue iteration step using the classical
methods of solution. Having obtained the coefficients, we apply again Eqs. (8.1 18)
and (8.1 19) to obtain two equations in k and A, and these are solved numerically.
The results obtained for various modes using the Galerkin formulation are shown
in Table 8.2. In this table, only the first coalescence is given since higher coales-
cences produce higher values of A and thus have no practical use. Furthermore,
notice that modes of different n are uncoupled aerodynamically.

A similar solution for the case of quasisteady aerodynamic loads, i.e., when the
aerodynamic damping is considered in the analysis, was presented in Ref . 3 1 . This
solution is summarized in the following. In such a case, the equations of motion
can be written as

[~P2U] + [?2] - A [AQ] - iyp (A}]]{q0} (8.122)

where solutions in the form {q} = {qo}el(J}t have been assumed and the mode
shapes have been normalized to a unit generalized mass value. This has been done
to simplify the exposition. Again, Eq. (8.122) represents a parametric eigenvalue
problem, with p considered as the problem eigenvalue. The characteristics of
Eq. (8.122) can be written as

p2n + iclP
2n-1 + c2p2n~2 + • • • + c2n = 0 (8.123)

Table 8.2 Flutter solution of a square flat
simply supported plate in the presence of a

supersonic flow

1 2
1 4
1 6
1 8

14.50
18.71
18.84
18.94

31.50
41.58
42.04
42.00
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where n is the order of the system. Because the matrices in Eq. (8.122) are all
real, it follows that the coefficients of Eq. (8.123) are real and are functions of the
aerodynamic parameter A and the damping factor y. Now, on the borderline of
stability, the roots p of Eq. (8.123) are real so that we can separate Eq. (8.123)
into two equations for the real and the imaginary parts to read

k2n + c2k2n-2 + - - - + c2n = 0 (8.124)

C!*2"-1 + cik2"-3 + • • • + c2n-\k = 0 (8.125)

where k is real. The static divergence condition is obtained from Eq. (8.124) as

c 2 n =0 (8.126)

The flutter condition is then obtained by solving Eqs. (8.124) and (8.125) for
k ^ 0, giving two equations in two unknowns, namely, the flutter velocity VF
and the flutter frequency COF. The coefficients c/ of Eqs. (8.124) and (8.125) often
assume simple forms, and this will be shown in the application presented in the
sequel.

We also consider in this section the problem of aeroelasticity of plates and
shells with rectangular planform freely supported on all edges. In such cases, an
exact solution for the free vibration analysis is available. The aeroelastic stability
equation for the case at hand can be written as

[-*2[/] + [£2] - X[A] - IXgk [/Ufa,} = 0 (8.127)
where A. and g are the dynamic pressure and the aerodynamic damping parameters
and the mode shape has been normalized to obtain a unit generalized mass matrix.
It can be shown by expansion that the coefficients of Eqs. (8.124) and (8.125) can
be expressed as

Cm = - (8.128)
J J-

where

j = 0, 2, 4, . . . and L = ——— for m even

7 = 1, 3, 5, ... and L = ——— for m odd

and

2i - m - .
for; = 1,2,3, ...

for 7=0 (8.129)

The coefficients dj in Eq. (8.128) are obtained from the characteristic equation
coefficients when only in-quadrature aerodynamic loads are considered, which
have been treated in the previous section. As a numerical application, we consider
a simply supported flat square plate of dimension a, thickness h, material mass
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density p, and flexural rigidity D. The dynamic pressure parameter A. and the
aerodynamic damping parameter g are given by

(8.130)

M2 - 1 Va

and the aeroelastic eigenvalue k is related to the flutter frequency a) through the
relation

r ^^4-|
a)2 (8.131)

Using a four-mode solution with a half-sine wave in the cross stream direc-
tion and a number of half-sine waves equal to 1,2, 3, and 4 in the streamwise
direction, the coefficient c/ can be determined in terms of g and A. The flutter con-
dition can then be obtained by solving Eqs. (8.124) and (8.125) simultaneously
for different values of the damping factor. Notice the simplification introduced
by the present formulation, where all the flutter velocities and flutter frequencies
are obtained directly from the solution of these two equations. Furthermore, the
present formulation can provide first the least instability, i.e., the first flutter ve-
locity, if this is the prime factor of the analysis. Figure 8.6 gives the results of
the numerical calculations performed for different values of the damping factor
g. From these curves, it can be observed that the inclusion of the aerodynamic

2000

1500

1000

500

0-01 0.02 0.03 g 2

Fig. 8.6 Flutter dynamic pressure vs aerodynamic damping parameter of a flat plate.
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damping for this type of problem is always conservative. Moreover, for high val-
ues of damping, higher modes can be more critical than the first ones, even for
this simple problem, and therefore a convergence study of the solution must be
made by including more modes in the analysis when high values of aerodynamic
damping are present. Finally, it is to be observed that practical values of g2 range
between 0 and 0.03.

8.5.2 The k Methods
The aerodynamic matrix cannot always be put in the form previously given in Eq.

(8.1 12). In general, the aerodynamic matrix elements are complicated functions of
the reduced frequency k and the Mach number M . In such cases, iterative methods
of solution must be used. The k methods of solution are the most widely used
methods in such cases. In this section, this is briefly discussed. The equation of
aeroelastic stability in the modal base can be written as

[\H\P2 + IP\P + \Y\ ~ \ PU2 [A]] {q} = {0} (8.132)
where the aerodynamic matrix is composed, in general, of complex element func-
tions of the reduced frequency and Mach number.

In the k method of solution, an artificial structural damping igy is added to the
equation of aeroelastic stability [Eq. (8.132)] to read

[fMj/?2 + \P\P + (1 + ig)\Y\ ~ \ PU2(A]] {q} = {0} (8.133)

and a pure harmonic solution is sought for the system in Eq. (8. 1 33). In such a case,
physically the only points that are correct are when the damping in the system is
zero. This gives the flutter points. Thus, for Eq. (8.133) solutions in the form

{q} = {qo}eilat (8.134)

where &> is assumed real, multiplying Eq. (8.133) by (1 + ig) and grouping terms,
we obtain

1 G*)2 A] (8-135)

where the term [ft] has been multiplied by (1 +/g)1/2, which is valid only at the flut-
ter point, i.e., for g = 0, and c is the reference length used for nondimensionalizing
the reduced frequency. The problem solution then proceeds as follows:

1) For fixed given values of p, M, and £, compute the aerodynamic matrix [A].
2) Solve the eigenvalue problem, with a>2/[l + ig] regarded as the eigenvalue

of the problem.
3) For each mode used in the analysis, compute the frequency, damping, and

velocity.
4) Repeat steps 2) and 3) for different values of the reduced frequency k.
5) Numerically trace the frequency and damping vs the velocity.
6) Flutter instabilities are obtained at the points when a damping curve crosses

the zero line.
7) Static divergence instabilities are obtained at the points when a frequency

curve crosses the zero line.
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8) Repeat steps 1) to 7) for different values of Mach number.
9) Obtain a matching between the velocity and the Mach number for the flut-

tering conditions.
10) Repeat the complete algorithm for different altitudes.
The disadvantage of the k method, described above, is that no interpretation

about the system damping can be obtained because the solution is only valid for a
pure harmonic motion, i.e., at the flutter condition. On the other hand, for a given
set ofk-M-p, all the modal values are obtained from a single eigenvalue solution.

8.5.3 The p-k Methods
In the p-k methods of solution, we separate the aerodynamic matrix into a real

matrix and an imaginary matrix and write the equation of aeroelastic stability in
the form

w (8-136)

Where AR and Aj are the real and imaginary parts of the aerodynamic matrix; p
is the problem eigenvalue and is considered complex. The problem solution then
proceeds as follows:

1) For fixed given values of p, begin the calculation for a fixed value of a velocity
V and therefore a Mach number M.

2) Assume for the first mode a root p\ = 8\ +ik\.
3) Compute the aerodynamic matrix for this k\ value.
4) Solve the eigenvalue problem and obtain the computed first root as p2 =

82 + ih*
5) Repeat steps 3) and 4) until a desired accuracy is achieved.
7) Repeat this process for all the modes.
8) Repeat the algorithm for all the required velocities.
The great advantage of the method resides in the fact that the damping calculated

is a true damping value and can be used for comparison with experimental values.
Furthermore, the matching of velocity and Mach number is avoided. The big
disadvantage of the method is that it is a time-consuming process due to the
lengthy iterations required.

8.6 Applications
8.6.1 Flutter Analysis of a 15-deg Swept-Wing Model

We consider the 15-deg swept untapered wing model previously analyzed in
Chapter 3 for free vibration. This wing model has been tested in the tunnel, and
the experimental results are given in Ref. 32.

For the aeroelastic analysis of this model, we use the doublet lattice method
and a regular mesh of 4 elements chordwise and 10 elements span wise. The first
three modes obtained in Chapter 3 are used in the aeroelastic analysis. These
mode shapes are surface splinned to produce modal deflections and slopes at the
3/4 points of the elements of the doublet lattice model. The analysis is performed
using a Mach number equal to 0.45. The k method of solution is used for the
aeroelastic problem solution. The results of the analysis in terms of frequency
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Fig. 8.7 Theoretical aeroelastic analysis for a 15-deg swept-wing model using the
doublet lattice and k method of solution.

and damping vs the velocity are given in Fig. 8.7. From this figure, we obtain the
calculated flutter velocity as 6400 in./s, and the corresponding flutter frequency is
120 Hz. The corresponding measured values of Ref. 32 are 6100 in./s and 121 Hz,
respectively. From these results, it can be concluded that good agreement has been
achieved between measured and calculated values.

8.6.2 Hypersonic Flutter of a Cantilever Wing
As a second example, we consider the hypersonic flutter of the cantilever wing

studied in Ref. 33 and reported in Ref. 5. The same example has been analyzed
in detail in Refs. 29 and 31 using the direct methods of solution given in these
references. The results of these analyses are summarized in the following. All the
analyses have been performed for the first three modes of free vibration, namely the
first bending, the first torsion, and the first chordwise modes, based on experimental
measurements of these. Aerodynamic piston theory was used in all the analyses.
As was given in Ref. 29, we first omit the aerodynamic damping from the analysis,
and, using the data of Ref. 5, we write the equations of aeroelastic stability as

= 0 (8.137)
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where

and

A = (U/ba)2)2

'0 -0.0425 -0.00668625
0 -0.0075 -0.05517185
0 0 -0.01125

(8.138)

The frequencies are nondimensionalized for the torsional natural frequency &>2,
and other notations are as defined before. The analysis reported in Ref. 33 was
done for several values of the chordwise frequency ratio AS = &>3/&>2- Examining
the aerodynamic matrix [A] given in Eq. (8.138), we conclude that, based on the
frequency coalescence theory, no flutter can take place for these data because there
is no aerodynamic coupling among the modes. Only static divergence can occur,
and these conditions of static divergence can be obtained by solving the following
individual equations for /i = 0:

-/i + 0.2195 = 0

-H + 1 - 0.0075A = 0

-//, + A^-0.01125 A =0

(8.139)

From the first equation, we conclude that the bending mode has no contribution
to static divergence. From the second and the third equations, we obtain the values
of the static divergence for the torsion and chordwise modes, and we observe that
they act individually. These results obtained in Ref. 29 coincide with those of Ref.
5 using the solution of the eigenvalue problem. Now, if we consider the damping
effect, but omit the damping due to curvature, we will have to add to the system
of Eq. (8.137) the following imaginary term:

"1 0 0'
0 1 0
0 0 1

(8.140)

Again, no flutter condition can take place because there is no aerodynamic
coupling among the modes. Only static divergence can happen, and the effect of
such damping when present alone is merely a frequency shift. Now, if the damping
due to curvature is considered, the following imaginary term is further added to
the equation of aeroelastic stability:

[A2] = i
1 0.00339 0

0.00509 0 0.001974
0 0.0065 0

{40} (8.141)
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Now we have aerodynamic coupling between modes 1 and 2 and modes 2 and 3.
These are the types of flutter reported in Ref. 5 and can be explained only through
the damping due to curvature.

For the first type of flutter (bending-torsion), this is a mild type of flutter, i.e.,
the damping curve crosses the zero line twice, or even decreases, then increases
again without crossing the zero line, depending on the value of A 3 used in the
analysis. This type of flutter is typical of secondary effects and can be attributed
to damping due to curvature.

The second mode of flutter is a violent one due to the coupling between the
torsion and chordwise modes. This type of flutter cannot be explained only due to
the inclusion of the damping effect due to curvature. Now, if we examine the mode
shapes of Ref. 5, we observe that the chordwise mode has been approximated by
a mode with two nodal lines that run parallel to the leading edge. This was done
to preserve orthogonality and approximate measured values. It is known that the
first chordwise mode (two nodes in the chordwise direction) of a cantilever ho-
mogeneous square plate does not have such nodal lines. The nodal lines of this
mode approach the leading and trailing edges at the root and leave these edges
while moving spanwise. Furthermore, exact symmetry of nodal lines in relation
to midchord position is preserved only if the plate is theoretically homogeneous.
The measured values of the frequencies of Ref. 33 reveal that the plate was not
homogeneous; its chordwise frequency is much less than that theoretically pre-
dicted for a square plate; it approaches the value of a plate with an aspect ratio
of 1:2. To examine whether this mode is prone to flutter when coupling with the
torsion mode, small disturbances in the aerodynamic stiffness matrix were made in
Ref. 29. These disturbances were done by introducing to the aerodynamic stiffness
matrix a value for the element (3,2) equal to a negative percentage of the element
(2,3). The percentage used in Ref. 29 ranged from 1 to 20%. Notice that a 10%
disturbance would be equivalent to moving the nodal lines only 1% in a forward
chordwise position and introducing an assymmetry of 5% to the deflection of the
trailing edge in relation to the leading edge. This disturbance has a much smaller
effect on the frequency and mode shape than those revealed in the measurements
of Ref. 33. The results of the analysis of Ref. 29 using these disturbances showed
that the violent flutter type of that model was then evident even for a value of
disturbance of 1% without the inclusion of any damping in the analysis.

This classical example has been analyzed in Ref. 29 in detail to show the impor-
tance in the accuracy in the mode shapes, especially if these are measured values,
when used in flutter analyses, and to show the adequacy of the mode coalescence
theory to predict the violent types of flutter when present. All the analyses of
Ref. 29 were made using the p method and the direct method previously given in
Section 8.5.1. The pioneering and now classical work of Ref. 33, made well be-
fore the advent of high computational devices, was performed using the classical k
method of flutter analysis. In Ref. 31, the same example using the direct p method
of analysis, including the damping effect, was reexamined. The main purpose of
this reexamination was to show that the traditional V-g-co plots using the k or p-k
methods can miss some mild mode instabilities since the solution is made at discrete
values of reduced frequencies or velocities. In Ref. 31, the analysis was made for a
value of A3 (the ratio of the chordwise to torsion frequency) equal to 1.833. From
this analysis, it was shown that the problem presents two critical modes, the first

Purchased from American Institute of Aeronautics and Astronautics  

 



AEROELASTICITY OF FLIGHT VEHICLES 225

one being a mild bending-torsion flutter mode, while the second presents a violent
torsion-chordwise flutter mode. The analysis of Ref. 31 shows that the first insta-
bility occurs for the mild mode at a value of the velocity parameter U/bo)2 = 9.72
and a flutter frequency ratio of (0/0)2 = 0.7058. This mode becomes stable again at
a value of U/bo)2 = 12.92 and a flutter frequency ratio of ao/coi = 0.643. The sec-
ond mode becomes unstable at a value of U/bo)2 = 12.97 and a flutter frequency
ratio of co/a)2 = 1.273. The analysis of Ref. 33 made for discrete values of reduced
frequency jumps the first instability and detects only the second one.

8.7 Optimization to Satisfy Flutter Requirements
Optimal design programs to satisfy strength requirements are now well devel-

oped and are commonly applied in the aerospace industry for preliminary structural
design. Advances made during the last three decades in finite element structural
dynamic analysis, nonstationary aerodynamics, and research provide useful and
systematic optimization algorithms, provided the necessary means to apply the
structural optimization process to satisfy flutter requirements. In this section, a
brief account of the main achievements made in optimization techniques to satisfy
flutter requirements are given.

The first reported results of aeroelastic optimization of lifting surfaces using
variational methods were made by Turner,34 and an application to a semi-infinite
flat sandwich panel to satisfy supersonic flutter requirements subject to a minimum
weight constraint was studied using the finite element method. In 1971, comput-
erized preliminary design programs with flutter considerations were developed
and reported in Refs. 35 and 36. Rudsill and Bhatia37 developed search procedure
techniques using gradient methods for flutter optimization. Later, they used the
second partial derivatives of the eigenvalues of the flutter equation with respect to
the structural parameter to develop expressions for the step size in a projected gra-
dient search algorithm.38 Applications were made to minimize the mass of a box
beam that supports a lifting surface. Pierson39 in 1972 presented a survey on opti-
mal structural design under dynamic constraints. Weisshaar40 presented a solution
for a least weight skin thickness distribution of a one-dimensional flutter problem
in supersonic flow. Simodynes41 presented an optimization method by updating
the gradient total weight of the structural components restrained to a fixed flutter
speed. Gwin and Taylor42 presented an optimization algorithm using the feasible
directions method together with an efficient numerical procedure for the calcula-
tion of the gradient vectors for flutter optimization. Pines and Newman43 used the
finite element method and the quasistatic aerodynamic theory for the analysis part
of a weight minimization variational method for flutter constraint velocity. Opti-
mization applications to complex aeronautical structures to satisfy static, dynamic,
and aeroelastic requirements were studied by Rao.44 Numerous research papers
and doctoral dissertations were generated during the 1970s at Stanford University
in California under the supervision of Professor H. Ashley (see Refs. 45, 46, and
47) in the area of structural optimization with complex constraints such as flutter
and dynamic response. A historical review on advances made in optimization for
strength and aeroelastic requirements up to 1977 was given in Ref. 48. Librescu
and Beiner49 in 1986 presented a review paper on weight minimization of panels
subjected to flutter speed constraints.
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Optimal design of large-scale realistic stuctures with aeroelastic constraints are
characterized by an increase in the analysis part requirements compared with static
constraints. The methods proposed in Refs. 29 and 31 present an attempt to reduce
the effort spent in the aeroelastic problem solution and can be used efficiently in
aeroelastic optimal design programs.
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9
Aeroelasticity of Plates and Shells

9.1 Introduction
The problem of aeroelasticity of plates and shells was recognized to be an im-

portant aspect of the design of high-speed vehicles when Jordan1 observed that
a number of the early V-2 rocket failures were due to flutter of their panels. Since
then, extensive analytical and experimental research on the subject has been per-
formed. In the 1970s, two books2'3 devoted entirely to the subject were published.
Several survey and review papers on the subject are available4"8 in which the the-
oretical aspects and developments attained in the field were presented. Since the
1950s and until recently, current aeroelastic analyses have normally been made in
a modal base, using measured frequencies and mode shapes, or based on approxi-
mate calculations of these. The finite element method can be used to predict more
accurate calculations of frequencies and mode shapes needed for the aeroelasticity
modal analysis. On the other hand, the method can be applied directly to some
aeroelastic problems, avoiding thus the modal representation. One of the fields of
aeroelasticity where this application can be performed directly is the aeroelasticity
of plates and shells.

9.2 Flat Plates
Consider a thin isotropic rectangular flat plate of dimensions a and b and uniform

thickness h mounted on rigid wall as shown in Fig. 9.1. The plate is subjected to
an initial state of membrane direct and shear stresses as shown in Fig. 9.1.

The upper surface of the plate is exposed to a high supersonic airflow at zero
angle of attack and parallel to its side edges. Beneath the plate, still air is present.
In the presence of some disturbances, the plate can start to perform a perturbed
motion with transverse deflection w(x, y, t). We are interested in the study of the
stability of the plate due to such motion. We further assume that initial in-plane
stresses have not reached their critical buckling values, and we limit our analysis
to the linear case. The theoretical formulation of the problem can be performed
employing an energy approach using Hamilton's principle. The related principle
for the problem at hand can be stated as

8(T-U-Ui)dt+ 8Wdt = Q (9.1)

where T is the kinetic energy, U is the bending strain energy due to small de-
formations, Uf is the strain energy due to prestress, W is the work done by the
external aerodynamic load, t is the time, and 8 is the variational operator. The
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Z a

M

N yy

Fig. 9.1 Flat rectangular panel subjected to a state of initial membrane stresses in
the presence of a supersonic flow.

kinetic energy T, neglecting in-plane and rotary inertia, reads

r = l (9.2)

where pm is the plate material density. The bending strain energy U, due to small
deformations for isotropic thin plates, can be expressed as

D d2w\ /32w\ d2w d2w
i?) +(v) +2^V dA

(9.3)
where D = Eh3/12(1 — v2) is the plate flexural rigidity, v is Poisson's ratio, and
E is Young's modulus. The strain energy due to the initial membrane state of stress
was treated in Chapter 4 Eq. (4.71) and reads

3w 3w
~dx~dy

(9.4)

Using a first-order high Mach number approximation to the linear potential flow
theory,2-3 the work done by external aerodynamic forces reads

(9.5)

where Q = p V2/2 and is the free stream dynamic pressure, ft = (M2 — 1)1/2, V is
the free stream velocity, M is the free stream Mach number, and p is the free stream
air density. For sufficiently high Mach number, Eq. (9.5) can be approximated by
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The expression of the aerodynamic load given in Eq. (9.5) is known in the
literature as the quasisteady case. Furthermore, if the aerodynamic damping, i.e.,
the term proportional to the velocity in Eq. (9.6) is neglected, we get the quasistatic
Ackeret's expression

(9-7)
We notice that the loading in Eq. (9.7) is assumed to be that resulting from a flow

over a stationary surface with the shape the same as that of the deflected plate at that
instant of time. Substituting Eqs. (9.2), (9.3), and (9.7) into Hamilton's principle,
integrating the kinetic energy by parts, applying the conditions of vanishing of the
variations at t = to and t — t\ , and minimizing with respect to the field variable
w, we obtain the Euler-Lagrange equation governing the problem for the case of
no initial stress and using the quasistatic aerodynamic theory as

2Q dw ^
-=" (9'8)

The variation operation gives the forced boundary conditions as

(9.9)
= 0 and on y = b

and the natural or free boundary conditions as

dww = 0 — =0 on jc = 0 and on x = a

w = 0 — =0 on y = 0 and on y = b
3y

D —— + 2(1 - v)
1 [32w 32w~\

= & = 0 D __ + v —— - \ = MX = 0
] idx1 3yz ]3x3yz

on x = 0 and on x = a (9.10a)
and

32w d2w~D y* d y d x z ] i f y dx2

on y = 0 and on y = b (9.10b)

For the four-edges simply supported case, a closed-form solution of the differ-
ential [Eq. (9.8)] can be obtained using the method of separation of variables and
assuming solutions in the form of half-sine waves in the cross stream direction.
Thus, write w as

w(x, y, 0 = W(x)sin[nny/b]ea)t (9.11)
and substituting Eq. (9.1 1) into Eq. (9.8), we obtain

D Jnn\2d2W /njt\4

- 2 - (=)•*]+/u^+_22«*
V * / J [M2 - l]i dx

2 ^ ^+ ^ W\+pmhwiW+ ~ ,^ -=0dx4 V * / d^2

(9.12)
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and the boundary conditions read

W(Q) = W(a) = = W(d) = 0 (9.13)

Equation (9.12) and the boundary conditions in Eq. (9.13) can be put in a
nondimensionalized form through introduction of the variable £ = x/a, and we
obtain

d4W d2W dW

and

where

W(Q) = W(l) = W(Q) = W(l) = 0

A = -2n2n2[a/b}2

B=k2 + n*n4[a/b]4

X = 2Qa31D[M2 - l]i

k2 = [pmha4/D] (a2

(9.14)

(9-15)

(9.16)

Equation (9.14) represents a parametric eigenvalue problem with B considered
as the eigenvalue and A being the parameter of the problem. Thus, writing solutions
in the form

(9.17)

(9.18)

we obtain the characteristic equation of the problem as

p4 + Ap2 + A,/? + B = 0

Now, because A is a real positive quantity and A is a real negative quantity, it can
be shown that the roots of Eq. (9.18) can be written in the form

pl 2 = — e ± d = 8 ± ic

where

d2 = [X/4s] - [s2 + A/2]

c2 = [X/4s] + [e2 + A/2]

B = -[A./4£]2 + [2s2 + A/2]2

Using the boundary conditions in Eq. (9.15), we obtain

(9.19)

(9.20)

P

1

Pi
eP2

Pi

1

Pi ^02

W03

^04

(9.21)
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-B

Fig. 9.2 Stability boundary.

For a nontrivial solution, the determinant in Eq. (9.21) must be equal to zero, and
we get

[(c2 + d2) + 4e2(c2 - d2)] sin c sinh d - %e2cd [cosh d cos c - cosh 2s] = 0

(9.22)

The solution of the problem will proceed as follows: for given values of A and
A, we vary £ until Eq. (9.22) is satisfied; having obtained e, the value of B is
then determined from the third relation in Eq. (9.20). The results are drawn in
the X — B plane as schematically shown in Fig. 9.2. When X = 0, the values of B
are proportional to the squares of the free vibration frequencies of the plate; with
the increase of A, the values of the frequencies change until reaching a value of
Xcr where two modes coalesce. Increasing further A., a pair of complex conjugate
eigenvalues is obtained, and in view of Eq. (9.11) an unstable motion is obtained.
The value of Xcr will thus determine the borderline of the stability. A plot of Xcr vs
A_ = A/n2 is shown in Fig. 9.3. For the case when the two side edges are simply
supported and the trailing and leading edges have any other boundary conditions, an
analytical solution can be obtained in a similar manner. Other boundary conditions
do not have analytical solutions, and the problem must be solved using numerical
methods.

9.2.1 Rayleigh-Ritz Solution
In the Rayleigh-Ritz method, we write approximate solutions in the form

W(x, y, t) = 0w(jc, y)qm(t) m = 1, 2, 3 , . . . (9.23)

where 0m(;t, y) are arbitrary functions that satisfy the geometric boundary condi-
tions of the field variable w and qm(t) are the generalized coordinates.

Substituting the approximate solutions in Eq. (9.23) into Hamilton's principle
and minimizing with respect to the generalized coordinates qm(t\ we obtain the
following matrix equation

(9.24)
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-4 -2

Fig. 9.3 Analytical exact solution of \cr for four-edges-simply-supported flat rectan-
gular panels where A = A/?r2 = -2n2[a/b]2, A* = 2qa*/D[M2 - I]1/2.

where the elements of the matrices in Eq. (9.24) are given by

0m0n dxdy= /
JA

dx2 dx2

920n

8y2 dx
f d(f)n

nn = I </>m -7—
v A ^

(9.25)

[ M 2 - l ] L 2

The matrices [M], [ K ] , and [A] are called the mass, the stiffness, and the aerody-
namic matrices, respectively. Furthermore, as has been demonstrated in Chapter 3,
the stiffness and mass matrices are diagonal matrices if the trial functions 0m
are taken as the natural mode shapes of free vibration. The system in Eq. (9.24)
assumes solutions in the form

{<?} = too}*"* (9.26)
Substituting Eq. (9.26) into Eq. (9.24), we obtain the following parametric eigen-

value problem

[[K + AA] + a>2[M]] {go} = {0} (9.27)

where co2 is the eigenvalue and A is the parameter of the problem. When X = 0, a)2

are real negative values and correspond to the negative squares of the natural free
vibration frequencies of the plate. With the increase of A, some pairs of the eigen-
values coalesce and become complex conjugates. The first coalescence determines
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the borderline of the stability as stated before. As an application, we consider the
case of a four-edges-rectangular simply supported plate, and we assume solutions
in the form

mnx tiny(j)mn = sin —— sin • m,n = 1, 2, 3, ... (9.28)
a b

which satisfy the geometric boundary conditions. Furthermore, as shown in
Chapter 3, they are the mode shapes of free vibration. Using these trial functions
in Eq. (9.25), we obtain

p, q, r, s = 1, 2, 3, . . .

(9.29)
[[Kpq.rs] + + o>2[Mpq,rs}} {<?0n-} = {0}

where

Upqss = [phab]/4

Mpq,rs = 0

Dn4ab

p = r

r q

= s (9.30)

Kpqjs = 0

bpr
(P2 - r2}

Thus, we can write Eq. (9.29) as

k2\l\ + \[P
2 + q\a/b)2}2\ + ̂ -

q = s p + r odd

otherwise

with

= 0 otherwise

k2 = [pmhco2a4]/[Dn4]

A.* = 2qa3/D[M2- 1]?

r , j = l, 2, 3, ...

= s p + r odd

(9.31)

(9.32)

As an application, we consider a two-mode approximation with n = 1 and
w = 1, 2. Using Eq. (9.31), we obtain

1 0
0 1

4A*

[l+(a/b)2]2

0

0 -2/3
2/3 0

0

(9.33)
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Expanding the determinant, we obtain

k4 + (a 4- fi)k2 + (

where

a = [1 + (a/b)2}2

Solving Eq. (9.34), we get

64
+ —— A*2 = 0

64A*2

9;r8

(9.34)

(9.35)

(9.36)

Examining Eq. (9.36), we observe that, when [a - /3]2/4 > 64A*2/9;r8, the
motion is stable since the roots are negative real values; when [a — ft]2/4 <
64A*2/9;r8, the motion is unstable because one of the roots will have a positive
real exponential. On the borderline of stability, we have

16 5 + 2 |? (9.37)

The results obtained using a two-mode approximation are given in Table 9.1
and are compared with the closed-form solution of the previous section. Taking
now a four-mode approximation with n = 1 and m = 1, 2, 3,4, we obtain

[4 +
[9 + Ml2

[25

4A*
0 -2/3 0 -4/15

2/3 0 -6/5 0
0 6/5 0 -12/7

4/15 0 12/7 0

411
413
414

(9.38)

where /x = [a/b]2. The results obtained using a four-mode approximation are
given in Table 9.1 and are compared with the previous solutions. From the results
obtained, it can be concluded that the four-mode approximation is almost identical
with the closed-form solution, showing the rapid convergence of the Rayleigh-Ritz
solution for this kind of problem. Furthermore, it can be observed that the Rayleigh-
Ritz solution is always less than the closed-form solution, i.e., the Rayleigh-Ritz
solution is a conservative solution, and this can be always proven for this kind of
problem, based on energy considerations.

9.2.2 Galerkin Solution
The Galerkin method is one of the weight residual techniques of obtaining

approximate solutions of boundary value problems. In the Galerkin method, the

Purchased from American Institute of Aeronautics and Astronautics  

 



AEROELASTICITY OF PLATES AND SHELLS 237

Table 9.1 A*r for simply supported rectangular plates

2(a/b)2

0
1
2
3
4
5
6
7
8
9
10

Closed-form
solution

343.34
426.01
512.65
603.06
697.10
794.59
895.42
999.48

1106.64
1216.83
1329.94

Two-mode
R-R solution

273.96
328.76
383.55
438.34
493.13
547.93
602.72
657.51
712.30
767.10
821.89

Four- mode
R-R solution

340.00
421.40
505.10
591.60
680.25
770.80
862.69
955.59

1049.18
1143.16
1237.29

weighting functions are taken as trial functions themselves. The advantage of the
weight residual methods over the Rayleigh-Ritz variational method is that they
work directly on the differential equations governing the problem without a need to
find a variational principle. However, the admissible functions must satisfy all the
boundary conditions, while in the variational methods only the forced boundary
conditions need be satisfied. Taking solutions in the form

W(x, y, t) = 0W(*, y)qm(t) m = 1, 2, 3, (9.39)

where 0m(x, y) are arbitrary functions that satisfy all the boundary conditions of
the differential equation governing the problem and qm(t] are the generalized co-
ordinates. Substituting the approximate solutions to Eq. (9.39) into the differential
[Eq. (9.12)], multiplying by the trial functions, and integrating over the domain,
the following matrix equation is obtained

= {0} (9.40)

where the elements of the matrices in Eq. (9.40) are given by

Mntmn = I pmh(t)m^ndxdy
JA

Kmn = JA
D 0" | -^T + 2

 dx2dy2 + "^4~ j dxdy

/
d(j)n4>m——d*dy3x (9.41)

A =
2q
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As an application, we consider again the case of a four-edges-rectangular simply
supported plate, and we assume solutions in the form

(/)mn = s i n - sin m, n = 1, 2, 3, . . . (9.42)
a b

which satisfy all the boundary conditions. Substituting the approximate solutions
to Eq. (9.42) into the differential [Eq. (9.12)] and applying the Galerkin method,
the same numerical results are obtained as in the Rayleigh-Ritz solution of the
previous section. The solution of the stability problem proceeds in the same manner
as previously given. It is to be observed that, once a variational principle exists
and the same trial functions are used in both the Rayleigh-Ritz method and the
Galerkin method, the same numerical solutions are obtained in both solutions.

9.2.3 Finite Element Method Solution
Dividing the plate into finite elements and writing within each element expres-

sions for w in the form

w = [N]{qe] (9.43)

where {qe} is the vector of the nodal degrees of freedom and [N] is the matrix
of the interpolation functions, substituting Eq. (9.43) into Hamilton's principle,
and minimizing the functional, we obtain for each element the following matrix
equation

l k e ] { q ' } + [m'lte'"} + g[a\\{q*} + *.[<%]&} = {0} (9.44)

where

g = 2Q(M2 - 2)/ V(M2 - l)i (9.45)

which is called the aerodynamic damping parameter and

A, = 2<2/(M2 - I)* (9.46)

which is the dynamic pressure parameter. In Eq. (9.44), [ke] and [me] are the ele-
ment stiffness and mass matrices, and [ae

}] and [<z|] will be called the aerodynamic
damping and the aerodynamic stiffness matrices, respectively, and are given by

A
and

= f[N]T[N]dA (9.47)
JA

= f [ N ] T [ N . x ] d A (9.48)
JA

We notice that the aerodynamic damping matrix is proportional to the mass
matrix and can be written as

[a?] = (me]/pm (9.49)

where pm is the material mass density. Furthermore, the aerodynamic stiffness
matrix [a^] is nonsymmetric due to the nonconservative nature of the aerodynamic
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loading. For the entire structure, using the standard assembly technique of the finite
element method and applying the appropriate boundary conditions, we can write
for the whole structure the following matrix equation

[K]{q] + [M]{q"} + glAMq'} + X[A2]{q} = {0} (9.50)

where [K], [M], [A\], and [^2] are the system stiffness, mass, aerodynamic damp-
ing, and aerodynamic stiffness matrices and {q} is the vector of the nodal degree
of freedom of the system. The system in Eq. (9.50) assumes solutions in the form

(9.51)

Substituting Eq. (9.51) into Eq. (9.50), we obtain

[[K] + u2(M] + go}[A}] + X[A2]]{<7o} = (0} (9.52)

Again, when X = 0 and thus g = 0, a>2 are real negative values and correspond to
the squares of the natural free vibration frequencies of the plate. If the aerodynamic
damping is neglected, we can write Eq. (9.52) as

( [ K l ] - c t ( M ] ] { q 0 } = {0} (9.53)

where [K\] = [K] + X[A2] and a = -co2. The matrix [K\] is real but is no more
symmetrical due to the aerodynamic contribution. With the increase of the dy-
namic pressure parameter X, the values of the frequencies change until a value
of Xcr is reached where two modes coalesce. Increasing further A, a pair of com-
plex conjugate frequencies is obtained, and in view of Eq. (9.51) an unstable
motion is obtained. The first attempt to apply the finite element method to the
supersonic flutter of panels was made by Olson.9 The investigation was made for
two-dimensional plates, i.e., infinite span, using wide beam elements. Accurate
results were obtained compared to the analytical solution,2 as shown in Table 9.2.

Later, Olson10 extended the application to three-dimensional plates (finite plates),
using the 12-degree- of- freedom and 16-degree-of- freedom plate bending rectan-
gular elements. Again, successful results were obtained (see Table 9.3). Explicit
numerical values for the aerodynamic matrices were given for the two rectangular
elements; however, for the 16-degree-of- freedom element, such matrices are more
concisely written using the development of Ref. 11. This formulation is summa-
rized below. For plate problems, using a finite element solution to have conver-
gence, we must have C ] continuity at the element interfaces. Rectangular elements
possessing such properties can be derived using first-order Hermitian polynomials
with the following degrees of freedom at the element corners: tu, w i JC, wty,a.ndwtXy.

Table 9.2 Values of A*r = \crcr* /D for two-dimensional
simply supported plates

FEM9 Exact

Xcr 454 399 341 342 343
N o . ofelem. 1 2 3 4 — —
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Table 9.3 Values of A*r = Xcra3/D for simply supported flat
square plates; the exact analytical solution2 is 512.22

Mesh

2 x 2
3 x 3
4 x 4
5 x 5
6 x 6

Rect.
12DOF
(Ref.10)

506
430
463

489

Rect.
16DOF
(Ref.10)

553
501
509

511.78

Parallelo-
grammic
(Ref.12)

518.22

Comp.
Elem.

(Ref. 13)

517.2

509.7

512.2

Rect.
16DOF
(Ref. 14)

508

Thus, for a rectangular flat plate element, we can write for the field variable w(x , y )
an expression in the form

, 30 =

Hli(x)Hlj(y)w.x (9.54)

where the nodal points are designated by /, j as shown in Fig. 9.4. The first-order
Hermitian polynomials ////(A:) are given by

= 3
(9.55)

where t-=x/a. The first-order Hermitian polynomials //yOO are obtained by
replacing £ by rj and a by b in Eq. (9.55) with r\ = y/fo. The plate dimensions are
a and b as shown in Fig. 9.4. Substituting Eq. (9.54) into Hamilton's principle,

i
y

/

©

(D

L

' _ ..... a ,

(1,2) (2,2)

0.1) (2,1)

\
0

®.

Fig. 9.4 Nodal points notation for the rectangular 16-degree-of-freedom plate bend-
ing element.
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= R2a(ni,nj)R\h(mi,mj)

integrating, and maximizing, the elements of the stiffness matrix read
kfj = D\_k^ + k(-j + vkf^ + 2(1 - v)k^f] (9.56)

where

(9.57)

The {m} and {n} are index vectors and are given by
{n} = (1313; 1313; 2424 ;2424)T {m} = (1133; 2244; 2244; 1133)T (9.58)

The matrices in Eq. (9.57) are (4 x 4) matrices and read
12 12 6 6

R\a =

12 _6_

4
a

sym

R2a =

' I3a 9a
35 70

130
35

sym

- 6 6
5a ~5«

6
5a

sym

lla2

210
13a2

420
a3

105

1
To
1

~To
2a
15

13a2"
420

-1102

210
03

140
a3

105 _

1 '
To
1

"To
a

~30
2a
Ts.

(9.59)
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" 6
~5a
6
5a
11

~To
1

_~To

6
5a
6

~5a
1
To
11
10

1
"To

1
To
2a

~T5
a
30

1 '
"To

1
To
a
30
2a

"Ts_
To obtain the b matrices, a is replaced by b in the matrices given in Eq. (9.59).

The elements of the mass matrix read

[m/,y] = pt[R2a(nit nj)][R2b(mit m,-)] i, j = 1, 2, . . . , 16

The elements of the aerodynamic matrices are given by

a2/., =

(9.60)

(9.61)

where [52] is given by

[S2a] =

-1/2 -1/2 -a/10 a/10
1/2 1/2 a/10 -a/10
a/10 -a/10 0 a2/60
-a/10 a/10 -a2/60 0

(9.62)

The standard assembly technique of the finite element method is then applied
to obtain the system matrix equations. The stability problem is solved in the
same way as previously mentioned. Several investigators analyzed the problem
using various finite element formulations. Kari-Appa and Somashekar15 used a
12-degree-of- freedom rectangular element and then extended their work to the
case of skew panels16 and included the effect of prestress and flow yawing12 using
parallelogrammic elements. Sander et al.13 used a purely conforming compound
quadrilateral element and considered the effect of initial prestress and the flow
yawing in their analysis. Rosettos and Tong17 used a hybrid rectangular element
in the formulation of the problem; however, the flutter solution was made using
the modal superposition technique. Ref. 14 treats the case of coupled plates using
the finite element method. Some of the results obtained are reported in Table 9.3,
for the case of simply supported square plates, using different finite element for-
mulation in the analysis. The review paper of Ref. 8 contains more details on the
application of the finite element method to the supersonic flutter of flat plates.

9.3 Effect of Prestress
We now proceed to study the effect of the initial prestress on the stability bound-

aries. The effect of in-plane stresses is particularly significant for the panels studied
because they are in-plane, stress-resistant elements of aircraft or missiles. It will
be assumed that the panel has reached a state of equilibrium due to the presence of
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the initial stresses, and the stability of the system will be examined at this position.
It is also assumed that the plate has not reached a buckled state. For the case at
hand, the equation of motion [Eq. (9.8)] reads

[w 34w 34wl 32w 2Q 3w 32w

° (9'63)

and the boundary conditions are the same as given in Eq. (9.9). In the absence of
initial in-plane shearing loads and for simply supported end conditions, a closed-
form solution of the equation of motion [Eq. (9.63)] can be obtained by writing a
solution in the form

w(x, y, t) = W(x)sin[n7ty/b]eQ)t (9.64)

Substituting Eq. (9.64) into Eq. (9.63), we obtain

D
d4W / \ 2 j^Ti/ / \ 4(nn\ d2W (nn\-2(b) d^ + UJ pmha>2W

2Q dW
[M 2 - l ]2

d2W (n^
= 0 (9.65)

and the boundary conditions read

1V(0) = W(a) = W(0) = W(a) = 0 (9.66)

Equation (9.65) and the boundary conditions in Eq. (9.66) can be put in a nondi-
mensionalized form through the introduction of the variable £ = x/a and we
obtain

?w+A*w+x*w + BW = Q
d£4 d£2 df

and

W(0) = W(l) = W(0) = W(l) = 0 (9.68)

where

A = -2n2n2[a/b]2 - Nxa2/D

B = k2 + n47t4[a/b]4 + n2n2[a/b]2N,a2/D
(9.69)

k2 = [pmha4/D]co2

Comparing Eq. (9.67) with Eq. (9.14), we can make the following conclusions.
1) The solution of the problem will be obtained in exactly the same manner as

previously given for the case of no initial prestress.
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2) The cross stream, in-plane initial prestress Ny has no effect on the flutter
boundary; in linear unbuckled flat plates, its only effect is a frequency shift, as can
be observed from the parameter B in Eq. (9.69).

3) The same graph for Xcr against A is obtained as given in Fig. 9.3; however,
.A is taken now as A, = —2n2(a/b)2 — Nxa2/Dn2 and the stabilizing effect of Nx
in tension and its destabilizing effect in compression is thus evident.

Other conclusions of the effect of the initial prestress on the flutter boundary
will be discussed in the sequel, and we proceed now to obtain numerical solutions
for the general case since the closed-form exact solution exists only for the simply
supported case and in the absence of in-plane shear as stated before.

Again, in the Rayleigh-Ritz method, we write approximate solutions in the form

W(x, y, t) = 0m(;t, y)qm(t) m = 1, 2, 3, ... (9.70)

where 0m(*, y) are arbitrary functions that satisfy the geometric boundary condi-
tions of the field variable w and qm(t) are the generalized coordinates. Substituting
the approximate solutions to Eq. (9.70) into Hamilton's principle and minimizing
with respect to the generalized coordinates qm(t), we obtain the following matrix
equation

[M]{q»} + (K + NXKNX + NyKNy + NxyKNxy]{q} + X(A]{q} = {0} (9.71)

where [M], [K], [A], and X are as given in Eq. (9.25), and the elements of the
initial stress matrices are given by

TS iKNXmn = /
JA dx 3;

3d>... 3//>..
(9.72)

d(/)m d(/)n

As an application, we consider the case of a four-edges-rectangular simply
supported plate, and we assume solutions in the form

(f)mn = sin —— sin —— m, n = 1, 2, 3, . . . (9.73)
a b

which satisfy the geometric boundary conditions. Using these trial functions in
Eqs. (9.71) and assuming exponential dependence of time of the field variable, we
obtain

[[K + NXKNX + NyKNy + NXyKNxy\pqsS

+ a>2[Mpq.rs]] {qor*} = {0} p, q, r,s = 1, 2, 3, . . . (9.74)
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where Mpq,rs, Kpqjs, and Apqjs are given in Eq. (9.30), and the elements of the
initial stress matrices read

ab[pn
=

nl2

J = S

= 0 otherwise

(9.75)
= 0 otherwise

[p — r \[q — s J

= 0 otherwise

Thus, we can write Eq. (9.74) as

^T/J + \[p2 + q2(a/b)2}2 + RxP
2 + Ryq\a/b}2}2\

4X*
I + col[Mpqjs] {<7on} = {0} p, q, r, s = 1, 2, 3, ... (9.76)

where

= 0 otherwise (9.77)

We notice that fy8J is not a diagonal matrix, stemming from the fact that the
trial functions used are not the free vibration mode shapes in the presence of
initial in-plane shear loads. Furthermore, if the trial solutions are taken with a
single half-wave in the cross stream direction, i.e., q = s = 1, the elements of
|"^J are zero. Hence, the effect of in-plane prestress shear is transparent in such
solutions. Inclusion of higher spanwise modes will induce nonzero elements in
the |7*J matrix. Leaving for the moment the effect of Nxy and considering as an
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application a two-mode approximation with n = 1 and m = 1,2, we obtain

k2 + [1 + (a/b)2]2 + RX + Ry(a/b)2 -j^

8A.*
—— k2 + [4 + (a/b)2]2+4Rx + R,(a/b)2

3jr4

Expanding the determinant, we obtain
64

k4 + (a + £)k2 + aft + —— X*2 = 0 (9.79)

where
a = [1 + (a/b)2]2 + RX + Ry(a/b)2]2

= [4 + (a/ft)2]2 + 4/f, + Ry(a/b)2]2

Solving Eq. (9.79), we get

Examining Eq. (9.81), we observe that, when [a - fi]2/4 > 64A*2/97T8, the
motion is stable because the roots are negative real values; when [a — /3]2/4 <
64A*2/9jr8, the motion is unstable because one of the roots will have a positive
real exponential. On the borderline of stability, we have

again showing that the critical value of A* does not depend on Ry and this has only
a shift effect on the frequencies as can be concluded from Eq. (9.81). Furthermore,
the stabilizing effect of the initial prestress tension and the destabilizing effect of
the initial prestress compression are readily observed from Eq. (9.82).

In Ref. 18 the Galerkin method, which as stated before leads to the same nu-
merical results for the case at hand when using the same interpolation functions
in either formulation, has been used for plates with combined effect of in-plane
shear and axial prestress loads. The analysis of in-plane shear alone showed that
convergence in the solution was attained when a 16-term trigonometric trial func-
tion approximation, with /?, q, r, s = 1, 2, 3, and 4, was used for the solution.
Furthermore, it was observed that the initial in-plane shear had a destabilizing
effect on the critical flutter value A*. Now, writing Eq. (9.71) as

[[£] + ^2[M]]{40} = {0} (9.83)

where [#J = [K] -f [Kc] + MA], it can be observed that the airstream has a
stabilizing effect on the static stability. For A. = 0, at the prestress buckling load,
[K_] is singular. For a postbuckling load and A ^ 0, the system still has positive
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cr

flutter

stable

budding

~Nxx

Fig. 9.5 Stability boundaries with the effect of prestress.

values of o>2. With the increase of A,, we will reach a point on the borderline
of static stability where again [£J is singular, thus giving an in-plane buckling
load higher than the in vacuo value. For further increase of A,, the system will be
statically and dynamically stable until reaching a higher value of A. at which an
eigenvalue coalescence takes place, thus defining A.cr for the dynamic stability.
This is schematically shown in Fig. 9.5.

9.4 Curved Panels
Flutter characteristic determination of curved plates is of prime importance

in supersonic aircraft and launch vehicle designs. The first analytical research
on supersonic flutter of thin cylindrically curved panels was made by Voss,19

using Reissner's shallow shell equations,20 quasistatic aerodynamic theory, and the
Galerkin method for the solution of the freely supported ends boundary conditions.
Nonlinear panel flutter analysis of cylindrically curved panels was investigated by
Dowell21-22 using the quasistatic aerodynamic theory and the Galerkin method
for the solution of the aeroelastic equations. Dowell's investigations showed that
the in-plane edge restraints had a great influence on the flutter boundaries of the
cylindrically curved panels, and the reason was attributed to the frequency spectrum
of the shells analyzed. In Refs. 23 and 24, a finite element formulation based on
Reissner's two field variable variational principle for the solution of the supersonic
flutter of cylindrically curved panels was presented. In the following, the analysis
presented in Refs. 23 and 24 is summarized, and the main conclusions obtained
in these references are reported. Consider the cylindrically curved shallow shell
shown in Fig. 9.6. The variational equation for the problem at hand, neglecting
in-plane inertias and considering the work done by the external nonstationary
aerodynamic load and the effect of the initial membrane prestresses shown in
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yy

Fig. 9.6 Cylindrically curved thin shell panel subjected to an initial state of prestress
membrane loads in the presence of a supersonic external flow.

Fig. 9.6, can be expressed as24

+ 2(l + v)F2
X)]dA- f ^F,

JA **

v,xw,y]dA - I
JA

-\l[Nx
£ JA

+ 2Nxw, = 0 (9.84)

The functions subjected to variation in Eq. (9.84) are the transverse displacement
w and the Airy stress function F. In Eq. (9.84), D = Eh3/I2(l - v2) is the shell
flexural rigidity; v is Poisson's ratio; E is Young's modulus; R is the shell radius;
h is the shell thickness; p is the material mass density per unit area; and Nxx, Nyy,
and Nxy are the initial membrane stresses. In Eq. (9.84), Ap is the nonstationary
aerodynamic pressure difference. Now, using the quasistatic aerodynamic theory,
the relationship between Ap and w can be written as

A, , --^= [cos A ̂  + sin A ̂ ] (9.85)

where Q = pV2/2 is the dynamic pressure, M is the free stream Mach number,
V is the free stream velocity of the external flow, and A is the angle between the
free stream direction and the x direction. Performing the variational operation,
grouping terms, and applying Green's theorem and the minimization operation,
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we obtain the Euler-Lagrange equations governing the problem as24

1 2Q
DV w -h — FtXX — — p=[cos Aw jc + sin Ai^-y] — Nxxw,xxR V M2 — 1

- NyyWtyy ~ 2NXyW.Xy = 0 (9.86)

and the boundary conditions are as given in Ref. 24 and, on an edge, v = const is
given by

1) Clamped edges: w — w ,v = 0 and at a corner Ftllv = 0.
2) Free edges: F = FtV = 0 and at a corner M^v = 0 (i.e., w^v = 0).
3) Simply supported edges: w — 0 and at a corner F^v = 0.
4) Freely supported edges: w = F = 0.
A finite element method for the solution of the problem at hand can be performed

using rectangular elements that preserve C1 continuity by writing for the functions
w and F interpolation functions in terms of the nodal parameter as

y] (9-87)
where z stands for to or F and Hmn are first-order Hermitian polynomials previously
discussed in the derivation of the 16-degree-of- freedom plate bending element.
Using the standard finite element technique, we obtain for each element a set of
two equations cast in the form

(9.88)

The element matrices have all been considered before. Using now the standard
finite element assembly technique and applying the boundary conditions, we obtain
for the whole structure the following two matrix equations

[M](wa] + k(A] + [Kww}{w} + [KwF]{F} + [NXJ[[KGtla]

+ Nyy[K0lln] + Niy[KaHl,]] (w} = 0 (9.89)

We observe that the degree of freedom [F} can be eliminated using the compat-
ibility equation of the system of equations, i.e., the second equation of the system
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Fig. 9.7 Flutter dynamic pressure parameter vs shell rise for flow in the x direction
and all edges freely supported.

[Eq. (9.89)], to obtain

[Keq\{w} + [M]{u/'} -

+ Nxy[KOHlf]]{w} = 0

where

[Nxx[KGNxx] + Nyy[KGNyy]

(9.90)

(9.91)

An examination of Eq. (9.90) reveals that the computational effort required
for the solution of the aeroelastic stability problem when the present formulation
is used is equivalent to that of a flat plate. Furthermore, the in-plane boundary
conditions are applied on F, FfJC, Fty, and FjXy and are all nodal degrees of freedom
of the finite element model. Figures 9.7-9.9 present some of the results obtained
using the present formulation. Figure 9.7 presents the critical flutter parameter
A.cr vs the shell rise H/h, where H is the maximum shell height and h is the
shell thickness for different values of the panel aspect ratio a/b for rectangular
freely supported panels on all edges. The results are compared with the two-mode
Galerkin solution of Voss19 and Dowell's solution.22

Dowell's solution is a six-chord wise-mode Galerkin approximation with a half-
sine wave in the cross stream direction. Dowell's solution practically coincides
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Fig. 9.8 Flutter dynamic pressure parameter vs shell rise for flow in the y direction
and all edges freely supported.

with the present finite element formulation for the part of the curve where n = I
are the critical modes for instability. Voss's two-mode solution, despite being
conservative, shows the same trend as the finite element solution.

Figure 9.8 presents the results of freely supported panels with flow in the y
direction and for different aspect ratios of the panels. Figure 9.9 presents the
results for four-edge clamped panels with flow in the x direction.

Observing the results of Figs. 9.7-9.9, the following conclusions can be made:
1) When the curvature parameter is very small and therefore the panel approaches

the flat plate behavior and for flows in the x direction, the critical modes for flutter
are for n = 1 and are the first spanwise modes. In this region, the curvature effect
is stabilizing in the sense that the critical dynamic pressure increases with the
increase of the curvature. With further increase in the curvature, the panel passes
through a transition region characterized from a flat plate behavior to a deep shell
behavior. This region is characterized by the dips, knees, and cups observed in the
dynamic pressure parameter vs curvature effect and is explained by the coalescence
of successive higher modes to produce the first critical flutter condition. After this
transition region, with further increase in the curvature, the panel behaves as a deep
shell, and the critical flutter modes are those with an elevated number of waves in
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Fig. 9.9 Flutter dynamic pressure parameter vs shell rise for flow in the x direction
and all edges clamped.

the cross stream direction and the first streamwise modes. In this part, the shallow
shell theory is no longer adequate and deep shell theory should be used in the
analysis. The present shallow shell theory is therefore limited to the flat plate and
the transition part behavior of the curved panels.

2) For flow parallel to the y direction, the curvature effect is destabilizing, a
decrease of the flutter dynamic pressure with the increase of the curvature. Again,
this is explained by the frequency spectrum of the panel. In the transition region,
the panel is characterized by the same behavior demonstrated in the x direction
flow case, and coalescence of successive values of ncr occurs.

3) For the clarity of the exposition, no damping effect, whether of structural or
aerodynamic nature, has been incorporated to the analysis. If a constant viscous-
type structural damping and/or aerodynamic damping term of the potential flow
theory is used in the analysis, it can be shown that the effect is always stabilizing,8

an increase of the critical dynamic pressure. The effect of such damping is small
in the flat plate and deep shell regions. In the transition region, such damping has
a greater influence on the panel stability and removes the sharp minimums or dips
observed in the critical dynamic pressure parameter, which are due to coalescence
of modes with nearly identical frequencies and small aerodynamic coupling.
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9.5 Laminated Fiber-Reinforced Shallow Shells
Laminated fiber-reinforced composite materials are being utilized increasingly

in the design of exposed skin construction of supersonic and reentry vehicles. In
general, such panels have greater strength-to-weight ratio than the conventional
isotropic panels and thus provide considerable weight savings. However, their
use in the design of aerospace vehicles introduces several complication factors
that are not present in the conventional isotropic panels. Such complications are
mainly due to the fiber orientation, which introduces a twisting-bending coupling,
and due to the number of layers and their stacking sequence, which introduces a
material stretching-bending coupling. A further complication is introduced by the
geometric stretching-bending coupling due to the shell curvature. All these factors
interact in a complicated manner on the free vibration frequency spectrum of the
shells and therefore affect their borderline of dynamic stability. An efficient use
of these modern material constructions needs therefore a good understanding of
their structural dynamic stability behavior under various loadings and boundary
conditions.

Since the earlier works on panel flutter, the complications introduced to the
design due to the use of composite materials were addressed by several investi-
gators.25"28 These pioneering works mainly concentrated on flat orthotropic panels
and used the Rayleigh-Ritz and the Galerkin methods for the problem solution.
With the advent of high-speed computation devices and the efficient use of the
finite element method in structural dynamic stability problems, much research on
the aeroelasticity of fiber-reinforced composite material panels, using the finite
element method, was published.29"33 In all these references, the total potential
energy functional was used for the finite element formulation of the problem.
Alternatively, the problem can be formulated using a two-field variable modified
functional with the transverse displacement w and Airy stress function F as the
field variables of the problem. Such formulation was proposed in Ref. 34, where a
C1 continuity rectangular finite element was used for the problem solution. In the
following, the problem of fiber-reinforced doubly curved shallow shells subjected
to external nonconservative aerodynamic loads will be analyzed in detail starting
from the functional formulation. It is shown that the functional presented has no
explicit material bending-extension coupling terms.

These effects appear only in the equivalent material bending stiffness consti-
tutive constants. The solution of the problem is then made using a C1 continuity
finite element method. It is shown that the computational effort, when the present
formulation is used, is equivalent to the effort required for an isotropic flat plate
solution. Numerical results are given, and the results obtained are discussed and
are compared with previous solutions, whenever available. The effect of material
extension-bending coupling, i.e., the number of layers and their stacking sequence;
the effect of the twisting-bending coupling, i.e., the fiber orientation; and the ef-
fect of geometric extension-bending coupling, i.e., the shell curvature, on the
borderline of the aeroelastic stability is examined in a detailed and conclusive
manner. For the clarity of the exposition, no damping effect, whether of structural
or aerodynamic nature, has been incorporated to the analysis. The damping effect
on the panel aeroelastic stability8 is the same whether the shell is isotropic or of
fiber-reinforced composite material.
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9.5. 1 Problem Formulation
In this section, the classical laminated fiber-reinforced theory35"37 is used to ob-

tain material global constitutive relations. Some of these relationships, available in
the literature, are repeated in this section for completeness of the presentation and
for giving a formulation that completely avoids the factors 2 or 1/2 that are com-
monly used in this classical laminated fiber-reinforced theory36'37 and present an
apparent asymmetry in material constitutive relations. The stress-strain relations
for a thin orthotropic lamina, lying in the x-y plane with major principal material
coordinates in the 1-1 direction, can be written as37

- V12V2l

£22
0

0 0

£2
y\2

(9.92)

where, in Eq. (9.92), the engineering contracted notation commonly used in the
laminated fiber-reinforced composite material literature36'37 has been used. Ac-
cording to this notation, the engineering strain y\i is twice the shear strain com-
ponent e 12 of the strain tensor, i.e., y\2 = 2^j2. The stress and strain components
can be written in terms of the reference coordinate system x-y using the law of
tensor coordinate transformation and read

= [T]
1

cos2 e
sin26>

sin 0 cos 6

and

sin20 -2 sin 9 cos 0
cos2 6 2 sin # cos 0

—sin 0 cos 0 cos2 0 — sin2 9
"1

(9.93)

= < £w
f ^ i i )

= [7] | £22 | =
Ul2 J

£2
Kl2

2

(9.94)

where [T] is the tensorial transformation matrix for tensors of the second kind and
6 is the angle of the fiber orientation of the lamina measured from the x direction
to the major material principal direction. Using Eqs. (9.92-9.94) we can write the
stress-strain relations in the material reference coordinates x-y as

= [fi*l (9.95)
Yxy
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where <2* is the constitutive material matrix of the lamina and is a symmetric
matrix with elements given by

fit, = l*Qu + 2l2m2(Q}2 + 2Q^) + m4Q22

Q*22 = ™4<2l. + 2l2m2(Ql2

fi*2 = Pm2(Qn + 612 ~ 4Q
(9.96)

fits = Pm(Qn - Qn - 2Qx) + lm\Qn - Q22 + 2<233)

u - Q12 - 2Qx) + Pm(Ql2 - Q22

(I4

+ Q22 - 2g12 -

where Q/j are obtained from Eq. 9.92, / = cos 9 and m = sin 9. Consider now a
laminated fiber-reinforced composite material composed of « laminas, under the
assumption of Kirchhoff-Love hypothesis for thin plates and shells. We can write
the strains in the laminate in terms of the middle surface strains and curvatures as

. Yxy
*?
Y°*y

(9.97)

where z is measured from the middle surface of the laminate. Defining the internal
stress and moment resultants as

Nx

Ny

N •/.
xy

A/2

-A/2

Mx

My

Mxy
-Lh/2

-A/2
zdz (9.98)

and using Eqs. (9.95-9.98), we can write an expression for the stress and moment
resultants in terms of the middle surface strains and curvature as

{M} [Z)]]|» (9.99)

The global constitutive relationships [A], [B], and [D] of the laminated fiber-
reinforced composite material are obtained from the laminas's properties as36'37

k=\

5EL k=\
(9.100)

k=\
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where h is the vectorial distance from the middle surface of the laminated composite
material to the upper surface of the lamina k and n is the total number of the laminas.
Inverting the first relation of Eq. (9.99), we obtain

m
\ { M }

where [A*] = [A]'1 and [D*] = [D] - ffiltA]"1 [B]. Defining an Airy stress func-
tion F as

82F 82F
(9'102)

and neglecting the in-plane inertia terms, we can write the variational equation
of doubly curved shallow shells of laminated fiber-reinforced composite material,
considering the effect of the work done by external incremental nonstationary
airloads applied to the upper surface as

-\f [0n«'L + #2 2D*2w.xxw.yy

- I [A*22F2
X

^ J A
A*ltF2

yy

+ 2A*l2FxxFyy + 4A$3F2
xy - 2A*23F,xxF,xy - 2A*l3F.yyFtXy] dA

+ I wA/?dA|dr =0 (9.103)
JA \

where the functions subjected to variation are the transverse displacement w and
the Airy stress function F. Notice the simplicity of the present formulation where
we do not have explicit material bending-in-plane coupling terms; their effect
appears only in the equivalent constitutive elements D*-. Using Eq. (9.103), the
Euler-Lagrange equations governing the problem are obtained and read

F
" + phwM + A7 = 0

(9.104)
I A i ^ r ^ ~T (Aj2 ~T A$)r^XX 2/\2
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The boundary conditions are obtained as follows:
1) On x = const: w is prescribed or MXtX + 2Mxyty = 0, w,x is prescribed or

Mx = 0, F is prescribed or utyy = 0, and FtX is prescribed or v,y = 0.
2) On y = const: iu is prescribed or My,y + 2MxytX = 0, w,}, is prescribed or

My = 0, F is prescribed or i>tJU: = 0, and F,y is prescribed or utX = 0.
3) At a corner (discontinuity in C): Af^ = 0 (equivalent to wtXy = 0), if w is

not prescribed, and FtXy = 0, if F is not prescribed.
The first conditions are the forced or geometrical conditions, and the second

ones are the free or natural conditions. When using a variational formulation for a
boundary value problem, the admissible functions should satisfy only the forced
boundary conditions. Therefore, using the above conditions, we can write the
classical boundary conditions on an edge /x = const, where /z stands for x or y
and r\ is taken as the normal direction to /x as follows:

Clamped edge: w = wttl = 0 and at a corner F<M = 0
Free edge: F — FM = 0 and at a corner M.M — 0(i.e., w.M = 0)
Simply supported edge : w = 0 and at a corner F ̂  = 0
Freely supported edge : w = F = 0

Using the quasistatic aerodynamic theory, the relationship between the incre-
mental nonstationary aerodynamic pressure A/? and the transverse displacement
w can be written as

A/? =
(M2 -

where Q = p V2/2 is the dynamic pressure and M and V are the free stream Mach
number and velocity, respectively. Now, a finite element solution for the problem
at hand can be performed using rectangular elements preserving C1 continuity,
based on the functional given in Eq. (9.103). Thus, we can write

(9.107)

where f stands for w or F and //mn are first-order Hermitian polynomials. Using
the standard finite element technique, we obtain for each element a set of two
equations cast in the form below

[kww]{w] + [kwF]{F] + [m]{w] + X[a]{w] = {0} (9.108)

and

{0} (9.109)
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The element stiffness matrix [&u;u;L the compatibility matrix [kFF], the coupling
matrix [kwF], and its transposed [kFw]

4D3'3[*<4>]

+ 2D*3[A:<5>]+2D|3[/fe(6)]

[kFF] = A*2[^'> + Af,[*e>]

1

(9.110a)

(9.1 lOb)

(9.110c)

The elements of the matrices [&(/)] for / = 1-4 have been treated in the previous
sections. The remaining matrices, using the same concise notation of Refs. 11 and
24, read

i , m j ) + S3a(nj,ni)S2b(mj,mi) (9.11 la)

(9.1 lie)

and

(9. 11 Id)

(9.112)

where the same notation of Refs. 1 1 and 24 has been used and the remaining sub-
matrices, the mass matrix and the aerodynamic, are the same as given in previous
sections. Using the finite element standard assembly technique and applying the
appropriate boundary conditions, the matrix equations for the whole structure read

" 0
0

-I/a
. I/a

0
0

I/a
-I/a

I/a
-I/a
-1/2

1/2

-I/a 1
I/a

-1/2
1/2.

+ [KwF]{F] + [M}{w] + X[A]{w} = {0} (9.113)

and

{0] (9.114)

Now, the degrees of freedom {F} can be eliminated using the compatibility Eq.
(9.1 14), and the solution of the problem is reduced to

where

[KFw]

(9.115)

(9.116)

An examination of Eq. (9.116) reveals that the computational effort required for
the solution of the stability problem is equivalent to that of a flat plate problem when

Purchased from American Institute of Aeronautics and Astronautics  

 



AEROELASTICITY OF PLATES AND SHELLS 259

the present formulation is used. Furthermore, the in-plane boundary conditions are
applied for F, FiJC, F,y, and F,xy and are all nodal degrees of freedom. It is to be
observed that the boundary conditions on F and its partial derivatives are performed
on Eq. (9.114) before the application of the static condensation procedure.

9.5.2 Numerical Results
The problem of vibration and flutter of doubly curved laminated fiber-reinforce-

ment composite material shells presents several complication factors. The fiber
orientation, the number of layers, and their stacking sequence introduce extension-
bending, twisting-bending, and extension-shear couplings. The shell geometric
curvature presents a further extension-bending interaction effect. The transverse
and in-plane boundary condition affect the natural vibration frequency spectrum
and therefore the borderline of the flutter stability of the shell. To study the effect
and the trend of these parameters on the stability of the shell in a systematic and
organized manner, several examples are presented in this section. These exam-
ples address one or more parameters at a time to determine their effect on the
borderline of the flutter stability of the shell. The results obtained in this section
are discussed and compared with alternative solutions available in the literature,
whenever possible, to show the efficiency and validity of the present formulation.

The first examples presented are flutter solutions of flat single-layer orthotropic
rectangular panels with the four edges clamped or simply supported. This prob-
lem was addressed by several investigators; one can mention the earlier works
of Calligeros and Dugundgi,25-26 Ketter,27 and Sawyer28 who used the Rayleigh-
Ritz and the Galerkin methods for the solution of the problem and the finite ele-
ment method solutions of Pidaparti and Yang,32 Gray and Mei,33 and Lin et al.30

The present numerical calculations were performed for a = 400 in., h = 2 in.,
£1 = 13.5 x 106 psi, E2 = 2.7 x 106 psi, v = 0.3, G,2 = 0.945 x 106 psi,
and p — 0.192 x 10~3 Ib-s2/in.4 These dimensions and material properties have
been used to compare the present analysis with the results available in the literature
where the same properties have been used. For these material and geometrical prop-
erties, we observe that there is no material bending-extension coupling since only
one layer is considered (Z?/y =0) and no geometric bending-extension coupling
since the panel is flat. The only coupling present is that due to twisting-bending
when the fiber orientation angle is not aligned with the plate reference axis. The
results of the present analysis for a square planform using a finite element mesh
of 4 x 4 elements are shown in Fig. 9.10 and are plotted for a nondimensional
critical pressure parameter A,*r — \crcr>IEj\r> against the variation of the fiber
orientation angle 0 and are compared with the results of Refs. 30 and 32. Both
references (30 and 32) use the finite element method for the problem solution.
Reference 32 uses compatible displacement rectangular shell finite element with
48 degrees of freedom that reduces to a 16-degree-of-freedom element for the case
of a single-layer flat plate, and Ref. 30 uses a compatible flat 18-degree-of-freedom
triangular element. It can be seen from the results of Fig. 9.10 that the present finite
element solution coincides with the solutions of Refs. 30 and 32. From the results
presented, it can be seen that the clamped boundary condition presents higher flut-
ter dynamic pressure compared to the simply supported case. Furthermore, for the
case analyzed, a square planform, the maximum dynamic pressure parameter is
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Fig. 9.10 Nondimensional aerodynamic critical pressure parameter A*r = \cra3 /E2h3

vs variation of the fiber orientation angle 9 degrees for a single-layer flat orthotropic
plate a/b = 1, and E^ = 2.7 X 106 psi, Ei/E2 = 5, GJ2 = 0.35 E2, 1/12 = 0.3, and p =
0.192 X 10~3 Ib-s2/in.4 Present analysis (O clamped and + simply supported) compared
with the results of Refs. 30 and 32.

attained when the orthotropicity angle is zero, i.e., when the 1-axis of the material
coincides with reference ;c-axis of the plate, which in turn coincides with the flow
direction, and reaches a minimum value when 9 = 90 deg. However, this fact is
only for a square planform; it has been demonstrated in earlier works on flutter of
orthotropic plates25'26'27 that, for plates with aspect ratios, different from one, a
local maximum for the dynamic pressure parameter is reached at an orthotropicity
angle between 0 and 90 deg. This fact is evidenced in the results shown in Fig.
9.11, where the same calculations were repeated for a/b = 3. From the results of
Fig. 9.11, it can be observed that the maximum dynamic pressure parameter value
is reached at a fiber orientation angle in the vicinity of 30 deg for both simply sup-
ported and clamped boundary conditions. These first series of calculations aimed
to study the effect of the bending-twisting parameter (i.e., the fiber orientation
angle), the panel aspect ratio effect, and the general trend of the influence of the
transverse boundary condition on the flutter behavior of fiber-reinforced composite
material panels.

In the sequel, the effect of the number of layers and their stacking sequence on the
borderline of the flutter stability of laminated fiber-reinforced composite panels is
examined. Two examples are presented and are a flutter analysis of laminated fiber-
reinforced boron-epoxy square plates clamped on all edges. In the first case, the
plate is composed of eight symmetrically disposed layers [0/90]2s. The dimensions
used in the analysis are 400 x 400 in. and a thickness of 8 in. The material properties
considered in the analysis are E\ = 31 x 106 psi, E2 = 2.7 x 106 psi, G\2 =
0.75 xlO6 psi, v12 = 0.28, and p = 0.192 x!0~3lb-s2/in.4 Again, these dimensions
and material properties have been used to compare the present analysis with the
results available in the literature where the same properties have been used. It
is to be observed that, in the present example, there is no material or geometric
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Fig. 9.11 Nondimensional aerodynamic critical pressure parameter A*r = \cra3/E2h3

vs variation of the fiber orientation angle 6 degrees for a single-layer flat orthotropic
plate 0/£ = 3, and E2 = 2.7 x 106 psi, El/E2 = 5, G12 = 0.35 E2, vn = 0.3, and p =
0.192 X 10~3 Ib-s2/in.4 Present analysis (O clamped and + simply supported).

bending-stretching coupling nor bending-twisting coupling, i.e., only the effect
of orthotropicity is evidenced.

Table 9.4 shows the results obtained using the present formulation and the com-
parison with the results of the same problem using different methods of solution
available in the literature. In the second example, the same material properties and
geometry as in the first example are used except for the number of layers of their
disposition about the plate middle surface. In this second example, the laminate
has two layers stacked as [0/90]. In this case, a bending-stretching coupling exists
due to the asymmetric disposition of the layers. The results of the analysis are
given in Table 9.5 and are compared with other methods of solution available in
the literature.

From the results shown in Tables 9.4 and 9.5, it can be observed that favor-
able agreement exists between the different methods of analysis. Furthermore,
comparing the results of Tables 9.4 and 9.5, it can be observed that the material

Table 9.4 Flutter boundary, Ac*r = \cra3/E2h3 and u£ = ucr(a2/h)(E/p)1/2,
for a squared laminated boron-epoxy composite with eight layers symmetri-

cally arranged [0/90]2v, clamped-on-all-edges flat plate, a = b = 400 in.,
h = 8 in., EI = 31 x 106 psi, E2 = 2.7 x 106 psi, G12 = 0.75 x 106 psi,

i/12 = 0.28, and p = 0.192 x 10~3 Ib s2/in.4

Source A* col

Finite elements triangular (mesh 8 x 8 ) (Ref. 31)
Finite elements rectangular (mesh 6 x 6 ) (Ref. 32)
Series solution (Ref. 29)
Integral equations method (Ref. 29)
Finite elements present (mesh 4 x 4 )

471.00
472.00
474.60
446.36
452.54

46.89
46.80
47.19
46.09
46.09
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Table 9.5 Flutter boundary, A*r = \cra*/E2h* and u£ = ucr(a2/h)(E/p)1/2,
for a squared laminated boron-epoxy composite material with two layers

[0/90], clamped-on-all-edges flat plate, a = b = 400 in., h = 8 in.,
EI = 31 x 106 psi, E2 = 2.7 x 106 psi, Gn = 0.75 X 106 psi,

z/12 = 0.28, and p = 0.192 x 10~3 Ib s2/in.4

Source A.* &>*

Finite elements rectangular (mesh 6 x 6 ) (Ref. 32)
Series solution (Ref. 29)
Integral equations method (Ref. 29)
Finite elements present (mesh 4 x 4 )

First flutter point
Second flutter point

194.00
173.31
163.23

168.29
201.00

31.46
29.79
28.99

21.48
30.42

bending-stretching coupling has a big influence on the flutter boundary and is
destabilizing. The flutter dynamic pressure parameter for the symmetric stacking
arrangement is more than twice the value for the asymmetric arrangement. Fur-
thermore, comparing the present results with those of Ref. 32, it can be observed
the solution given in Ref. 32 coincides with the present formulation for the second
flutter point, while Ref. 32 misses the first flutter point.

In the previous examples, the effects of the bending-twisting coupling (fiber ori-
entation) and the material bending-stretching coupling (number of layers and their
disposition) on the borderline of the flutter stability of laminated fiber-reinforced
composite materials have been examined. In the sequel, the effect of the bending-
stretching coupling due to the geometric curvature on the borderline of flutter
stability will be studied in detail. First, a series of free vibration results are given
and compared with previous solutions available in the literature; aeroelastic results
are then presented. The first case considered in this series of calculations is a free
vibration analysis of cross-ply [0/90] shallow spherically and cylindrically curved
shells. The numerical calculations were performed for a = b = 10 in., h = 0.1 in.,
EI = 21 x 106 psi, E2 = 1.4 x 106 psi, v = 0.3, G12 = 0.6 x 106 psi, and
p = 0.1475 x 10~3 Ib-s2/in.4 For this example, there is no bending-twisting mate-
rial coupling since £>*3 = D|3 = 0; however, a high degree of material extension-
bending coupling is present together with a geometric extension-bending coupling
due to the shell curvature. The present analyses were performed using a 4 x 4 fi-
nite element mesh for different R/a values and for clamped boundary conditions
on all edges. The results of the analyses for the fundamental natural frequency
are shown in Table 9.6 and compared with the finite element results obtained in
Ref. 38, which used a 20-degree-of-freedom rectangular element. The results ob-
tained using the present formulation agree favorably with the results of Ref. 38.
Furthermore, the effect of the curvature coupling is shown to increase the fun-
damental frequency. However, the geometric curvature, as will be shown in the
sequel, interacts in a complicated manner on the frequency spectrum and mode
shapes of the shell and therefore has a complicated effect on the flutter bound-
aries of the shell. The next example presented is again a free vibration problem
of shallow spherically curved fiber-reinforced composite material with four layers
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Table 9.6 Fundamental natural frequency of clamped spherical
and cylindrical cross-ply [0/90] shells; a = b = 10 in., h = 0.1 in.,
EI = 21 x 106 psi, E2 = 1.4 X 106 psi, v = 0.3, Gn = 0.6 x 106

psi, and p = 0.1475 X 10~3 Ib s2/in.4

Fundamental natural frequency /, Hz

Clamped spherical shell Clamped cylindrical shell

R/a Ref. 38 Present Ref. 38 Present

20
40
50

oo (plate)

380.27
303.84
293.29
273.48

380.00
303.67
293.13
273.35

331.54
289.74
284.19
273.48

328.59
288.31
283.04
273.35

disposed in a symmetric arrangement [0,90,90,0]. The numerical calculations were
performed for a = b= 100 in., h = 1 in., E} = 21 x 106psi, £2 = 0.84 x 106 psi,
Gn = 0.42 x 106 psi, Vi2 = 0.25, and p = 1 Ib-s2/in.4 The analysis was per-
formed for a finite element mesh of 4 x 4 elements and for freely supported
boundary conditions on the four edges of the shell. For this example, there is no
material bending-extension coupling since the disposition of the layers is symmet-
ric. The only coupling present is due to the shell geometric curvature. The results
of the analyses are shown in Table 9.7 for the fundamental natural frequency and
for different shell curvature. The present results are compared with the previously
mentioned finite element solution of Ref. 38 and the closed-form analytical solu-
tion of Ref. 39. The results show good agreement among the various methods of
solution, and again the effect of the curvature coupling is shown to increase the
fundamental frequency.

The final series of calculations presented are flutter solutions of doubly curved
laminated fiber-reinforced composite material shallow shells. The material

Table 9.7 Comparison of the fundamental nondimensional
natural frequency, u>* = ua3(p/E2h)1/2, of freely supported

spherical four-layer [0/90/90/0] shells; a = b = 100 in.,
h = 1 in., EI = 21 X 106 psi, E2 = 0.84 X 106 psi,

G12 = 0.42 X106 psi, i/12 = 0.25, and p = 1 Ib s2/in.4

R/a Ref. 38 Ref. 39 Present

2
3
4
5
10

68.498
47.553
37.184
31.159
20.417

68.294
47.415
37.082
31.079
20.380

69.87
47.94
37.34
31.24
20.44

oo (plate) 15.195 15.184 15.23
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400

200

0.1 0.2 0.3

Fig. 9.12 Nondimensional aerodynamic critical pressure parameter A*r = Acrfl3/Eih?
vs variation of cross stream curvature parameter a/R\ for spherical shells O,
paraboloidal shells +, and cylindrical shells x, of fiber-reinforced laminated composite
material, having square planform and freely supported boundary conditions on the
four edges.

properties common to all these calculations are E\ — 21 x 106 psi, £2 = 0.84 x
106 psi, G12 = 0.42 x 106 psi, v12 = 0.25, and four-layer [0/90/90/0].

The shells analyzed are all square planforms of dimensions 100 x 100 in. and
a thickness of 1 in. The calculations were performed for cylindrical, paraboloidal,
and spherical shells. The boundary conditions considered are freely supported
boundary conditions on the four edges. All the analyses were performed using a
finite element mesh of 4 x 4 elements. The results of the analyses are summa-
rized in Fig. 9.12. The results presented are plotted for the variation of the critical
dynamic pressure parameter X*r = Xcra3 /E2h3 vs a variation of a curvature pa-
rameter a/R\. In these calculations, R\ was considered as the radius of curvature
in the cross stream direction and is common for all the types of shells analyzed.
In the streamwise direction, R2 is infinity for the cylindrical shells, R2 — R\ for
the spherical shells, and R2 was taken as 2R\ for the paraboloidal shells. For these
shells analyzed, there is no material extension-bending coupling since the stacking
disposition of the material laminate is symmetric. Therefore, the only extension-
bending coupling considered is due to the geometric curvature. From the results
of the analyses, it can be concluded that the streamwise curvature is destabilizing,
i.e., for the same cross stream curvature the cylindrical shell is more stable than
the paraboloidal shell, and this is more stable than the spherical shell. The effect of

Purchased from American Institute of Aeronautics and Astronautics  

 



AEROELASTICITY OF PLATES AND SHELLS 265

cross stream curvature is similar to the case of isotropic shallow shells previously
analyzed in Refs. 23 and 24. For very small curvature, the critical flutter modes are
the first modes, and X*r is practically the same as for a flat panel. With the increase
of curvature, higher modes coalesce first, and the coalescence is characterized by
the decrease or increase in the critical dynamic pressure parameter. In the region
of the flat plate behavior, the curvature effect is stabilizing. With the increase of
curvature, the shell passes through a transition region, characterized by successive
waves of successive higher modes's coalescence. After this transition region, the
panel behaves as a deep shell, and A*r is for an elevated number of waves in the
cross stream direction and for the first spanwise modes.

9.6 Shells of Revolution
In this section, the aeroelasticity of axisymmetric shells of revolution is studied.

Namely, we will be concerned with the solution of the problem of aeroelasticity of
circular cylindrical and conical shells. General shells of revolution will be briefly
discussed.

9.6. 1 Circular Cylindrical Shells
The Hamilton principle for the problem at hand can be written as

I' 8(T -Ui -Ut)dt + f 2

Jt\ Jt\
8Wdt = 0 (9.117)

t\ t\
where the functional 7, U\, and £// are given in Section 4.4.1 and W is the work
done by the external aerodynamic load and reads

rL/R i>2

JQ JQ
W= / / ApwR^dOds (9.118)

Jo Jo
where Ap is the aerodynamic pressure. In the following, a first-order high Mach
number approximation will be used for the representation of the aerodynamic
pressure term, which can be written as2'40

* , . ,1 _ ^ l l n a ~ T / / a , r 7 i \ o * ,» «.,,„-» i\-

QR rVR f*r r3w R(M2-2)dw w 1
W = — —————r / / w \ — -f ———^——— — — ——————r d£ dO

-l)Uo Jo L ^ V(M2-l)3t 2(M2-1)U

(M2 - l)t L*»* ^(M2 - 1) to 2/?(M2 - l)i
Substituting Eq. (9.119) into Eq. (9.118), we obtain

2QR
(M2 - 1)5

(9.120)

where Q = paV2/2 is the dynamic free stream pressure, pa is the free stream
density, V is the free stream velocity, M is the free stream Mach number, and other
notations are as defined previously. Through application of Hamilton's principle,
the following Euler-Lagrange equations are obtained

(9.121)
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where [Lo] is the differential operator according to Donnell-Mushtari's theory,
[Li] is the differential operator incorporated according to the modified shell the-
ory used, and {q} = [u v w]r. The Donnell-Mushtari operator for the case at hand
reads

32 l _ v 32 1 - v2 32 1 - v2 , o o , d2

Lo" = i? + ——W ~p——RW* ~ ~
i + v a2 i - v 2 a2

d0ds

(1 - v) 32 32 1 - v2 , 32 1 - v2

4Eh

L0lJ

1 k\

p ^x — +l_a>y
( l - v

Eh
= L0ji

' 4 I ^ ~ V V1 P J7 K

t,

R(M2 - 2) 8

2\ r 32
jY°[_ a^2

i,j = 1,2,3

32 1 - v2

3f2 ' Eh '

1
2(M2 - l)i

oeW2\

2Q__
'2-l)±

The modified oprator [Lj] , according to the various modified shell theories, is as
given before in Section 4.4.1.

Now, if the analysis is limited to the Donnell-Mushtari theory, the in-plane
inertia terms and initial in-plane stress terms in u and v are neglected. It can
be shown (see for example Ref. 41) that the problem is governed by a single
differential equation in w and can be written as

,m^(9'123)

Most of the aeroelastic stability analyses of circular cylindrical shells have been
solved using the simplified differential equation of motion [Eq. (9.123)] coupled
with the classical Galerkin method for the case of freely supported end conditions.
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In the following, the main contributions to the problem's solution are briefly dis-
cussed. The first attempts to obtain a solution of the problem were made by Leonard
and Hedgepeth42 and Miles,43 who treated the problem of infinitely long cylinders
and assumed the solution in the form of traveling waves. The solution of finite
length cylinder was then presented by Holt and Strack44 using Goldenweizer shell
theory and applying the Laplace transformation to obtain the generalized aero-
dynamic forces. Voss19 used the Goldenweizer shell theory with in-plane inertias
retained and quasisteady aerodynamic theory for expressing aerodynamic loads.
The problem was solved using the Galerkin method. The effect of initial prestress
was included in the analysis. However, there were missing terms in the formula-
tion compared to the derivation exposed above for initial prestress and included
unsymmetric terms. The numerical calculations performed in his analysis did not
include prestress cases and, for the typical shell geometry used, showed that there
were two values for A6T, one with a large number of nodes in the axial direction
and zero nodes in the circumferential direction and the other with many circum-
ferential nodes (of the order of 18 for the shell considered) and with m = 1 in
the axial direction. Kobayashi45 used the simplified Donnell-Mushtari equations
and the quasisteady aerodynamic theory coupled with a Galerkin solution. For a
two-mode Galerkin solution, he obtained a simple expression for the solution as

(9.124)

where

a = [12(1 - v2)/Jt4][L2/n2R2]

M2-2
Yc = M2- 1 ph(M

cr 1'

- 1)5 J

Notice that YC is the effect of the aerodynamic damping. Thus, the solution
to Eq. (9.124) is made iteratively if such damping is included in the analysis.
Furthermore, n is a parameter of the problem, and the minimum value of X*r must
be determined while varying n. Notice further that, if the aerodynamic damping
is neglected, the solution is independent of NQQ, i.e., the internal pressure has no
effect in such a solution. In 1966, Dowell and Widnall46 presented a method for
calculating the generalized aerodynamic forces based on the linearized potential
flow theory. Johns47 examined the case of large n, using DonnelFs equations, piston
theory, and a two-mode Galerkin solution, obtaining simple expressions for ncr
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and Qcr given by

ncr =

and

(9.125)

(9.126)

Olson and Fung48 presented a linear and a nonlinear analysis for the problem
at hand. For the linear case, they used DonnelPs equation and a Galerkin solution.
The aerodynamic part was made using the piston theory and a linearized poten-
tial theory. The results were compared with experimental findings. For no axial
forces, it was shown that both theories presented discrepancies compared to the
experimental values as functions of the internal pressure. Typical results obtained
in their investigations are shown in Fig. 9.13. Carter and Stearman49 presented a
nonlinear analysis using Donnell's equation and a first-order high Mach number
approximation to the linear potential flow theory. The numerical results obtained
showed the same trends as those of Olson and Fung.48 In an attempt to explain the
discrepancies between theory and experiments, Barr and Stearman50 included the
effect of initial imperfections in the analysis in the form of streamwise sinusoidal
imperfections. Donnell's equation was used, coupled with a Galerkin solution. The
stability was studied from the initial imperfections state of deformation. The anal-
ysis with imperfections correlated better with experimental values (see Fig. 9.13).

Fig. 9.13 Flutter boundary of cylindrical shells.
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Table 9.8 Values of a as functions of L/R for use in Eqs. (9.127) and (9.128)

L/R 0 0.75 1 2 4 6 10

a 347.7 1408 1190 40.41 4.063 1.844 0.723

Librescu and Malaiu51 treated the orthotropic cylinder using the Galerkin so-
lution. In Ref. 52, Dixon and Hudson made various numerical calculations using
Donnell's equation, no initial prestress, quasisteady aerodynamic theory, and up to
a 24-mode Galerkin solution. Parametric studies were made for various R/ h and
L/R, and an empirical formula was obtained by fitting the results to get a quick
prediction of the flutter condition of unstressed freely supported cylinders. The
formula was deduced to obtain a better estimation than that given in Eq. (9.124)
using a two-mode solution. The semiempirical formula reads

Xcr = a(l - v2)(R/h)x for L/R > 1 (9.127)

and

Xcr = a(l - v2)(R/H)x(R/L)3 for L/R < 1 (9.128)

where x = tan h(L/2R) and a is a parameter depending on L/R and is furnished
in Table 9.8.

In Ref. 53, the problem of shells of revolution in general, but with a slight
deviation from the cylinder, was studied. The aerodynamic theory used was a
full linearized potential flow theory, and the problem was solved by applying the
Galerkin method to both the equations of motion and the aerodynamic equation
using expressions that satisfy exactly the boundary conditions of the flow and the
equations of motion. The in-plane inertia was conserved in the analysis. Numerical
calculations were performed for an elliptic shell of revolution, where it was shown
that the curvature has a stabilizing effect on the stability boundary and ncr decreases
with the increase of the curvature. For the limiting case of the cylinder, the results
approached those of Olson and Fung48 and Carter and Stearman.49 It was shown
that a curvature parameter of H/Rmax > 0.05 completely stabilizes the shell (see
Fig. 9.14). Dowell and Voss in Ref. 54 give a review of the problem, and Parthan
and Johns in Ref. 55 compare various aerodynamic theories used, coupled with
the Galerkin method of solution.

In Ref. 56, a finite element solution was presented for the solution of the problem.
In-plane inertia was retained, and the effects of internal pressure and axial loads
were included in a consistent formulation using Eq. (9.122). The element used
was the conical frustum element specialized for the case of circular cylinders. The
element stiffness, mass, initial stiffness, and aerodynamic matrices are given in
Ref. 56. Various numerical results were performed and the results obtained agree
well with those of other investigators.

9.6.2 Conical Shells
Thin conical shells have been used extensively as adapter sections in rockets,

supersonic aircraft, and reentry vehicles. Thus, a knowledge of their aeroelastic
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2q ktfcm '

n
mac or

/
13

14

20 16

0.02 0.03 0.04 6

Fig. 9.14 Stability boundary of an elliptic shell of revolution 6 = Hmax/r.

behavior is required. In this section, the problem formulation will be based on
Novozhilov's theory of thin shells,57 here specialized for the case of a frustum of a
cone as shown in Fig. 9.15. The analysis will be limited to the use of the first-order
high Mach number approximation to the linear potential flow theory for express-
ing the aerodynamic pressure. The effects of internal pressure and axial loads are
discussed. Hamilton's principle for the problem at hand can be expressed as

8(T-U -I//) (9.129)

where the functionals U, T, and [// have been treated in Chapter 4. The work done
by the aerodynamic load reads

W
/

2n r>*2
I

Jx\
Apwr dOds (9.130)

where A/? is the aerodynamic pressure. Using a first-order high Mach number
approximation to the linear potential flow theory and including the effect of the
curvature term, we can write

2(2
(M2-

(M2-2) dw
(9.131)

where M is the local Mach number.
If the in-plane inertia terms are neglected, the analysis is limited to Donnell's

simplified theory; the terms in u and v in the initial stress energy functional are
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Fig. 9.15 Conical shell notations.

neglected, and defining an Airy stress function F as

1 82F 18F
1 y s i n

82F
"a^

(9.132)

06 Wds\

it can be shown that the differential equation governing the problem reduces to

S2sin2(l)~d02+'s~d7

3w_ (M2 -2) w
(M2 - 1)1 L 9^ V(M2 - 1)

V4F - £/zV2 iy = 0

where D = Eh3/I2(l- y2) and

2r(M2 -
(9.133)

a2

(9.134)
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Table 9.9 Dynamic pressure parameter
\r = 2qr\/D(M2 - I)1/2 for a conical

shell

Source Xcr ncr

Galerkin
Two terms (Ref. 3) ' 448
Four terms (Ref. 58) 669
Eight terms (Ref. 58) 558
Twelve Terms (Ref. 58) 590

FEM solution (Ref. 60)
A i 670
A2 662
AI 702

FEM solution (Ref. 61)
Ten elements 700
Twenty elements 609

5
6
5
5

6
6
6

6
5

The initial prestress loads are related to the internal pressure pm and the external
applied axial load px (positive for traction) through the relations

ss 27Trsm0cos0 2 (9135)
NQQ =aeeh= s tan 0pm

We notice that the first part of Eq. (9.133) is an equation of motion in the radial
direction, while the second equation is an equation of compatibility. Most available
analytical solutions of the problem were made using Eq. (9.133) coupled with the
Galerkin method of solution. In Ref. 58, the approximate Galerkin modes were put
in the second part of Eq. (9.133) to obtain F in terms of the assumed modes, and
this in turn was substituted in the first part of Eq. (9.133), and the Galerkin method
was then applied. In Ref. 3, the Galerkin method was applied directly to both parts
of Eq. (9.133). In Refs. 59 and 60, a finite element method formulation for the
problem was presented using Novozhilov's theory of thin shell. The formulation
of the element aerodynamic matrices follows the same procedure as was made for
the case of circular cylindrical shells and is given in Ref. 60. In the formulation of
such matrices of the conical frustum element, numerical integration is preferable;
otherwise, we will be faced with a huge amount of analytical formulas that are
difficult to manipulate and verify.

In Refs. 61 and 62, finite element formulation for the problem at hand was
made using Donnell-Mushtari thin shell theory. Some of the results obtained in
these analyses are shown in Table 9.9 and are compared with other analytical
solutions. The following parameters were used in the calculations: Young's mod-
ulus E = 6.5 x 106 lb/in.2, Poisson's ratio v = 0.29, material density p = 8.33 x
10~4 Ib-s2/in.4, shell thickness h = 0.051 in., cone semivertex 0 = 5 deg, M^ = 3,
TOO = 288.15 K, paoo = 14.696 lb/in.2, n/h = 148, and L/r\ = 8.13. The finite el-
ement results of Refs. 59 and 60 were made using a mesh of 10 elements. In these
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analyses, three sets of computations were performed and are labeled A\, AI, and
A 3 in Table 9.9. The calculations labeled A\ were done neglecting the damping
and effect of curvature in the formulation of aerodynamic loads. The calculations
labeled AI were performed with the inclusion of the curvature term. The third
case, labeled ^3, includes both damping and curvature effects. From these limited
results, it can be shown that, for the case treated here, the curvature effect has a
small effect on the stability boundary, while the damping effect has a greater in-
fluence and is stabilizing. In these analyses, Novozhilov's theory of thin shell was
used, and the in-plane inertia terms were retained in the analysis. The analytical
solution of Table 9.9 and the finite element solution of Ref. 61 use the simplified
Donnell-Mushtari theory. Furthermore, the finite element solution of Ref. 62 uses
the static condensation technique in the flutter solution and neglects the in-plane in-
ertia terms. The static condensation technique for the complicated problem treated
here is not recommended because it relies on intuition (see Ref. 63).

9.7 Damping in Aeroelasticity of Plates and Shells
In this section, an attempt is made to assess and discuss the effect of damping

in panel flutter analysis. The sources of damping in aeroelasticity of plates and
shells are of aerodynamic and structural nature. The aerodynamic damping enters
in the formulation through the term proportional to the velocity in the aerodynamic
surface loading expression. If a first-order high Mach number approximation to the
linear potential flow theory is used as has been exposed in the previous sections,
the aerodynamic damping is a mass proportional type and has always a stabiliz-
ing effect, i.e., the critical dynamic pressure parameter with aerodynamic damping
considered is greater than the critical dynamic pressure parameter when damping is
not considered. In general, for the practical range of the parameters inolved in the
aerodynamic damping estimation, its effect on the stability boundary is small. Ex-
ceptions to this general rule are cases when the critical flutter modes present nearly
identical natural frequencies associated with weak aerodynamic coupling. Exam-
ples of these situations are stressed flat panels with aspect ratios greater than one64

and circular cylindrical shells with large length-to-radius ratios where the critical
modes are higher axial modes with a low circumferential number of nodes.45'51'65

Extreme cases are when pairs of natural frequencies coincide or at a buckling
prestress of the panel; in such cases a zero critical dynamic pressure is observed
with no inclusion of aerodynamic damping. The aerodynamic damping effect in
such cases has a greater influence on the stability of the panels and removes the
sharp minimums or dips observed in curves of critical dynamic pressure parameter
vs prestress loads when damping is not considered. The second source of damp-
ing is of a structural nature. Ellen66 provides a useful classification of the different
types of damping by representing their effect in the equations of motion by terms
written in the form

n+}
(9'136)

where g is a structural damping coefficient and x is any spatial coordinate on the
surface. When g is a constant, the structural damping is a viscous-type damp-
ing. Furthermore, when n is zero, the viscous damping is of the same type of the
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aerodynamic damping previously considered and its effect is cumulative and al-
ways conservative in the sense previously discussed. This type of viscous damping
is extensively used in the literature. When n is different from zero, a viscoelastic
damping type is considered, which is strain dependent (and thus stress dependent)
in general. The effect of such damping when considered alone can be stabilizing or
destabilizing depending on the way of interaction with the structure, i.e., if it dis-
sipates or supplies energy to the system. In fact, a viscous damping proportional to
the restoring membrane stress but in phase with the velocity is destabilizing to the
membrane flutter.66'67 Another type of structural damping that has been considered
in the aeroelasticity of plate and shell analysis is a hysteretic-type damping. This
can be incorporated by writing in the equations of motion a damping term in the
form,66

s dn+lw
£- —— -
co dtdx"

(9.137)

where a) is the modulus of the complex frequency response and g is a constant.
Again, for n different from zero, the incorporation of such damping alone can
stabilize or destabilize the system. A formulation well adapted for aeroelastic
discrete system equations (e.g., finite element, Rayleigh-Ritz, Galerkin methods,
etc.) for the incorporation of a constant viscous damping effect in the analysis
was proposed in Refs. 68 and 69. The various methods proposed in these two
references reconstruct a viscous damping matrix [c], knowing the modal damping
ratio £/ (measured or assumed) of a number of natural modes of vibration. A
similar method to those proposed in Refs. 68 and 69 to reconstruct a viscous
damping matrix [c] from the knowledge or the assumption of the modal damping
ratio £/ of a number of natural modes can be written as

i
(9.138)

where [0]rtm is the mode shape matrix of the m modes considered with damping,
n is the total number of degrees of freedom of the dynamic system, and [ft] is
a diagonal matrix with ft = 2£/ct>//z/, where &>/ and //,/ are the natural frequency
and the generalized mass of the mode in consideration. This formulation, despite
leading to a full matrix [c], has the advantage of attributing different modal damping
ratio values to an individual number of modes and can be used in a parametric way
to study the effect of variation of damping for one or more modes on the system
stability. Finally, it should be emphasized that structural damping is a complex
physical problem and simple mathematical models to represent it must be validated
by experimental evidence.

9.8 Nonlinear Models
The material presented in this section is based on Ref. 70.

9.8.1 Flat Plate Models
In this section, we will use the von Karman nonlinear plate theory for the prob-

lem formulation, which is a subset of the general nonlinear theory of elasticity.
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For more details on the theory, the reader is referred to the classic textbooks on
the subject, e.g., Refs. 71-74. The derivation assumes large displacements, but the
rotations and strains are assumed to be small compared to unity, so that the changes
in the geometry in the definition of the stresses and the integrations are neglected.
Furthermore, use is made of Kirchoff 's assumption, i.e., planes normal to the un-
deformed middle surface remain plane and normal to the deformed middle surface.
Under such assumptions, the strain displacement relations can be written as

_ _ _
— 7 ' 77 "7 ~~ ^"7 Tdx 2 dx ] 3x2

- —-— TT~ ' 77 "7 ~~2|_ a ;y

1 \— —- 92w 1 1 Bw (hv
2 [jy + 3Jc ~ Zdxdy\ + 2~dx~dy

(9.139)

2 d y

where we have neglected the transverse shear deformations and Cartesian coordi-
nates have been used; with x-y being the plate midplane, u and v are the displace-
ments of the middle surface in the x-y directions, w is the transverse displacement
in the z direction, and s is the strain tensor. The stress-strain relations are given by

axy = 2Gsxy cryz = 2G£yZ =0 axz = 2Gsxz =0 azz = 0

where we have assumed that the plate is thin (<7ZZ = 0) and isotropic with E, G,
and v being Young's modulus, shear modulus (= E/2[l + v]), and Poisson's ratio,
respectively. The strain energy of small deformations reads

U = - I [oxxsxx + ffyySyy + <7Xy£Xy] dx dy dz = U (u, v, w) (9.141)
£ Jv

where the quantities subjected to variation are the displacements w, u, and w and
Eqs. (9.139) and (9.140) are to be used in Eq. (9.141). Now, defining the in-plane
stress resultants as

/

h/2 rh/2 nh/2
CTxxdz Nyy = OyytZ NXy = I <TXy *Z (9.142)

-h/2 J-h/2 J-h/2
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where h is the plate thickness and introducing an Airy stress function F, which
satisfies the in-plane equilibrium and is related to the in-plane stress resultants as

d2F d2F 32F
(9.143)

£/* = -
2Eh

it can then be shown that Eq. (9.141) can be written as

32Fd2F
fo2) ' \3y2J ^ 3x2 dy2

2

where D = Eh3 /1 2(1 — v2). The quantities subject to variation in Eq. (9.144) are
F and w and have been reduced to two due to the introduction of the Airy stress
function and the in-plane equilibrium is automatically satisfied. Note further that
the thickness h has been assumed constant in the functional of Eq. (9.144). More-
over, the functional in Eq. (9.144) contains lower order terms compared to the
functional in Eq. (9.141) and possesses similarity in F and w, a fact that facilitates
the problem formulation when using numerical methods for the problem solution.
If the in-plane and rotary inertias are neglected, the kinetic energy expression reads

T = \ I pmh M dA (9.145)
2 JA I dt J

where pm is the plate density. Using now the simple Ackeret's expression to relate
the aerodynamic external pressure to the plate motion, we can write the work done
by the aerodynamic load as

W= I ApwdA (9.146)
JA) A

where

(9.147)

where q = pV2/2 is the free stream dynamic pressure, V is the free stream velo-
city, and M is the free stream Mach number. The flow is assumed to act only on
the upper surface and to be in the x direction. Assuming further that the plate is
subjected to a prestress state of in-plane stress resultants, N®x, Nyy, and Nxy, the
strain energy due to prestress reads
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Hamilton's principle for the problem at hand can be written as

(9.149)

where Eqs. (9.141), (9.145), (9.146), and (9.148) are to be used in Eq. (9.149) and
the quantities subjected to variation are u , u, and w. Applying the variational opera-
tion, Eq. (9. 149) will furnish one equation of motion in w and two equations of equi-
librium in u and v as the Euler-Lagrange equations governing the problem together
with the boundary conditions. Alternatively the problem can be formulated using
the functional in Eq. (9.144) to obtain a modified variational principle written as

/"Jto
8(T -U* - /"Jtl)

8Wdt = (9.150)

where the quantities subjected to variation are w and F. Applying the variational
operation, Eq. (9.150) will furnish one equation of motion in w and an equation
of compatibility in F as the Euler-Lagrange equations governing the problem
together with the boundary conditions. It can be easily shown that the related
equations for this case are

32F82w 32F32w d2F d2w 82

X>' 3x3y
and

S2w
-pmhW-

En

3x3y 3x3y

2q 9u;

wV^"a^-
a2

WJ° __
yy 3y2

w
\3x3y) 3x2 3y2

(9.151)

(9.152)

It is to be observed that, when the inertia and the aerodynamic terms are neglected
in Eq. (9.151), Eqs. (9.151) and (9.152) reduce to the celebrated nonlinear von
Karman equations. Furthermore, the variational operation leads to the following
boundary conditions:

32F 32F

33F 33F 3w 32w
~3n~3s2 8F = 0

(9.153)

_
" + ( ~

3w32F 3w 32F

where, in Eq. (9.153), n and s denote the normal and the tangential directions,
respectively, on the boundary.
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Problem Solution. Almost all the analytical solutions of the nonlinear aero-
elastic problems of plates have been made using the von Karman equations coupled
with the Galerkin approximate method of solution since no exact solutions of
differential Eqs. (9.151) and (9.152) exist. Such solutions lead to a set of nonlinear
ordinary differential equations whose solution is made using various techniques. In
the following, these methods are presented and their relative merits are discussed.
A Rayleigh-Ritz solution can be made using the modified variational principle in
Eq. (9. 150) with the admissible functions satisfying the forced boundary conditions
or a Galerkin solution can be formulated with the admissible functions satisfying
all the boundary conditions of the problem. In both cases, the solution is made by
writing for the field variables w and F, expressions in the form

, y, t) = $m(x, y)qm(t) (9.154)
tn

and

F(x, y, t) = £&(*, y)ar(t) (9.155)
r

The trial functions \[fm and (j)r must satisfy only the geometric boundary condi-
tions in the Rayleigh-Ritz solution or all the boundary conditions in the Galerkin
solution. The substitution of Eqs. (9.154) and (9.155) in the related variational
principle or in the von Karman equations and the application of the minimization
process will lead to the following set of ordinary nonlinear differential equations

[M}{q"} + [[*] + X[A]] {q} = {cj} (9.156)

and

{c2] (9.157)

In Eqs. (9.156) and (9.157), the matrices [M], [k], [A], and [H] are the linear
mass, stiffness, aerodynamic, and compatibility matrices, respectively, and [c\]
and {c2} are the nonlinear contributions and are given by

[ r
Y^ai[Li]{q} (9.158)

and

(9.159)

The matrices [L/] and [Bi] are linear matrices obtained from the integrations
of the trial functions over the domain. It is to be observed that Eq. (9.159) is an
algebraic equation, so that the vector {a} can be written as

{c2} (9.160)

Substitution of Eq. (9.160) into Eq. (9.158) gives

[M]{q"} + [[k] + X[A]] {q} = {c} (9.161)
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The vector [c] is the nonlinear contribution with elements given by

m*r** (9.162)
r=l A-=l f=l

where c/nr are constants. Equation (9.161) represents a set of nonlinear ordinary
differential equations where {c} contributes to the nonlinear part. When {c} — {0},
the problem is reduced to the linear aeroelasticity problem. Furthermore, we notice
that the contribution of an aerodynamic damping or a structural damping in the
problem formulation will lead to an augmented term function of the velocity, i.e.,
[G]{g'} in the right-hand side. Thus the general procedure of the solution will be
the same. Moreover, the matrix [k] includes both the linear stiffness matrix and
the initial stiffness matrix due to prestress. The solution of Eq. (9.161) has been
made by various authors using various techniques and these are discussed in the
following.

Dowell75'76 uses the direct numerical integration technique for the solution of
Eq. (9.161). Because only the steady-state solution is of interest, the solution can
be started from any initial condition, {qQ} and {qf

0}. Thus, the solution proceeds as
follows. Given a value X > A.c, where A,c is the linear critical dynamic pressure,
and fixing a value for the amplitude level, (w//0max, the equations of motion are
numerically integrated and the permanent state solution is obtained as a function
of time. If this solution is stable, i.e., decaying with time, the value of (w/h)mwi is
augmented until a limit cycle is obtained, from which the frequency of vibration
and the amplitude are calculated for the predefined value of A.. The whole process is
then repeated for another A,, to obtain a graph of (w/h)max vs A,. Dowell75-76 did not
discuss the stability of the plate when the limit cycle is reached. Small perturbations
about the limit cycle oscillations were discussed by Eastep and Mclntosh77 and
Evenson and Olson78 to study the stability of the solution when the limit cycle
is obtained. In these references, the method used for the numerical integration
was not given. However, any stable algorithm, e.g., the Newmark method with
limitation on the time interval A? can be used. Furthermore, enhancement of the
accuracy and a reduction in the time spent in the numerical integration methods
can be achieved, using the method of Ref. 79.

Morino80 used the perturbation techniques for solving the nonlinear aeroelastic
problem. For details of the perturbation methods of solution of the autonomous
ordinary nonlinear differential equations, the reader is referred to textbooks on
the subject (see for instance Ref. 81). In the following, the method proposed by
Morino80 is given without proof. For the solution of Eq. (9.161) at a value A, > A,c,
we write

A, = A,c + e 2AC + O(s4) (9.163)

and

{q} = e[qM} + e3{q™} + O(s5) (9.164)

For the values of A, and q and for the frequency, we write

co = coc + s2a)c + O(s4) (9.165)
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and we define

T = COt = (&>c -f 8 (t)c)t = C0ct + S 0)ct = TO + T2 (9.166)

so that

A - JL JL
dr OTQ 3r2

where £ is a small quantity. Substituting Eqs. (9.163-9.166) into the equation
of motion [Eq. (9.161)] and applying the perturbation technique, i.e., balancing
terms of equal power off , Morino80 obtained for the terms e and s3 the following
equations

32^1 ,
= {0} (9.167)

and

aV

2tM]——— + [A] ( < ? ' } - C < « X < ? (9-168)

Equation (9.167) represents the linear solution from which the values of \c and
coc can be determined. The linear solution vector can be written as

{ql}= RealS{«}e'T() (9.169)

where S is in general complex and corresponds to the amplitude at the fluttering
condition a)c and [u] is the eigenvector of the linear eigenvalue problem. Substi-
tuting Eq. (9.169) into Eq. (9.168), we obtain

where

m m m
<«/.««)525* (9.171)

n=l p=l q=\

and
m m m

w"«"^53 (9J72)
n=l /?=! q—\

In Eq. (9.171), the values denoted with asterisks are the conjugates of the corre-
sponding variables. We notice that the solution {q3} is not needed if the analysis
is limited to the terms O(e*). Now, because {u} is a solution of the homogeneous
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Eq. (9.170), then to avoid the secular terms in the solution, using the perturbation
methods, {Z1} must be orthogonal to {WL}, where {u1} is the left eigenvector of
the linear solution. Thus, we can write

{M
L}{Z1} = 0 (9.173)

Morino80 obtained this condition as
o c

— + PS + yS2S* = 0 (9.174)
3r2

where

= L{uL}T[A]{u] (9.175)
a

and
t f m m m

] Cinpq(UnUpU*q + UnU* Uq + U*nUpUq) \ (9.176)

where a = icoc{uL}T[M]{u}. The stability of the limit cycle is determined from
the sign of the real part of y, i.e., the solution is stable for values of y^ > 0. The
amplitude and the frequency of the limit cycle are obtained for r -> oo and read

w , ,. ^ ,. „ ± i ^n » -v •> . x . XQ ^ __x

y«/ "
and

owoo = o>c - (A. - Xc) (Pi --YI] (9.178)

The solution of the problem will proceed as follows: A,c, a)c, {u}, and {WL} are
determined from the linear solution of Eq. (9.167). These are used in Eqs. (9.175)
and (9.176) to obtain the values of ft and y, and these in turn are used to determine
the amplitude and the frequency for a given value of X > Xc. The reduction in the
computational time is thus evident compared to the direct numerical integration.

Wind-tunnel experiments2 and results of direct numerical integration methods
showed that periodic vibrations exist once the critical dynamic pressure is ex-
ceeded. This led some authors to use the harmonic balance technique to solve the
nonlinear flutter problem. This was first made by Fung82 and Kobayashi83 using
the two-mode Galerkin solution and was then generalized by Morino80 for n
Galerkin terms. The solution of Eq. (9.161) proceeds as follows: we write {q} as

{q} = {an} sin cot + [bn} cos cot (9.179)

where co is the frequency of vibration for A > A.c. Substituting Eq. (9.179) into Eq.
(9.161) and separating the terms in sin cot and cos cot, since the solution is valid for
any cot, we obtain a set of 27V equations for the 2N unknowns [a\b\ .. .anbn}.Two
of these variables are fixed for a given value of w/ h, i.e., fixing the amplitude level,
and are replaced as unknowns by A and co; the solution then proceeds to obtain
the 2N unknowns, namely, {co X #2 ^2 • • • anbn], using any suitable method for the
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solution of a set of nonlinear algebraic equations. The stability of the solution can
be made by making small perturbations about the solution obtained.

A further method for the solution of the nonlinear flutter problem is the Lyapunov
stability criteria. Such a method has been discussed by Bolotin,84Librescu,3 and
Parks.85 However, the difficulty of the Lyapunov method in the nonlinear case is to
find a Lyapunov functional for the stability criteria; more details on the Lyapunov
method are given in Ref. 81.

Limit cycle amplitude two-dimensional panel flutter using the finite element
method was studied by Mei and Rogers,86 Mei,87 and Rao and Rao.88 Finite element
solutions of the three-dimensional nonlinear panel flutter were investigated by Mei
and Weidman,89 Han and Yang,90 and Mei and Wang.91 Large amplitude two-92 and
three-dimensional hypersonic panel flutter33 were studied using the finite element
method. Structural nonlinearity using the finite element method for composite
materials was analyzed in Refs. 32, 93, and 94.

In all of these finite element solutions, the nonlinear part was solved using the
direct numerical integration method or the energy balance technique. The structural
part of the problem was formulated using the von Karman large deflection plate
theory with u, v, and w taken as the field variables. In addition to the structure
nonlinearity, Ref. 33 considers also aerodynamic nonlinearity using a third-order
hypersonic piston theory where it is shown that the effect of the aerodynamic
nonlinearity was very small on the stability boundaries for the cases analyzed. The
finite element method has been applied to the problem of nonlinear supersonic
flutter suppresion using adaptive materials actuators in Refs. 95 and 96.

9.8.2 Curved Panel Models
In this section, the aeroelastic problem of large deformations of curved panels

is considered. Again, the von Karman large deformation theory is used for the
problem formulation. The analysis is limited to cylindrically curved plates and to
KirchofFs assumption. Consider a cylindrically curved plate with a rectangular
base and a curvature in the y direction. The strain-displacement relationships can
be written as

d2w

yy a,, r
dv w

^2ldy]
(9.180)

£*v = r — + — - 2z
1 [du dv 32w 1 1 dw dw

^y =- 2 ?7——— —————

1 [dwl2 1 Taw;"12

ezz = - — + - I —zz 2 I dx J :
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The stress-strain relationships are the same as given by Eq. (9.140) and the
strain energy of deformation reads

U
1 f

= - /
^ Jv

+ cryyeyy + crxysxy] & = C/(w, v , w) (9.181)

Now, introducing an Airy stress function as was made in the previous section,
which satisfies the in-plane equilibrium, we obtain the following modified func-
tional

£/* = -
1

3y2
_ 9
~ 3x2 3y2

v) 3x3yJ f/.
9 w 3 w / 3 w \,____ _i_ on _ v\ i ___ I
3x2 3y2 + ( \3x3y)

(ifx2) 'dy2 + V"^1/ ~^
__ __ _l_ i __ i ___ 2
a^2y/ a^2 v^2 / ^2 a^ aj a^aj

(9.182)

where the same notation has been used as in the previous section. The kinetic
energy functional, the strain energy functional due to prestress, and the work done
by the external aerodynamic loads are the same as given by Eqs. (9.145), (9.148),
and (9.146), respectively. Using these functionals, a modified variational principle
is obtained and readsr 8(T -U* -Ut) 7"./TO

(9.183)

where the quantities subjected to variation are w and F'. Performing the variational
operation, the Euler-Lagrange equations governing the problem are obtained as

a2Fa2 iu 32F 32w

d2w

3x2 3x3y 3x3y

32w 32w
•-— (9.184)

and

d2w
(9'185)
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Again, Eq. (9.184) is an equation of motion in the normal direction and Eq. (9.185)
is a compatibility equation. Furthermore, the variational operation leads to the
following boundary conditions:

Eh dn2
d2F

'Us*
^1=0

+ (2-

d2w

8F = 0

32w
'(-)='\dnj

(9.186)

dwd2F dw 32F
dn Bs2 ds dnds

Sw = 0

where the geometric conditions are given by the variational terms and the free
boundary conditions are given by the expressions between brackets, respectively.

Problem Solution. The same procedures of solution as discussed for the flat plate
problem can be applied for the present case. The problem of nonlinear flutter of
curved panels, freely supported on all edges, has been treated by Dowell21'22 using
Eqs. (9.184) and (9.185) coupled with the Galerkin method of solution. The limit
cycle amplitude problem has been solved using the numerical integration process.
Further, cylindrical curvature in the streamwise direction was also treated. Dowell's
investigations showed that the in-plane edge restraints had a great influence on the
flutter boundaries and this was attributed to the frequency spectrum of the shells
analyzed.

Linear models have been analyzed in Refs. 23 and 24 using the finite element
method and the two field variable variational principle given by Eq. (9.183). The
two field variable variational principle with the transverse displacement and Airy
stress function taken as the field variables represents an efficient alternative for the
treatment of shallow shell problems. In spite of the simplifications it introduces,
Reissner's principle is scarcely used in the finite element formulation. The main
reason is attributed to the difficulties encountered when applying the boundary
conditions on Airy stress function. In Ref. 97, starting from Reissner's variational
equation for the free vibration of cylindrically curved panels, the Euler-Lagrange
equations and the boundary conditions of the problem were deduced. It was shown
that the boundary conditions on the Airy stress function are as simple and direct
to apply as on the transverse displacements. The variational principle was used
to derive C1 continuity rectangular finite elements using the concise formulation
of Ref. 11. The formulation was then extended to the buckling analysis of cylin-
drically curved panels,98 supersonic panel flutter,23'24 the problem of stability of
cylindrically curved panels in the presence of nonconservative follower forces,"
and free vibration100 and aeroelasticity34 of composite material doubly curved
shallow shells. The results of these investigations showed that the in-plane bound-
ary conditions have an important effect on the stability boundaries of the shells,
principally in the transition region as the curvature increases and the shell departs
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from the flat plate behavior to a deep shell behavior. Extending the formulation to
nonlinearity using modern materials, optimization to satisfy flutter requirements
using the direct methods of stability of Refs. 101 and 102 and the problem of
nonlinear supersonic panel flutter suppression using adaptive materials actuators
are directly applicable.
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A
Aeroelasticity, flight vehicles, 189-228

aerodynamic influence coefficient
matrix, 194-195

flutter analysis, 221-222
hypersonic flutter of cantilever wing,

222-225
incremental nonstationary aerodynam-

ic loads, 191-194
Kernel function in subsonic flows,

195-212
Kernel function in supersonic flows,

212-213
modal transformation, 213-214
optimization to satisfy flutter require-

ments, 225-226
problem formulation, 189-190
stability equations, 214-221

Aeroelasticity, plates and shells, 229-289
circular cylindrical shells, 265-269
conical shells, 269-273
curved panels, 247-252
damping, 273-274
finite element method, 238-242
flat plates, 229-242
Galerkin solution, 236-238
laminated fiber-reinforced shallow

shells, 253-265
nonlinear models, 274-285
prestress effect, 242-247
Rayleigh-Ritz solution, 233-236

Aeroelasticity, typical section, 161-188
extension to three-dimensional lifting

surfaces, 179-181
parametric studies, 177-179

single-degree-of-freedom stability,
161-164

Theodorsen solution, 176-177
unsteady linearized potential theory,

174-181
with control surface, 181-187

Choleski-Crout method, 16-17

D
Determinantal solution, 20
Dynamics of continuous elastic bodies,

93-118
flat plates, 103-106
response to external excitations,

116-117
response to initial conditions, 115-116
shell structures, 107-114
slender beams, 93-103

Eigenvalues, 19-20
iteration method, 23-25

Equations of motion
multidegree-of-freedom linear sys-

tems, 53
response to externally applied load,

60-66
single-degree-of-freedom linear sys-

tems, 27

Flight vehicles. See Aeroelasticity, flight
vehicles

291

Purchased from American Institute of Aeronautics and Astronautics  

 



292 INDEX

Fourier series
response to periodic excitation,

45-46
Fourier transform

response to aperiodic excitation,
47-48

Galerkin solution, 132-133, 236-238
Gauss method, 15-16

H
Harmonic excitation, 32-36

I
Impulsive excitation, 41-44
Inverse iteration method, 22-23

Lagrange equations, 56
Laplace transform, 48^9

M
Matrices

addition and subtraction, 3
algebra and techniques, 1-26
definite positive, 8
definition, 1
differentiation and integration, 9
equality, 3
multiplication, 3-4
negative power, 5
partitioned, 7-8
rotation, 11-12
square, inverse, 4-5
square, positive power, 4
transformations, 9-10
translation, 10
types, 1-3

Modal superposition technique, 60-61
numerical methods, 61-66

Multidegree-of-freedom linear systems,
53-91

damped systems, 59-60
damping effect, 66-67

dissipation function, expression,
55-56

equations of motion, 53-56
free vibration, 56-59, 82-88
kinetic energy functional, 54
Lagrange equations, 56
modal superposition technique,

60-61
position vector, 53
strain energy functional, 54-55
velocity vector, 53

Multidegree-of-freedom nonlinear sys-
tems, 137-138

N
Nonlinear systems, 119-138

Duffing method, 129-132
Galerkin method, 132-133
nonlinear viscous damping, 121
physical properties, 121-126
Rayleigh-Ritz method, 133-135
simple pendulum, 119
solutions of equations of motion,

127-137
systems with nonlinear spring charac-

teristics, 119-120

Plates and shells. See Aeroelasticity,
plates and shells

R
Random vibrations, 139-159

autocorrelation function, 144-145
ergodic random processes, 141-142
multidegree-of-freedom systems,

152-158
power spectral density function,

145-147
probability distribution and density

functions, 142-144
single-degree-of-freedom response,

148-151
stationary random processes, 139-141
white noise, 147-148, 151-152
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Rayleigh-Ritz solution, 133-135,
233-236

Reversal law
in transposed and reversal products,

6-7

transmissibility factor, 36-37
Square root method, 17-18
Step excitation, 44-45
Symmetric Choleski decomposition. See

Square root method

Single-degree-of-freedom linear systems,
27-51

aperiodic excitation (Fourier trans-
form), 47-48

complex frequency response function,
39^0

equation of motion, 27
free vibration, 27-32
harmonic excitation, 32-36
harmonic oscillation of base, 37-39
impulsive excitation, 41-44
Laplace transform (transfer function),

48
periodic excitation (Fourier series),

45-46
step excitation, 44-45

Transformation of matrices, 9-10
Triangularization, 13-15
Tridiagonal systems, 18-19
Two-degree-of-freedom mechanical sys-

tem, 67-72

u
Undampened free vibration, 56-59

V
von Mises power method, 21-22

w
Winglike structure, dynamic properties,

72-82
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